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Abstract
Dense vector representations have become
foundational to modern natural language pro-
cessing (NLP), powering diverse workflows
from semantic search and retrieval augmented
generation to content comparison across lan-
guages. Although Wikipedia is one of the
most comprehensive and widely used datasets
in modern NLP research, it lacks a fully repro-
ducible and permissively licensed dense vector-
ization. In this paper, we present Wikivecs,
a fully reproducible, permissively licensed
dataset containing dense vector embeddings for
every article in Multilingual Wikipedia. Our
pipeline leverages a fully reproducible and per-
missively licensed multilingual text encoder to
embed Wikipedia articles into a unified vector
space, making it easy to compare and analyze
content across languages. Alongside these vec-
tors, we release a two-dimensional data map
derived from the vectors, enabling visualization
and exploration of Multilingual Wikipedia’s
content landscape. We demonstrate the utility
of our dataset by identifying several content
gaps between English and Russian Wikipedia.

1 Introduction

Dense vector representations have become foun-
dational to modern natural language processing
(NLP), powering diverse workflows from semantic
search to retrieval augmented generation. As mul-
tilingual models have matured, these vectors have
become particularly useful for bridging linguistic
and cultural gaps, offering a shared representational
space where texts from different languages can be
meaningfully compared.

Simultaneously, Wikipedia has become one of
the most important datasets in modern NLP re-
search. Despite its importance, there exists no
openly licensed, fully reproducible resource that
provides dense vectors for the entirety of Multi-
lingual Wikipedia. This gap limits the accessi-
bility and transparency of multilingual Wikipedia

Figure 1: The directory structure of the Wikivecs
dataset. Each folder corresponds to a language split
and contains one or more sharded numpy arrays.
When concatenated in ascending shard index order,
these arrays correspond embeddings of the rows in
the 2023-11-01 Wikidump dataset. For example,
20231101_en_embeddings_shard_0.npy contains em-
beddings for rows 0-999,999 of the Wikidump file
20231101.en, 20231101_en_embeddings_shard_1.npy
contains embeddings for rows 1,000,0000-1,999,999 of
the Wikidump file 20231101.en, etc... Also included in
the dataset is wikimap.parquet, a file which contains 2d
positions for every article in the Wikidump, enabling
subsequent visualization.

research and hinders efforts to conduct scalable,
comparative content analysis across languages.

In this work, we introduce Wikivecs, a fully re-
producible and permissively licensed dataset of
dense vector embeddings for every article in Mul-
tiulingual Wikipedia. Using a state-of-the-art mul-
tilingual encoder, Wikivecs captures the seman-
tic content of articles in a vector space that can
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be compared meaningfully across languages. We
also leverage recent research in scalable dimen-
sionality reduction to construct a 2 dimensional
map of the entirety of Multilingual Wikipedia. We
demonstrate how these resources can be used to
surface topics that lack cross-lingual coverage in
Wikipedia, highlighting several content gaps be-
tween English and Russian Wikipedia.

2 Background

Early methods for computational text compari-
son relied on normalized word count statistics
(Spärck Jones, 1972) The field of text representa-
tion shifted to a much more connectionist paradigm
in 2013 with the publication of Word2Vec (Mikolov
et al., 2013), which used a shallow neural network
to learn a vector representation for each token in a
sentence based on its context.

BERT (Devlin et al., 2019) utilized the trans-
former (Vaswani et al., 2023) architecture to train a
deep neural network to produce contextualized vec-
tor representations of tokens in an input text. BERT
could also be used to compare texts by running it in
a cross-encoder configuration. In the cross-encoder
configuration, two input texts were fed to the BERT
model together to produce a document similarity
score.

Computing the pairwise similarity of all texts
in a large corpus is computationally burdensome,
making it difficult to utilize BERT for docu-
ment comparison in large corpora. To remedy
this, Reimers and Gurevych introduced SBERT
(Reimers and Gurevych, 2019), which utilized a
bi-encoder architecture and a triplet training proce-
dure to map sentences to dense vectors endowed
with a semantic similarity structure. This enabled
document similarity to be computed efficiently by
measuring the angle between documents’ dense
vector representations.

The efficiency of this bi-encoder approach has
led it to become the dominant technique for large
scale text representation and comparison. As a re-
sult, a plethora of text bi-encoders have been subse-
quently developed and released. (Wang et al., 2024;
Xiao et al., 2024; Günther et al., 2024; Nussbaum
et al., 2024; Li et al., 2023; Chen et al., 2024).

Unfortunately, the almost all state-of-the-art bi-
encoders are not suitable for open science and open
knowledge use, since large parts of their training
recipe (e.g. training data, training code, weights,
etc...) remain proprietary or are restrictively li-

censed. In contrast, the recently released Nomic-
Embed-Text-v2 (Nussbaum and Duderstadt, 2025)
is the first state-of-the-art multilingual bi-encoder
to release all the elements of its training recipe un-
der a permissive Apache 2.0 license, making it an
ideal candidate for open science and open knowl-
edge work.

Figure 2: The schema of wikimap.parquet

Table 1: NOMAD Projection Hyperparameters

Hyperparameter Value
n noise 10,000
n neighbors 64
n cells 128
epochs 600
momentum 0.0
lr scale 0.1
learning rate decay start time 0.1
late exaggeration time 0.7
late exaggeration scale 1.5
batch size 70,000
cluster subset size 2,500,000
cluster chunk size 1,000

3 Dataset Description

Our dataset is an extension of the 2023-11-01
Wikidump dataset (Wikimedia), which we accessed
via Hugging Face.

We produce a dense vector for each article in the
Wikidump using Nomic-Embed-Text-v2, a fully
open and permissively licensed multilingual text
embedding model. Each article is truncated to the
first 512 tokens so that it fits in the Nomic-Embed-
Text-v2 context window, and no task specific pre-
fixes are prepended to the article texts. Nomic-
Embed-Text-v2 then converts each article to a 768
dimensional dense vector. These article vectors are
saved in shards corresponding to each of the lan-
guage splits in the Wikidump. Figure 1 details the
directory structure of the resulting shards. We note
that process of generating and storing these vectors
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(a) A data map overlaying the English (purple) and Russian
(green) Wikipedia corpora. Some areas contain dots of both
colors, indicating conceptual overlap. Other areas contain
dots of only one color, indicating a potential content gap.

(b) A zoomed view of the English-Russian Wikipedia data
map. The location of an article on Ключарёв, Алексей
Павлович is indicated. Further investigation reveals article
is about a Russian Nuclear Physicist, and that it has no English
translation. Analysis of the surrounding cluster reveals that it
is a cluster of articles about Russian scientists, most of which
lack English translations.

Figure 3: Comparison of English and Russian Wikipedia content coverage

is nontrivial, requiring several H100 days of com-
pute, and resulting in approximately a terabyte of
data.

Nomic-Embed-Text-v2 achieves state-of-the-art
performance on the MIRACL benchmark (Zhang
et al., 2022), as well as strong performance on
the bitext mining task of the MMTEB benchmark
(Enevoldsen et al., 2025). As a result, we can rea-
sonably expect the vectors it produces to map se-
mantically similar content in different languages
to similar locations in vector space. This property
enables downstream cross-lingual analysis using
the produced vectors.

Once all the articles are vectorized, we apply
NOMAD Projection (Duderstadt et al., 2025), a
scalable nonlinear dimensionality reduction algo-
rithm, to project them into a 2d space for subse-
quent visualization and inference. We run NO-
MAD Projection with the hyperparameters outlined
in Table 1. The output of NOMAD Projection is
used to generate wikimap.parquet, whose schema
is detailed in Figure 2. A key benefit of the 2d
Wikivecs is their size; working with the 2d vec-
tors enables meaningful corpus analysis to be per-
formed on a standard laptop, greatly increasing the
accessibility of our dataset.

4 Access and Reproduction

All of the choices in our vectorization pipeline
were made with accessibility and reproducibility
in mind. Nomic-Embed-Text-v2 releases its train-
ing data, code, and weights under a permissive
license, meaning the Wikivectors themselves have
fully open provenance. Further, all code for gen-
erating the vectors, as well as the subsequent vi-
sualizations, is open sourced and permissively li-
censed. Finally, the 2d vectorization alleviates the
large computational burden of working with the
768 dimensional vectors, enabling meaningful cor-
pus analysis to be performed on a standard laptop.

The final dataset can be accessed at
https://huggingface.co/datasets/nomic-ai/nomic-
embed-v2-wikivecs, and the code for re-
producing the dataset can be accessed at
https://github.com/nomic-ai/wikivecs.

5 Example Application: Cross Lingual
Content Gap Analysis

As an example of the utility of our dataset, we
use the 2d positions derived from the Wikivecs to
surface content gaps between English and Russian
Wikipedia. We define a content gap as a collec-
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Article Title English Russian
Ключарёв, Алексей Павлович No Yes
Глазков, Анатолий Александрович No Yes
Воробьёв, Леонид Евгеньевич No Yes
Загорец, Павел Авксентьевич No Yes
Харитонов, Анатолий Михайлович No Yes
Разборов, Александр Александрович Yes Yes
Рябинин, Валериан Николаевич No Yes
Аржаников, Николай Сергеевич No Yes
Золотов, Юрий Александрович (химик) No Yes
Левшин, Геннадий Егорович No Yes
Total 1 10

Table 2: Ten articles about Russian scientists from a homogeneously colored region in the interactive data exploration
application. Manual investigation reveals that English Wikipedia lacks articles on almost all of these scientists,
indicating a content gap.

tion of thematically related articles that exist in one
language, but not another language. Our dataset
enables both qualitative and quantitative surfacing
of content gaps. We perform both the qualitative
and quantitative analysis on a standard M2 Mac-
book Air with 24GB of RAM, which highlights the
accessibility of the 2d vectors.

5.1 Qualitative Analysis: Interactive Data
Explorer

To facilitate the qualitative discovery of content
gaps between different languages on Wikipedia, we
created an interactive data exploration application
for the 2d positions in the Wikivecs corpus. The
application plots the 2d positions of articles in two
or more language splits of Wikivecs as differently
colored dots in a scatter plot. The explorer enables
users to pan and zoom the plot, hover their mouse
over dots to reveal article titles, and click on dots
to open their associated articles in a new tab. The
application workflow facilitates the investigation
and discovery of content gaps across Multilingual
Wikipedia.

Figure 3a shows the application comparing
English (purple) and Russian (green) Wikipedia.
Some areas of the plot contain dots of both colors,
indicating conceptual overlap. Other areas con-
tain dots of only one color, indicating a potential
content gap.

Figure 3b shows a zoomed in view of an area
in the English-Russian Wikipedia data map con-
taining a concentration of green dots. This area
of the map corresponds to articles about Russian
scientists on Russian Wikipedia. The location of an
article on Ключарёв, Алексей Павлович is indi-

cated by the green X. Google translate reveals that
this article is about Alexey Pavlovich Klyucharyov,
the head of the Nuclear Physics Department at
Kharkov University from 1943-1944. We manually
verify that Alexey Pavlovich Klyucharyov has no
corresponding article in English Wikipedia.

We further investigate this potential content gap
by manually inspecting 9 other articles that are
proximal to Alexey Pavlovich Klyucharyov in the
data explorer. The results of our manual inspection
are presented in Table 2. Overall, we find that 9 out
of the 10 Russian Wikipedia articles we selected
did not have counterparts on English Wikipedia,
indicating a content gap.

The discovery of this cluster of Russian scien-
tists who have no matching articles in English
Wikipedia demonstrates our dataset’s utility for
powering qualitative applications that surface con-
tent gaps between language splits on Wikipedia.

5.2 Quantitative Analysis: Cluster Entropy

To further investigate content gaps between En-
glish and Russian Wikipedia, we cluster the 2d po-
sitions in the English-Russian Wikipedia map, and
investigate clusters with low inter-cluster language
distribution entropy.

We start by training a decision tree to partition
the 2d map positions into regions of low linguistic
entropy. We use a held-out validation set consisting
of a random sample of 20% of the English and
Russian Wikivec data to determine the maximum
depth hyperparameter of our decision tree, and we
use a minimum leaf size of 10 to prevent small
clusters from forming in our tree. The results of
our hyperparameter sweep are presented in Figure
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(a) The accuracy of decision tree classifiers trained to predict
article languages given their 2d positions in the Wikivecs
dataset. The train and validation accuracy curves deviate after
a maximum tree depth of 24, indicating overfitting. As a result,
a maximum tree depth of 24 is selected for the final decision
tree.

(b) A histogram of the entropy of the language distribution
in clusters derived from 2d positions of English and Russian
articles in the Wikivecs dataset. There are nearly 3000 clusters
with 0 bits of entropy, meaning that they consist entirely of
articles in a single language.

Figure 4: Decision tree classifier analysis: (a) Accuracy vs. tree depth showing overfitting beyond depth 24, and (b)
Entropy distribution of language clusters showing many pure single-language clusters.

4a.
We train a final decision tree with a maximum

depth of 24 and a minimum leaf size of 10 on all the
2d positions corresponding to English and Russian
articles in the Wikivecs dataset. We then interpret
the leaf nodes of this decision tree as clusters, and
compute the entropy of the language distribution
in each cluster. Clusters with a low entropy cor-
respond to spatially localized regions in the map
consisting almost entirely of articles in a single
language, making them strong candidates to inves-
tigate for content gaps.

Figure 4b shows a histogram of the clusters’ lan-
guage distribution entropies. There are a large num-
ber of clusters with 0 bits of entropy, meaning that
they consist entirely of articles in a single language.

To get a sense of whether these zero entropy
clusters actually correspond to content gaps, we
manually inspect 10 random articles from three
random zero entropy clusters. The results of our
manual inspection are presented in Tables 3, 4, and
5. We find that all three clusters contain articles
with coherent themes; namely, Beetles, Bibilical
Codex, and Hungarian Villages. This is a positive
indication that our vectors effectively group articles
according to their semantics.

In the Beetles cluster, we find that only 1 of the
10 articles has a Russian translation. Similarly, in
the Hungarian Villages cluster, we find that none of
the articles have Russian translations. As a result,
we conclude that both of these clusters represent
thematic content gaps between English and Russian
Wikipedia.

In the Biblical Codex cluster, we find that 6 of
the 10 articles have Russian translations. This indi-
cates that Russian Wikipedia has coverage of some
of the content in this theme. We conclude that this
cluster may not represent a content gap between
English and Russian Wikipedia.

Overall, the manual verification confirms that
our pipeline is able to surface strong candidates for
thematic content gaps between English and Russian
Wikipedia.

Article Title English Russian
Amara exarata Yes No
Amara fusca Yes No
Amara familiaris Yes No
Amara alpina Yes Yes
Amara praetermissa Yes No
Amara confusa Yes No
Amara quenseli Yes No
Amara pomona Yes No
Amara latior Yes No
Amara rubrica Yes No
Total 10 1

Table 3: Cluster: 34853 - Beetles

6 Conclusion

In this paper we introduced Wikivecs, the first
open source, fully reproducible, and permis-
sively licensed dense vectorization of Multilingual
Wikipedia. We generate a 768 dimensional dense
vector representation of each article on Multilin-
gual Wikipedia using a fully reproducible and per-
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Article Title English Russian
Hencse Yes No
Kálmáncsa Yes No
Fonyód District Yes No
Nagyberény Yes No
Szentbalázs Yes No
Gamás Yes No
Öreglak Yes No
Bélavár Yes No
Marcali Yes No
Nagykorpád Yes No
Total 10 0

Table 4: Cluster: 29172 - Hungarian Villages

Article Title English Russian
Codex Bezae Yes Yes
Codex Vaticanus 2061 Yes Yes
Codex Marchalianus Yes Yes
Codex Speculum Yes No
Codex Brixianus Yes No
Codex Toletanus Yes Yes
Codex Sangallensis 1395 Yes No
Codex Vaticanus 1829 Yes No
Codex Agobardinus Yes No
Codex Boernerianus Yes Yes
Total 10 6

Table 5: Cluster: 40931 - Biblical Codex

missively licensed multilingual text embedder. We
then perform large scale nonlinear dimensionality
reduction on the 768 dimensional vectors to assign
every article in Multilingual Wikipedia a position
in a 2d semantic map.

As an example of the utility of our dataset, we
use both qualitative and quantitative methods to
surface content gaps between English and Rus-
sian Wikipedia. Qualitatively, we contribute an
interactive data exploration application that enables
users to visually compare the coverage of different
Wikipedia language splits. We use this application
to surface a content gap related to Russian scientists
who lack articles in English Wikipedia. Quantita-
tively, we train a decision tree to surface spatially
localized regions of low language entropy in the 2d
semantic map. Manual investigation of a random
sample of these low-entropy regions surfaces con-
tent gaps relating to beetles and Hungarian villages
on Russian Wikipedia. We run both our qualita-
tive and quantitative analysis on a standard M2
Macbook Air with 24GB of RAM, highlighting the

accessibility of our dataset.
Overall, we believe that our dataset will signifi-

cantly lower the barrier to performing modern NLP
application development and analysis on Multilin-
gual Wikipedia.

Limitations

There are several important limitations to consider
regarding our dataset.

The Wikivecs corpus is nearly a terabyte of data
resulting from several H100 days of processing
time. Its scale undoubtedly affects scientists’ abil-
ity to reproduce and analyze it in its entirety. We
attempted to address this by contributing the much
more wieldy 2d vectorization in conjuncton with
the 768 dimensional vectorization, but the general-
ization of findings from the 2d vectors to the 768
dimensional vectors represents a limitation in and
of itself.

Additionally, the quantitative and qualitative
analyses we provided regarding content gaps could
be expanded significantly. In particular, we were
hindered by the highly manual process of verify-
ing whether or not the clusters we surfaced indeed
represented true content gaps. As a result, our
evaluations were limited to one language compari-
son (English-Russian), and were quantified using
relatively low evaluation set sample sizes. It is
our hope that the release of this dataset will ac-
celerate a much wider community effort to under-
stand and validate content gaps across Multilingual
Wikipedia.

Benefits and Risks

How does this work benefit the Wikipedia com-
munity? Our work stands to significantly bene-
fit the Wikipedia community. Understanding and
rectifying content gaps across different Wikipedia
languages is an issue of central importance in the
community, and our work demonstrably acceler-
ates work in this area. More broadly, we believe
that our work will enable researchers to much more
easily build NLP applications and analyses with
Multilingual Wikipedia.

What license are you using for your data,
code, models? Are they available for commu-
nity re-use? We made decisions in the interest
of accessibility and reproducibility throughout the
entirety of our project. We specifically selected
Nomic-Embed-Text-v2 as our embedder due to its
permissive Apache 2.0 license and end-to-end re-

6



producibility. Further, we provided a 2d vectoriza-
tion in addition to the much more unwieldy 768d
vectorization to enable corpus analysis using much
more limited compute resources. Moreover, we
selected a simple and efficient quantitative content
gap surfacing method specifically to enable repro-
ducibility on a standard laptop. The entire analysis
in quantitative analysis section can be run on an
M2 Macbook Air with 24GB of RAM in under 10
minutes.

Finally, all artifacts, data, and models used in
this paper are released to the community under a
permissive MIT license.

Did you provide clear descriptions and ratio-
nale for any filtering that you applied to your
data? For example, did you filter to just one lan-
guage (e.g., English Wikipedia) or many? Did
you filter to any specific geographies or topics?
The place where we most obviously filtered our
data was in our analysis, where we rather arbitrar-
ily selected English and Russian as the languages
we would investigate for content gaps. The main
rationale for filtering down to two languages is be-
cause an exhaustive pairwise comparison of the
content between all languages on Wikipedia is a
massive undertaking, and is beyond the scope of
this paper.

If there are risks from your work, do any of
them apply specifically to Wikimedia editors or
the projects? We do not forsee any immediate
risks to Wikimedia editors or their projects as a
result of our work.

Did you name any Wikimedia editors (includ-
ing username) or provide information exposing
an editor’s identity? We neither named any Wiki-
media editors nor provided information exposing
any identities.

Could your research be used to infer sensi-
tive data about individual editors? If so, please
explain further. We do not believe our work mean-
ingfully accelerates the ability of any actors to
deanonymize any individual editors.
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(a) English (teal) vs French (red) (b) English (purple) vs German (yellow)

(c) English (blue) vs Spanish (orange) (d) English (purple) vs Russian (green)

Figure 5: Additional visualizations of semantic overlap in Multilingual Wikipedia across several languages.

9


