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Abstract

We developed a methodology and a framework
for automatically evaluating and filtering large-
scale parallel corpora for neural machine trans-
lation (NMT). We applied six modern Qual-
ity Estimation (QE) models to score 55 mil-
lion English-Ukrainian sentence pairs and con-
ducted human evaluation on a stratified sample
of 9,755 pairs. Using the obtained data, we
ran a thorough statistical analysis to assess the
performance of selected QE models and build
linear, quadratic and beta regression models on
the ensemble to estimate human quality judg-
ments from automatic metrics. Our best en-
semble model explained approximately 60% of
the variance in expert ratings. We also found a
non-linear relationship between automatic met-
rics and human quality perception, indicating
that automatic metrics can be used to predict
the human score. Our findings will facilitate
further research in parallel corpus filtering and
quality estimation and ultimately contribute to
higher-quality NMT systems. We are releasing
our framework, the evaluated corpus with qual-
ity scores, and the human evaluation dataset to
support further research in this area.

1 Introduction

According to the Scaling Law (Kaplan et al., 2020),
three basic ingredients are required to build a suc-
cessful Large Language Model: the model’s size,
the amount of compute spent on training, and the
size of the dataset. In this paper, we will focus on
the latter. Indeed, the amount of text available is
limited, and the limitation is even more visible for
low-to-mid resource languages (see Zhong et al.,
2024, Hasan et al., 2024). One way to tackle that
problem is to translate a decent amount of text us-
ing Neural Machine Translation models, trading
compute spent on inference to the data. Recent ad-
vances in the NMT models, such as NLLB (Team
et al., 2022) and MadLad (Kudugunta et al., 2023),
offer multilingual translation capabilities for hun-

dreds of languages, building bridges to the low-
resource languages.

Unfortunately, the measured quality of trans-
lation from English for these target languages is
lower1 than that for the popular pairs, such as En-
glish to German. This gap can be explained by the
lack of training data (now for the NMT task) and
the quality of the metrics. While metrics such as
chrF (Popović, 2015) and BLEU (Papineni et al.,
2002) are mechanistic and might not work well
for fusional languages (Ma et al., 2019), others
like Comet (Rei et al., 2020) or MetricX (Juraska
et al., 2023) might not have enough knowledge
about low-resourced languages, again, because of
the underrepresentation.

If we look closer into the training of the NMT
model, we might find the apparent abundance of
Sent2Sent parallel corpora available online (Tiede-
mann, 2016). For example, when we began our
research, the English to Ukrainian corpora had 97
million pairs, which now has around 158 million
pairs2.

However, a closer manual inspection reveals that
at least part of the data is duplicated, garbled, or
even obscene. Most importantly, one cannot assess
the quality of the whole corpus at the scale needed
to build an NMT model. These issues might visibly
affect the quality of the models trained on this data
(Sánchez-Cartagena et al., 2018).

As such, we identified the following research
questions:

1. Can we automatically evaluate a big parallel
corpora using State-of-the-Art quality estima-
tion models?

2. How good are those models when compared
to human evaluation?

3. Can we create an ensemble model to improve
the quality of the evaluation?

1https://opus.nlpl.eu/dashboard/
2https://opus.nlpl.eu/results/en&uk/

corpus-result-table
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To address these research questions, we created
a methodology and a framework to collect paral-
lel corpora at scale, deduplicate them, and score
the individual sentence pairs using an ensemble of
six Quality Estimation (QE) models that work in
a multilingual setup. Additionally, we ran a hu-
man annotation of the stratified random sample,
scoring 9775 pairs with the help of students of the
linguistics faculty who are proficient in English and
Ukrainian.

Using the obtained data, we ran a thorough statis-
tical analysis to assess the performance of selected
QE models and build linear, quadratic, and beta
regression models on the ensemble to predict the
human score.

Today, we are releasing the framework3, the eval-
uated and deduplicated dataset of 55 million sen-
tence pairs4, and the data collected during the hu-
man evaluation. All the code, data, and instructions
are published under permissive licenses to allow
other scholars to reproduce the same workflow for
other languages.

2 Related Work

The problem of filtering noisy parallel corpora has
been addressed through several approaches: hybrid
translation model-based filtering, machine learn-
ing classification, which frames filtering as a su-
pervised task, multi-criteria heuristics combining
statistical and neural techniques, and neural quality
estimation models designed specifically for transla-
tion quality assessment.

2.1 Hybrid Translation Model-Based Filtering

Junczys-Dowmunt, 2018 proposed using dual con-
ditional cross-entropy filtering, utilizing two in-
verse translation models trained on clean data to
score each sentence pair. That work was limited to
the English-Deutsch language pair.

2.2 Machine Learning Classification
Approaches

Bicleaner (Sánchez-Cartagena et al., 2018) is an-
other framework that discards sentences with vis-
ible flaws using handcrafted rules. It then applies
classical ML algorithms and lexical similarity fea-
tures to learn a score. Initially released for English-
Deutsch, it now offers models for 33 language

3https://github.com/lang-uk/vakula
4https://huggingface.co/datasets/lang-uk/

FiftyFiveShades

pairs5.
Its experimental extension, bicleaner-ai

(Zaragoza-Bernabeu et al., 2022), employs a
transformer-based classifier and offers a smaller
number of individual models for language pairs.
It also offers a multilingual model that could
potentially work with any language paired with
English.

2.3 Multi-Criteria Heuristic Approaches

In our previous work (Paniv et al., 2024), we used
a set of metrics, including the perplexity of both
sentences and their similarity, calculated with the
help of sentence transformers coupled with some
hand-crafted rules to prepare the noisy corpus for
training. In the final fine-tuning stage, we also
utilized k-fold validation to filter a smaller dataset.

2.4 Neural Quality Estimation Models

Our current research operates three families of QE
models from Unbabel and Google Research teams.

1. COMET Family (wmt22-cometkiwi-da by
Rei et al., 2022, wmt23-cometkiwi-da by Rei
et al., 2023) that combines COMET’s archi-
tecture with the predictor–estimator setup of
OpenKiwi, adding word-level tags and ex-
planations achieving SOTA performance on
Quality Estimation Shared Task. wmt23-
cometkiwi-da models are built on a bigger
backbone model and are available in different
sizes.

2. xCOMET (Guerreiro et al., 2024), which in-
tegrates both sentence-level evaluation and
error span detection capabilities and allows
for a reference-free mode.

3. MetricX Family (MetricX-23 by Juraska
et al., 2023 and MetricX-24 by Juraska et al.,
2024), trained with a two-stage fine-tuning
strategy on large human-labeled datasets.
These models can also work in a reference-
free mode.

While these approaches have shown promising
results, most models have focused on high-resource
language pairs or relied on clean parallel data for
the training. Furthermore, comparisons between
automatic quality estimation and human evaluation
remain limited for the language pair of our interest.
Our work addresses these gaps by evaluating mul-
tiple QE models against human judgments specifi-
cally for English-Ukrainian translation, providing

5https://github.com/bitextor/bicleaner
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insights into their performance for languages we
need.

3 Methodology

To evaluate the quality of the English-Ukrainian
parallel corpus at scale, we are proposing a pipeline
which consists of the following stages:

1. Corpus collection
2. Automatic Quality Estimation with six QE

models
3. Stratified sampling for the human evaluation
4. A solution for crowdsourced human evalua-

tion
5. Statistical analysis of the results
6. Ensemble models fitting
7. Rescoring of the evaluated corpus using en-

semble models

3.1 Corpus Collection

We used the already mentioned collection of par-
allel corpora from OPUS Open Parallel Corpora.
It includes a handful of corpora for our interest’s
language pair and allows us to download them sep-
arately in the unified TMX6 format. At the begin-
ning of the research, it offered 97,062,370 pairs
of sentences from 35 sources (see table 1). A spe-
cial script was written to download and convert all
the data into jsonlines. During transformation, a
unique hash was assigned to each pair, which was
later used for a simple deduplication. The resulting
dataset was then split into smaller chunks to allow
for the parallel processing on the GPUs we had. In
addition to the hash used for unique identification,
the source column was added to allow us to trace
every sentence pair back to the sources where it
was found.

After merging and deduplication, we had about
55 million sentence pairs for further evaluation.
The total size of the corpus is around 23 gigabytes.

3.2 Automatic Evaluation Framework

To apply the quality estimation models, we used the
unbabel-comet package for the Comet/xCOMET
family of metrics and the metricx repository for the
MetricX family (see Appx. B for the details). For
the models available in different sizes and quanti-
zation, we picked the largest ones that can fit on
available GPUs. We made an exception for the
wmt23-cometkiwi-da metric. We used both XL

6https://en.wikipedia.org/wiki/Translation_
Memory_eXchange

Dataset Sentences Deduplicated

CCMatrix 20,240k 19,986k
ParaCrawl 14,079k 13,757k
CCAligned 8,547k 8,113k
MultiMaCoCu 6,406k 5,831k
XLEnt 3,671k 3,392k
OpenSubtitles 10,541k 779k
wikimedia 757k 698k
WikiMatrix 681k 540k
ELRC-5214-A 495k 443k
ELRC-5183-SciPar 306k 301k

Table 1: Top 10 parallel corpora from opus.nlpl.eu or-
dered by amount of sentences after deduplication, thou-
sands of sentences

and XXL versions to see if their accuracy differed
(see Fig. 2). We also made a comparative analy-
sis on 2 million samples to investigate the Comet
model performance under different matmul preci-
sion7 settings. Our finding shows that running the
model with medium matmul precision speeds up
the evaluation process threefold, while the differ-
ence in calculated scores is neglectable (median:
0.000059, mean: 0.000081 on a 0-1 continuous
scale). To account for differences in scales used
by MetricX and COMET, we applied the following
rescaling:

metricxadj = 1− metricx

25
(1)

because MetricX has an inverted 0-25 scale.

3.3 Sampling Strategy for Human Evaluation
To sample initial 10,000 pairs for the human eval-
uation, we stratified the dataset, randomly select-
ing pairs from the cohorts based on the sentence
lengths and assigned average scores of wmt22-
cometkiwi-da, wmt23-cometwiki-da-xxl, wmt23-
cometwiki-da-xl, and XCOMET-XXL models,
which we had already calculated at this point. The
cohorts were defined based on the joint decile clas-
sification of the two variables. Specifically, the
dataset was partitioned into 100 distinct groups by
cross-tabulating the deciles of each variable (i.e.,
10 deciles × 10 deciles). A representative sample
was subsequently drawn by randomly selecting ob-
servations from each of these 100 groups. This
strategy allowed us to run human evaluations on

7https://pytorch.org/docs/stable/generated/
torch.set_float32_matmul_precision.html
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Figure 1: Crowdsourcing solution for pairs evaluation

sentences of different lengths and quality. We ini-
tially aimed to completely evaluate at least 5000
pairs using the resources we found.

3.4 Human Evaluation Protocol

To evaluate the stratified sample, we developed
an online crowdsourcing solution using our frame-
work Vulyk8 (see Fig. 1). This solution allows
users to register and score the presented pairs. For
the evaluation, we used a pseudo-continuous 0 to
100 scale, mirroring the setup found in (Graham
et al., 2013), (Guzmán et al., 2019), which is widely
used for Direct Assessment datasets (Graham et al.,
2016). In addition to the score, we added two
flags so annotators can mark pairs with inappropri-
ate (sexual, harassment, hate speech) or unintelli-
gible content, as we were aware beforehand that
some corpora were automatically crawled from the
web and may contain such flaws. We also wrote a
simple instruction for the grading using the same
ranges as found in the original works:

• 0-10: Incorrect translation
• 11-29: A few correct keywords, but the mean-

ing is different
• 30-50: Major mistakes in translation
• 51-69: Understandable but contains typos or

grammatical errors
• 70-90: Preserves semantics closely
• 91-100: Perfect translation
Each pair was assigned at random, and to close

the task, we required it to have at least three scores
from three annotators. During the annotation, we
involved more than twenty participants from two
different groups of students of linguistic facul-
ties with known proficiency in both English and
Ukrainian. The leaderboard was available during
the process to encourage students to deliver more
evaluations. The final dataset received 9775 evalu-

8https://github.com/lang-uk/
vulyk-translations

ated pairs. To ensure the reliability of the results,
the scores provided by experts who evaluated fewer
than 50 translation pairs were excluded from the
final analysis.

3.5 Statistical Analysis Methods
Upon completing the automatic and human eval-
uation, we did a thorough statistical analysis. It
covered both descriptive statistics and inferential
methods. We computed standard descriptive statis-
tics for both expert ratings and model scores, in-
cluding means, standard deviations, and measures
of asymmetry. These statistics are provided in Ap-
pendix A. The shapes of the distributions, as il-
lustrated in Figure 2, indicate noticeable skewness
and asymmetry. Before the further analysis we
transformed raw expert scores into percentile ranks
to address the non-continuous nature of the data
and normalized some of model scores (MetricX23
and MetricX24). We calculated correlation matri-
ces using pairwise complete observations to assess
inter-expert agreement and estimated the Intraclass
Correlation Coefficient (ICC) using a mean-rating,
absolute-agreement, 2-way random-effects model.
Finally, we constructed predictive models, includ-
ing multiple linear and beta regressions using all
QE model scores and quadratic regression based on
averaged models’ scores, to estimate human quality
judgments from automatic metrics.

This multi-stage approach provided enough data
for analyzing the performance of quality estima-
tion models and their correlation with human judg-
ments, which we present in the following sections.

4 Results

Our analysis of the English-Ukrainian parallel cor-
pus provided some important findings regarding the
relationship between automatic quality estimation
and human evaluation.

4.1 Descriptive Statistics
The final dataset comprises 9775 translation pairs
that received an expert rating. Among the transla-
tion pairs, 250 received only one expert ranking,
746 received two rankings, 8528 received three
rankings, and 116 received four or five rankings.
Notably, only 710 pairs received three rankings
from the same set of experts.

Annotators flagged 556 pairs (5.7%) as garbled
source text, and 376 pairs (3.8%) were marked
as inappropriate or explicit content. Overall, ap-
proximately 9.2% of the translation pairs can be
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Figure 2: Histograms of model-generated scores and their average

considered invalid for the task due to issues in the
dataset.

Human evaluators demonstrated varied scoring
patterns, with median scores ranging from 57 to 99
on the 0-100 scale. Most experts who evaluated
more pairs (>1000) tended to assign higher scores
more frequently, with medians between 67 and 99.
This pattern suggests a tendency toward leniency
or scoring consistency over time. Contrarily, eval-
uators who assessed fewer pairs exhibited visible
variability in their scoring distributions.

Automatic evaluation models generally assign
higher quality scores than human experts. The
Google MetricX-24-hybrid-xxl-v2p6 model was
quite optimistic with a median score of 0.98 (on the
rescaled 0-1 scale), while the wmt23-cometkiwi-da-
xl model was the most conservative with a median
of 0.73. The wmt22-cometwiki-da model showed
the lowest standard deviation (0.14) among all eval-
uated models, showing better consistency in scor-
ing. For the MetricX models, the histograms ex-
hibit noticeable peaks near zero. This is likely at-
tributable to the nature of the models, which apply
linear regression to predict scores and subsequently
clip the predicted values outside the 0–25 range.
Histograms of the score’s distribution can be seen
in Fig. 2

4.2 Inter-Annotator Agreement Analysis

We examined the correlation matrix of expert rat-
ings and model-generated scores to assess IAA.
Our analysis indicated a higher degree of agree-
ment among QE models, supported by strong cor-
relations.

In contrast, expert ratings showed greater vari-
ability, including some cases of strong disagree-
ment between individual evaluators. Given that
experts evaluated randomly assigned subsets of
translation pairs, we calculated the Intraclass Corre-
lation Coefficient (ICC) based on the ratings from
three experts who each evaluated more than 2,000
pairs. Out of these, 710 pairs were evaluated by
all three selected experts. Using a mean-rating,
absolute-agreement, 2-way random-effects model,
we found the level of inter-rater reliability fell
within the range of "poor" to "moderate" (ICC =
0.428, 95% CI: 0.252-0.562) (Koo and Li, 2016).

We transformed the raw scores into percentile
ranks to address the non-continuous nature of ex-
pert ratings despite using a 0-100 scale. This trans-
formation slightly increased the ICC value to 0.542
(95% CI: 0.496-0.585).

4.3 Correlation Between Automatic Metrics
and Human Judgments

The ICC calculated for the same set of transla-
tion pairs using model scores yielded a slightly

77



Figure 3: Scatter plot of model scores versus average expert percentile ranks

higher value (ICC = 0.634, 95% CI: 0.538-0.706)
compared to the expert ratings. Notably, it was
primarily influenced by the Google models. Ex-
cluding these models increased the models’ ICC
to 0.704 (95% CI: 0.635-0.757), indicating moder-
ate reliability that is significantly higher than the
ICC observed for the expert ratings. The corre-
lation heatmap (see 4) analysis revealed varying
degrees of association between individual models
and human evaluations. Models from the same fam-
ily (COMET or MetricX) tended to correlate more
strongly with each other than models from different
families. This observation suggests that different
model families might be capturing different aspects
of translation quality. Correlation patterns can be
seen on the scatter plot 3.

4.4 Performance of Regression Models

We constructed three regression models to inves-
tigate whether it is possible to predict the human
score based on model-generated scores. The first
linear model, which incorporated all six model-
generated scores to predict the average expert score,
explained more than half of the variance (R2 =
0.559). The most significant contributors to this
model were the xcomet, wmt22-cometkiwi-da, and
wmt23-cometkiwi-da-xxl models (see Eq. 2).

scorelinear =− 0.19600

+ 0.23592× xcomet
+ 0.40094× wmt_22
+ 0.18321× cometkiwi_xl
− 0.02066× cometkiwi_xxl
− 0.06996× metricx23
+ 0.10835× metricx24

(2)

Recognizing that building a regression model
with correlated variables violates the assumption of
multicollinearity, and observing non-linear patterns
in the scatter plots, we adopted an alternative ap-
proach: averaging the scores from all models and
constructing a quadratic regression model. It pro-
vided a better fit, explaining 59.2% of the variance.
This improvement suggests a non-linear relation-
ship between averaged model-generated scores and
expert judgments, observed on the Fig. 3 of model
scores versus expert percentile ranks (see Eq. 3).

scorequadratic =0.29470

− 0.87041 ∗ model_avg

+ 1.33003 ∗ model_avg2

(3)

The non-linear nature of this relationship indicates
that automatic quality estimation models may not
consistently align with human judgments across
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Figure 4: Correlation heatmap between expert average scores and automated metrics. models_average only include
6 QE models

the entire range of translation quality, particularly
for translations of moderate quality.

Since the distribution of values was constrained
to the interval (0, 1), we applied beta regression to
model the proportion of expert scores using model
scores as predictors. A logit link function was
employed. The model, with estimated coefficients
substituted, is specified in Eq. 4.

logit(score) = −3.336

+ 1.046 ∗ xcomet
+ 1.933 ∗ wmt22
+ 0.676 ∗ cometkiwi_xxl
+ 0.066 ∗ cometkiwi_xl
− 0.250 ∗ metricx23
+ 0.678 ∗ metricx24

(4)

The precision parameter estimate (ϕ = 10.720)
indicates relatively low dispersion around the pre-
dicted means. The model demonstrates good fit,
with a pseudo R² (McFadden, 1972) of 0.57.
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Figure 5: Distribution of predicted scores for three re-
gression models

model min max avg q1 q2 q3

linear -0.17 0.64 0.42 0.34 0.48 0.54
quad. 0.15 0.71 0.46 0.31 0.50 0.61
beta reg 0.04 0.68 0.45 0.34 0.51 0.58

Table 2: Characteristics of the trained models calculated
on the full dataset

4.5 Final Dataset

In the last step, we applied three models to a whole
dataset to calculate the adjusted model scores. Ta-
ble 2 and Fig. 5 contain the key statistical prop-
erties of the score distributions. The threshold for
the filtering should be considered according to the
task at hand and the amount of data available for
a particular language pair and required for model
training. As a rule of thumb, for the quadratic
model, we recommend:

• A threshold of 0.5 would provide a balanced
trade-off between quality and quantity, retain-
ing approximately 50% of the corpus (median
score: 0.497).

• A conservative threshold of 0.62 retains only
the highest quality pairs (top 20% of the cor-
pus).

• Applications requiring more training data
might use 0.31 (retaining 75% of the cor-
pus) to exclude only the clearly problematic
pairs.

4.6 Additional Experiments

To cover models and frameworks beyond the QE,
we conducted a small set of experiments calculat-
ing scores on the human-evaluated dataset using
the bicleaner-ai framework and cosine similarity
of LaBSE sentence embeddings, calculated for the
original and translated text. While bicleaner-ai
showed a poor correlation with expert and model
average (0.19 and 0.25, respectively), LaBSE co-
sine similarity produced visibly better results (0.59

and 0.68), which makes it a good candidate for
inclusion into the ensemble of models on the sub-
sequent iterations of our experiments. Correlation
of these two models to other models and expert
average can be seen on the Fig. 4.

We also trained a few additional models, such as
XGBoost and SVR, using k-fold validation; how-
ever, we observed no improvement over our basic
models, so we are not reporting these results.

Additionally, at the very last stage of the re-
search, we conducted a set of experiments on a
human-annotated subset of the dataset using the
LLM-as-a-Judge method and a detailed prompt
(see Appx. C), which asked the model to justify its
score. For the commercial model Gemini Pro Pre-
view 2.5, we achieved a correlation of 0.76, and for
Gemma 3 27B, 0.73, which places this technique at
the top of the leaderboard at the cost of additional
compute.

5 Applications

Our research findings can be applied to create a
similar evaluation and cleaning pipeline for other
language pairs or on newly obtained data for the
English-Ukrainian language pair as the number of
publicly available corpora and the volume of the
data continues to grow. Better filtration of the train-
ing data will result in better NMT models, thus
bringing us closer to the ultimate task of seamless,
high-quality text translation. The insights about the
QE models performance might help others reduce
the computational complexity of the task by select-
ing only the best-performing models. The existing
methodology for human evaluation is now opera-
tionalized into a plugin for a crowdsourcing frame-
work Vulyk9, making it easy to run similar eval-
uations or create new Direct Assessment datasets
for other languages. The human evaluation dataset
can be used to calibrate the QE models further, fit
new ensemble models, or assess the quality of other
metrics not included in the current research.

Today, we are releasing our framework Vakula10,
which allows users to download, parse, dedupli-
cate, and evaluate the parallel corpora from the
Opus Open Parallel Corpora project. We are also
releasing a combined and deduplicated corpus of
English-Ukrainian parallel sentences with all the
scores from QE models and our ensemble mod-

9https://github.com/mrgambal/vulyk
10https://github.com/lang-uk/vakula
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els11. Finally, we are publishing the crowdsourcing
plugin for human evaluation tasks, the annotator
manual, and the raw data obtained from our experi-
ment12.

6 Conclusion and Future Work

In this paper, we developed a methodology for au-
tomatically evaluating and filtering large-scale par-
allel corpora for NMT. We applied six modern QE
models to score 55 million English-Ukrainian sen-
tence pairs and conducted human evaluation on a
stratified sample of over 9,775 pairs.

Here are some important findings:
• Automatic QE models showed moderate

agreement with human judgments, with our
best ensemble model explaining approxi-
mately 60% of the variance in averaged expert
ratings.

• We found that a quadratic model based on av-
eraged QE scores outperformed linear models,
indicating a non-linear relationship between
automatic metrics and human quality percep-
tion. Akcnowledging the nature of the data
distribution, the beta regression can be applied
as well.

• QE models demonstrated higher inter-rater
agreement than human evaluators, suggesting
that while models may not fully capture hu-
man judgment, they provide more consistent
evaluation than individual annotators.

• The comparative analysis of QE models
showed that Unbabel’s COMET family and
Google’s MetricX family have different scor-
ing patterns, with Google models generally
assigning higher scores. Our additional exper-
iments demonstrated that simpler models like
the LaBSE sentence transformer performed
on par with some specialized QE models. This
can be handy for pre-filtering or setups with a
limited compute.

• Our additional experiments with LLM-as-a-
Judge have demonstrated strong performance,
on par with the model ensemble, for both
Gemma3 27B and Gemini 2.5 Pro Preview.

The evaluated corpus with quality scores allows
researchers to select appropriate score thresholds
based on their specific needs and input data.

For future work, we plan to:
11https://huggingface.co/datasets/lang-uk/

FiftyFiveShades
12https://github.com/lang-uk/

vulyk-translations

• Run an additional human evaluation round
with professional translators to score at least
1000 pairs with four experts.

• Evaluate the downstream impact of corpus fil-
tering on NMT performance by training mod-
els on filtered datasets.

• Perform ablation study on downstream task,
training NMT models using data, filtered un-
der different thresholds.

By releasing our framework, evaluated corpus,
and human evaluation data, we hope to facilitate
further research in parallel corpus filtering and qual-
ity estimation and ultimately contribute to higher-
quality neural machine translation systems.
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Limitations

We acknowledge the following limitations of the
work done in this paper:

• All three regression models were developed
using a relatively small subsample of data
and expert rankings characterized by moder-
ate inter-expert agreement. As a result, the
predicted expert ranks exhibit a limited range
and do not approach the extreme values of 0
or 1.

• Using students of linguistics rather than pro-
fessional translators might affect the quality
and variability of the evaluation.
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• The work focuses on a particular language
pair, and similar research might yield different
results for other language pairs.

• The findings of this paper have yet to be con-
firmed by extrinsic evaluation.

• The quality of the corpora we used and their
domains is beyond our control.

The authors acknowledge using Grammarly for
paraphrasing and revision in the process of writing
this paper and Github Copilot autocomplete when
working on the code.
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A Statistics

Table 3 contains descriptive statistics on the 6 QE
models. Table 4 contains descriptive statistics on
annotators.

B Models

Table 5 contains the information on the used Qual-
ity Estimation models, their backbone models and
number of parameters.

C Prompts
Your task is to evaluate the quality of a translation from
English to Ukrainian. Carefully read both the English and
Ukrainian sentences and assign a score based on the accuracy
of the translation. Rate the translation on a scale of 0 to 100,
where:

0-10: INCORRECT TRANSLATION
- The translation is completely wrong or incomprehensible

- No meaningful connection to the original English text - May
be gibberish, unrelated content, or severely corrupted text
- Ukrainian readers would have no idea what the original
English meant - Examples: wrong language, scrambled words,
completely different meaning

11-29: FEW CORRECT KEYWORDS, MEANING IS
DIFFERENT

- Only a few individual words are correctly translated -
The overall meaning is significantly different from the orig-
inal - Key concepts, actions, or subjects are mistranslated -
Ukrainian readers would understand some words but get the
wrong message - The translation might be partially readable
but conveys incorrect information - Missing critical informa-
tion or contains major factual errors

30-50: MAJOR MISTAKES IN TRANSLATION
- The general topic or domain is recognizable but with

serious errors - Multiple important words or phrases are incor-
rectly translated - Sentence structure may be broken or very
awkward - Some key information is preserved but significant
details are wrong - Ukrainian readers can guess the general
topic but many specifics are unclear - May include incorrect
technical terms, wrong numbers, or misidentified entities -
Grammar errors that significantly impact meaning

51-69: UNDERSTANDABLE BUT CONTAINS ERRORS
- The main meaning is generally preserved and under-

standable - Contains noticeable typos, grammatical errors,
or awkward phrasing - Minor mistranslations that don’t com-
pletely change the meaning - Word order issues or unnatural
Ukrainian sentence structure - Ukrainian readers can under-
stand the message despite the errors - May have inconsistent
terminology or slightly incorrect word choices - Punctuation
or capitalization errors that affect readability

70-90: PRESERVES SEMANTICS CLOSELY
- Accurately conveys the original meaning with minor im-

perfections - Natural Ukrainian grammar and sentence struc-
ture - Appropriate word choices and terminology - May have
very minor stylistic issues or slightly awkward phrasing - All
key information is correctly translated - Ukrainian readers
can easily understand without confusion - Demonstrates good
understanding of both languages

91-100: PERFECT TRANSLATION
- Flawless translation that perfectly captures the original

meaning - Natural, fluent Ukrainian that sounds native - Ap-
propriate style and register for the context - All nuances, tone,
and subtleties are preserved - Perfect grammar, spelling, and
punctuation - Reads as if originally written in Ukrainian - No
improvements needed

When evaluating, consider: 1. Accuracy of meaning and
content 2. Grammar and syntax correctness 3. Natural flow
and readability in Ukrainian 4. Completeness (nothing im-
portant omitted or added) 5. Appropriate word choices and
terminology

Please provide the reason first, followed by a score. For-

mat your evaluation in the JSON structure below: {"reason":

"reason for the score", "score": int}
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n mean std mdn trmd mad min max rng skew kurt se

xcomet 9775 0.78 0.27 0.89 0.83 0.16 0.05 1 0.95 -1.28 0.39 0.003

wmt22 9775 0.76 0.14 0.82 0.78 0.08 0.23 0.90 0.68 -1.25 0.60 0.001

cometkiwi_xxl 9775 0.71 0.29 0.82 0.75 0.21 -0.03 1 1.03 -0.98 -0.30 0.003

cometkiwi_xl 9775 0.66 0.21 0.73 0.68 0.16 -0.10 0.95 1.05 -1.04 0.18 0.002

metricx23 9775 0.89 0.23 0.98 0.95 0.03 0 1 1 -2.91 7.77 0.002

metricx24 9775 0.79 0.20 0.86 0.83 0.12 0 1 1 -1.89 3.46 0.002

models_average 9775 0.76 0.20 0.84 0.80 0.13 0.06 0.97 0.91 -1.37 1.18 0.002

Table 3: Descriptive statistics for the scores assigned by the automatic evaluation models

n mean std mdn trmd mad min max rng skew kurt se

expert_1 620 75.27 29.19 89.00 80.23 16.31 0 100 100 -1.24 0.34 1.17

expert_2 501 79.94 22.22 85.00 84.29 14.83 0 100 100 -1.77 2.93 0.99

expert_3 5392 72.60 21.45 77.00 75.56 16.31 0 100 100 -1.41 2.11 0.29

expert_4 480 58.64 30.59 60.00 59.72 43.74 0 100 100 -0.17 -1.33 1.40

expert_5 551 60.24 29.46 68.00 62.51 29.65 0 100 100 -0.59 -0.88 1.25

expert_7 461 91.07 17.74 98.00 95.40 2.97 0 100 100 -3.47 12.71 0.83

expert_8 5425 85.67 26.60 99.00 92.30 1.48 0 100 100 -1.94 2.61 0.36

expert_11 495 87.44 11.89 90.00 89.57 2.97 6 100 94 -4.21 21.83 0.53

expert_12 3124 70.31 33.31 87.00 75.37 17.79 0 100 100 -1.13 -0.18 0.60

expert_13 2151 60.73 26.92 67.00 63.30 26.69 0 98 98 -0.70 -0.46 0.58

expert_14 363 96.89 1.84 97.00 96.97 1.48 91 100 9 -0.48 -0.10 0.10

expert_15 331 77.10 28.96 89.00 83.07 13.34 0 100 100 -1.53 1.18 1.59

expert_16 293 56.34 31.21 59.00 57.38 44.48 0 100 100 -0.17 -1.45 1.82

expert_18 307 53.35 26.48 57.00 54.87 25.20 0 96 96 -0.48 -0.68 1.51

expert_19 2136 78.88 23.88 88.00 83.96 11.86 0 100 100 -1.77 2.39 0.52

expert_20 310 68.71 33.17 86.00 73.50 16.31 0 100 100 -1.08 -0.31 1.88

expert_22 2653 62.80 34.71 72.00 65.65 40.03 0 100 100 -0.46 -1.28 0.67

expert_23 282 81.88 25.46 95.00 87.57 7.41 0 100 100 -1.84 2.77 1.52

expert_24 300 62.87 32.89 71.00 65.85 34.84 0 100 100 -0.62 -0.96 1.90

expert_26 300 74.20 25.36 85.00 78.14 15.57 0 100 100 -1.17 0.29 1.46

expert_27 345 63.18 33.25 72.00 65.95 37.07 0 100 100 -0.53 -1.17 1.79

expert_29 297 61.00 30.62 58.00 63.67 28.17 0 100 100 -0.48 -0.44 1.78

expert_30 302 73.76 33.55 90.00 79.66 14.83 0 100 100 -1.26 0.20 1.93

expert_32 323 65.45 40.05 90.00 69.26 14.83 0 100 100 -0.69 -1.30 2.23

Table 4: Descriptive statistics for the scores assigned by the annotators

Abbreviation Family HuggingFace model handle Base model Params

cometkiwi_xxl CometKiwi Unbabel/wmt23-cometkiwi-da-xxl XLM-R-XXL 10.5B
cometkiwi_xl CometKiwi Unbabel/wmt23-cometkiwi-da-xl XLM-R-XL 3.5B
metricx24 MetricX google/metricx-24-hybrid-xxl-v2p6-bfloat16 mT5-XXL 13B
metricx23 MetricX google/metricx-23-qe-xxl-v2p0 mT5-XXL 13B
xcomet XComet Unbabel/XCOMET-XXL XLM-R-XXL 10.7B
wmt22 CometKiwi Unbabel/wmt22-cometkiwi-da InfoXLM n/a

Table 5: Detailed information on used QE models

85


