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Abstract

Synonym-based adversarial tests reveal frag-
ile word patterns that accuracy metrics over-
look, while virtually no such diagnostics ex-
ist for Ukrainian, a morphologically rich
and low-resource language. We present the
first systematic robustness evaluation under
synonym substitution in Ukrainian. Adapt-
ing TEXTFOOLER and BERT-ATTACK to
Ukrainian, we (i) adjust a 15000-entry syn-
onym dictionary to match proper word forms;
(ii) integrate similarity filters; (iii) adapt
masked-LM search so it generates only valid
inflected words. Across three text classification
datasets (reviews, news headlines, social-media
manipulation) and three transformer models
(Ukr-RoBERTa, XLM-RoBERTa, SBERT),
single-word swaps reduce accuracy by up to
12.6, while multi-step attacks degrade perfor-
mance by as much as 40.27 with around 112
model queries. A few-shot transfer test shows
GPT-4o, a state-of-the-art multilingual LLM,
still suffers 6.9-15.0 drops on the same ad-
versarial samples. Our results underscore the
need for sense-aware, morphology-constrained
synonym resources and provide a reproducible
benchmark for future robustness research in
Ukrainian NLP.

1 Introduction

Natural Language Processing (NLP) has undergone
a rapid transformation over the past decade. Early
systems were built on rule-based heuristics and sim-
ple statistical models, where model behavior was
largely transparent and evaluation relied on basic
accuracy or coverage metrics. As these models
lacked generalization power, error patterns were
relatively easy to identify and correct.

With the introduction of neural net-
works—particularly transformer architectures
(Vaswani et al., 2017) trained on large-scale text
corpora—modern NLP systems have achieved
remarkable performance across diverse tasks such
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as machine translation, sentiment analysis, and
question answering. These models can capture
complex semantic and syntactic patterns, often
surpassing human-level benchmarks. However,
the internal behavior of these models is difficult to
interpret, and traditional metrics such as accuracy
or F1 score often overestimate performance and
fail to reveal model vulnerabilities, motivating the
need for more comprehensive evaluation methods
(Ribeiro et al., 2020).

This has motivated the development of stress
tests and behavioral diagnostics to probe how mod-
els behave under controlled perturbations. One
such technique is the synonym substitution attack,
which evaluates whether a model’s prediction is
sensitive to small, meaning-preserving changes in
the input text. These attacks are appealing because
they preserve grammaticality and semantics from a
human perspective while often revealing inconsis-
tent model behavior.

While synonym substitution attacks have been
widely studied in English, their applicability to
low-resource and morphologically rich languages
remains underexplored. Ukrainian, for example,
poses additional challenges: it exhibits complex
inflectional morphology, has limited lexical re-
sources, and lacks large-scale evaluation bench-
marks for adversarial robustness. As a result, it
is unclear how well multilingual or Ukrainian-
specific language models perform under such per-
turbations.

To our knowledge, this work presents the first
systematic evaluation of synonym substitution at-
tacks in Ukrainian. We explore whether current
models—both monolingual and multilingual—are
robust to these types of perturbations, and we as-
sess whether the vulnerability persists in modern

LLMs.
Contributions. Our main contributions are:

* We implement and adapt two state-of-the-art
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adversarial attack frameworks—TextFooler
and BERT-Attack—for the Ukrainian lan-
guage, addressing issues of morphological
agreement and synonym quality.

* We evaluate the robustness of three mod-
els (Ukr-RoBERTa, XLM-RoBERTa, and
SBERT) across three Ukrainian text classi-
fication datasets spanning different domains.

* We measure the transferability of attacks to a
modern instruction-tuned LLM (GPT-40), pro-
viding insights into cross-model robustness in
Ukrainian.

Resources. We release the complete codebase -
including dataset loaders, fine-tuning scripts, and
attack pipelines—in a single public repository so
that other researchers can benchmark the robust-
ness of their own Ukrainian or multilingual mod-
els with minimal effort: https://github.com/
Mudryi/ukr-synonym-robustness.

2 Related Work

Adversarial attacks were first explored in computer
vision, where imperceptible pixel-level perturba-
tions can drastically alter model outputs (Good-
fellow et al., 2014). In contrast, NLP inputs are
discrete, so crafting adversarial examples requires
careful preservation of grammar and semantics.

Adversarial attacks in NLP are commonly cate-
gorized into character-level, word-level, sentence-
level, and syntactic-level perturbations, depending
on the granularity and linguistic structure affected.

Character-level attacks such as HotFlip use
white-box gradients to identify single-character ed-
its that maximally increase loss, demonstrating that
even single letter change can mislead a classifier
(Ebrahimi et al., 2018). In the black-box setting,
DeepWordBug applies simple heuristics—swaps,
deletions, or insertions—to high-saliency tokens,
achieving substantial accuracy drops with minimal
edit distance (Gao et al., 2018).

Word-level synonym substitution attacks replace
important words with context-preserving alterna-
tives. Early genetic algorithm approaches by
(Alzantot et al., 2019) and the PWWS method by
(Ren et al., 2019) ranked words by importance be-
fore substituting them using WordNet. TextBugger
(Li et al., 2018) combined both character-level and
word-level perturbations and introduced semanti-
cally similar replacements using embedding-based
nearest neighbors. TextFooler later showed that a

small number of carefully chosen synonym swaps
can reduce BERT’s accuracy by over 50% while
keeping the text fluent (Jin et al., 2019). Building
on this, BERT-Attack leverages masked language
model infilling to generate higher-quality substi-
tutes with fewer queries, further exposing model
brittleness (Li et al., 2020).

Going beyond individual words, sentence-level
testing frameworks probe models’ sensitivity to di-
verse linguistic phenomena. (Iyyer et al., 2018) in-
troduced Syntactically Controlled Paraphrase Net-
works (SCPN) to generate paraphrases under alter-
nate parse templates, revealing that models often
fail on syntactic variations despite preserved mean-
ing. (Ribeiro et al., 2020) proposed CheckList, a be-
havioral testing framework that uses task-agnostic
“capabilities” and targeted test suites, such as min-
imum functionality tests, invariance tests, and di-
rectional expectation tests, to uncover fine-grained
weaknesses in NLP models beyond traditional ac-
curacy metrics.

In a complementary line of research, several
studies have shown that models often rely on unin-
tended lexical artifacts present in the training data
itself, e.g. annotation artifacts in NLI (Gururan-
gan et al., 2018), heuristic “competency problems”
(Gardner et al., 2021), and surface-cue reliance in
reading-comprehension benchmarks (Ray Choud-
hury et al., 2022). Such lexical shortcuts further
motivate synonym-substitution tests, because they
imply that changing a single word can flip a predic-
tion even outside an explicit adversarial setting.

While most of these methods target English, re-
cent work extends robustness evaluation to low-
resource and morphologically rich languages. (Al-
shahrani et al., 2024) adapted masked-LM syn-
onym attacks to Arabic, finding that BERT-based
classifiers can be even more vulnerable than tradi-
tional models. For Chinese, (Zhang et al., 2021)
Argot framework uses homophone and look-alike
character substitutions to generate readable, high-
success-rate adversarial examples.

Recent work such as PromptRobust (Zhu et al.,
2023) demonstrates that even advanced LLMs are
sensitive to minor textual perturbations—including
synonyms, typos, and rephrasings—across a range
of tasks. However, such evaluations remain largely
limited to high-resource languages like English.
Robustness diagnostics for morphologically rich,
low-resource languages such as Ukrainian are still
lacking, motivating the need for adapted adversarial
benchmarks.
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In this work, we focus exclusively on synonym
substitution attacks. We select this approach be-
cause it generates fluent, semantically-preserving
perturbations that are both realistic and challenging
for models to detect, offering a clear benchmark
for word-level robustness while maintaining the
original intent of the text.

3 Synonym Substitution Attack
Formulation

Adversarial attacks in NLP aim to slightly perturb
a valid input Xorig = [w1, w2, . .., wy], where each
w; denotes a word token, to generate an adversarial
counterpart X,qy such that:

fhuman (Xadv) ~ fhuman (Xorig) s

Jimodel (Xadv) 7 fmodel (Xorig)

where fiodel 1S the prediction function of the target
model, and fhuman reflects the perceived semantic
meaning by a human reader. The goal is to fool the
model while keeping the input interpretable and
natural.

To maintain plausibility, the adversarial perturba-
tion is constrained by a predefined budget, typically
limiting the number of modified tokens:

”Xadv - Xorig”O <k,

where || - ||o denotes the number of word substitu-
tions and k is a small constant bounding the allow-
able number of changes.

In the case of Synonym Substitution Attacks
(SSA), the perturbation involves replacing one or
more words with contextually appropriate syn-
onyms. An adversarial example takes the form
Xadv = [W1,wh, ..., wy,]|, where w) is a synonym
of wy selected to preserve fluency and meaning.
The candidate set for substitution is typically con-
strained by part-of-speech tags, semantic similarity,
or language model likelihood.

Synonym substitution attacks (SSA) challenge
models by preserving surface structure and mean-
ing while revealing overreliance on specific tokens.
Unlike character-level or noise-based attacks, syn-
onym perturbations generate more realistic inputs,
making them ideal for evaluating semantic robust-
ness.

We define SSA as a sequence of word replace-
ments aimed at flipping the model’s prediction
while not changing the overall meaning of the se-
quence and maintaining its grammatical and seman-
tic validity. This involves identifying important

words, selecting appropriate synonyms, and substi-
tuting them sequentially until misclassification or a
stopping condition occurs. Sections 6.1-6.2 detail
our adaptations of TextFooler and BERT-Attack for
Ukrainian.

4 Experimental Setup

To measure how robust modern models are to Ukra-
nian synonyms substitutions, we need to select a
dataset where we want to measure robustness and
models themselves.

4.1 Datasets

Our study focuses on text classification tasks in
Ukrainian. After reviewing available datasets, we
selected three diverse benchmarks that vary in do-
main, task complexity, and language style. All
datasets were randomly partitioned into training,
validation, and test sets with an 80/10/10 split. sum-
mary statistics of the each dataset are provided in
the Table 1.

Cross_Domain_UA_Reviews.(Kovenko, 2021)
Dataset of Ukrainian-language user reviews from
various online platforms, including Rozetka, Tri-
padvisor, and others. Each review is associated
with a score from 1 to 5. We filtered the dataset to
include only Ukrainian-language entries, resulting
in approximately 15k samples. The dataset ex-
hibits a slight class imbalance, with more reviews
labeled as 5 (very positive) (=71% of the filtered
set), followed by score 4 (=13%), while each of
the remaining three classes accounts for <7%.

UA News Classification. (Ivanyuk-Skulskiy
et al., 2021) This dataset is a part of the UA-
datasets collection, which contains over 150k news
articles collected from more than 20 Ukrainian
news portals. Each article is labeled with one of
five high-level topics: 6i3uec (business), HOBUHHI
(news), mosriTuka (politics), crropT (sports), and
texnoJiorii (technology). All classes are balanced.
To simplify inputs and reduce text length, we
use the article titles for classification. This also
helps isolate the impact of synonym substitution
on domain-specific keywords.

UNLP 2025: Detecting Social Media Manipu-
lation (UNLP Workshop Organizers, 2025). This
dataset, curated by Texty.org.ua for the UNLP 2025
shared task, includes 3,8k Telegram posts, manu-
ally labeled for the presence of manipulation tech-
niques, such as appeals to fear or loaded language.
Approximately 67% of the posts contain manipula-
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Dataset Task Size Avg. len + std
UA Reviews Sentiment 15k  25.1 £24.9
UA News Multiclass 150k 10.7+£2.9
UNLP 2025 Binary 3.8k 82.6+77.7

Table 1: Summary of the Ukrainian text-classification
datasets used in our experiments.

tion. Since the corpus includes both Ukrainian and
Russian entries, we partition the data so that the fi-
nal test set contains only Ukrainian-language posts,
which prevents cross-lingual artifacts during syn-
onym substitution attacks. We simplify the original
multilabel/span-detection tasks into a binary clas-
sification (“manipulative” vs “non-manipulative”),
allowing us to study how synonym substitutions
affect sensitivity to manipulative language, which
often relies on certain phrasing.

4.2 Models

For model selection, we chose three transformer-
based architectures that are widely used in the
Ukrainian NLP community.

UkrRoBERTa (Radchenko, 2021) is a
Ukrainian-specific version of the RoOBERTa model
(Liu et al., 2019) trained on a large Ukrainian
corpus. It uses a SentencePiece tokenizer specif-
ically adapted to the Ukrainian language. Due
to its language-specific pretraining, we expect
it to be more robust and particularly well-suited
for capturing Ukrainian morphology. It is also
interesting to compare how it performs against
more general-purpose multilingual models.

XLM-RoBERTa-base (Conneau et al., 2019) is
a multilingual version of RoOBERTa pretrained on
100 languages, including Ukrainian. This model
has been widely adopted for Ukrainian-language
tasks and has shown strong performance across
various benchmarks, making it a reliable baseline
for multilingual robustness.

Sentence Transformer (paraphrase-
multilingual-mpnet-base-v2) aka SBERT
(Reimers and Gurevych, 2019) is a sentence-level
model trained for multilingual semantic similarity
tasks. While it was not originally designed for
token-level prediction, it has shown strong results
on classification tasks in Ukrainian. We include
it to assess whether sentence-level representation
learning introduces additional robustness to
synonym substitution.

In our experimental setup, we fine-tune each
model separately on each of the three datasets by

adding a single classification head on top of the
transformer encoder. All models are trained using
the same set of hyperparameters, which are detailed
in Appendix A. This results in a total of nine fine-
tuned models (three architectures applied to three
datasets), which we evaluate for robustness under
synonym substitution attacks. The clean perfor-
mance of these models is summarized in Table 2.

Dataset Ukr-RBT XLM-RBT SBERT
UA Reviews 76.28% 77.91% 77.58%
UA News 98.83% 93.52% 93.46%
UNLP 2025 81.41% 80.1% 81.67%

Table 2: Clean test performance of each model before
any adversarial attack.

5 One-Word Replacement Baseline

Before implementing full synonym substitution at-
tacks, we first evaluate a simple baseline to assess
the robustness of each model to single-word re-
placements. Specifically, for each dataset, we iden-
tify the 1000 most frequent words in the training
corpus and extract candidate synonyms from the
publicly available Ukrainian synonym dictionary
synonimy.info (Synonimy.info, 2025), which pro-
vides non-commercial use.

Although the dictionary offers broad coverage,
it contains some outdated or overly specific entries
and includes occasional mismatches that do not
reflect true synonymy in modern usage (e.g., mec —
nocinraka). To improve substitution quality, we ap-
ply a multi-step filtering process: we discard badly
formatted or duplicated items, remove words that
differ from the original only in grammatical form,
and eliminate antonyms by cross-referencing with
an antonym dictionary (Antonimy.info, 2025). To
further expand synonym coverage for high-impact
words (identified using a leave-one-out strategy;
see Section 6.1). To increase coverage we manu-
ally added several examples from the official online
version of the C/IOBHUK CHHOHIMIB yKpaiHCHKOL
mopu (Haykosa aymka, 1999).

Finally, A portion of the resulting synonym sets
was manually reviewed to confirm whether gen-
erated replacements preserved both grammatical
compatibility and original meaning.

To ensure grammatical correctness, each syn-
onym is morphologically transformed to match the
original word form using pymorphy2. For each
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word in the top 1000 most frequent words, we gen-
erated all valid one-word replacements by substi-
tuting it with each of its synonyms (if present in a
given sentence). Each original test example, there-
fore, produces multiple perturbed variants, each
containing exactly one synonym substitution.

We apply this procedure only to test-set sam-
ples that were correctly classified by the model,
ensuring that we are measuring actual robustness
rather than model errors. The total number of gen-
erated examples is calculated as the number of test
samples times the number of overlapping top-1000
words times the number of valid synonyms per
word.

Once all replacements are generated, we group
them by their original (unperturbed) sample and
select the one that causes the most harmful pre-
diction change — defined as the replacement that
leads to the largest drop in the target model’s pre-
dicted probability for the original class (i.e., the
highest reduction in confidence or a misclassifica-
tion). This one-to-one mapping allows us to eval-
uate worst-case single-word synonym substitution
per sentence. Examples of both successful and
unsuccessful substitutions—along with model pre-
dictions—are provided in Appendix B.1.

We report the model’s test-set accuracy after ap-
plying the most harmful replacement to each exam-
ple. Table 3 shows the relative accuracy drop for
each model-dataset pair.

Dataset Ukr-RBT XLM-RBT SBERT
UA Reviews -12.63% -9.08%  -10.56%
UNLP 2025 -5.32% -2.83% -7.11%
UA News -2.69% -5.74% -5.22%

Table 3: Test accuracy drop under one-word synonym
substitution. Each model is evaluated on perturbed in-
puts with a single worst-case synonym replacement.

The results demonstrate that the three models
used in this paper are not robust to even single-word
substitutions in Ukrainian, with performance drops
ranging from 2.69% to 12.63%. This variability
reveals the presence of highly impactful words and
motivates the development of more targeted, multi-
step synonym substitution attacks.

In subsequent experiments, we improve the one-
word synonym substitution attack by introducing
attacks that apply sequential substitutions, contin-
uing until the model changes its prediction or a
stopping criterion is reached.

6 Synonym Substitution Attacks

To perform more advanced synonym substitution
attacks that support multiple word replacements,
we adapt two widely used adversarial frameworks:
TextFooler (Jin et al., 2019) and BERT-Attack (Li
et al., 2020). While both methods have demon-
strated strong performance in English, they can-
not be applied directly to Ukrainian due to lim-
ited language resources and morphological com-
plexity. Each method requires adaptation with re-
spect to the availability of synonym sources and
Ukrainian linguistic characteristics. In particular,
we integrate a dictionary-based synonym set into
the TextFooler pipeline, combined with morpho-
logical transformations to ensure grammatical cor-
rectness. The BERT-Attack method, in contrast,
relies on a masked language model for synonym
generation, which we adjust to work effectively
with Ukrainian inputs.

These two frameworks were selected due to their
complementary strengths. TextFooler offers sim-
plicity and transparency: it requires only a syn-
onym list, allows precise control over POS and
similarity constraints, and provides interpretability
by clearly identifying which words trigger model
changes. BERT-Attack, on the other hand, lever-
ages a language model to propose replacements
that better fit the surrounding context. It requires
no explicit synonym dictionary and tends to gener-
ate more fluent, human-like paraphrases using the
model’s own learned vocabulary and semantics.

For each synonym substitution attack, we report
the original and adversarial accuracy, the accuracy
drop, the average word change rate, and the average
number of model queries per sample. Change Rate
denotes the percentage of words modified in the
input, while Queries indicates the number of model
forward passes required to construct the adversarial
example. All results are in tables 5 and 6.

6.1 TextFooler

TextFooler is one of the most widely used frame-
works for synonym substitution attacks in English.
It operates in two main stages: (1) identifying im-
portant words for the model’s prediction, and (2)
replacing them with context-appropriate synonyms
that preserve semantic meaning.

To estimate word importance, TextFooler applies
a leave-one-out strategy: it replaces each word in
the input with a mask token and computes the drop
in prediction confidence. Words that cause the
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largest change in the model’s predicted probability
are considered most important for the classification
decision.

In the original implementation, candidate syn-
onyms are retrieved using a precomputed similar-
ity matrix based on counter-fitted FastText em-
beddings (Mrksi¢ et al., 2016), with additional
POS filtering to ensure part-of-speech consistency.
Counter-fitting is crucial: it repels antonyms and
brings genuine synonyms closer, converting ordi-
nary distributional vectors into a usable “synonym
space.” Such counter-fitted resources do not ex-
ist for Ukrainian. Off-the-shelf Ukrainian FastText
vectors (Romanyshyn et al., 2023) provide only raw
distributional similarity, which is not intended to
model synonymy. In a brief evaluation, they often
returned morphological variants or even antonyms
for example, among the 15 nearest neighbors of
xopomuit (“good”) we found mexopormuit (‘“not
good”) and moranwmit (“bad”). As a result, we deter-
mined that raw FastText embeddings are unreliable
for synonym discovery in Ukrainian. Retraining
FastText using counter-fitting constraints would re-
quire significant resources and is out of the scope
of this study.

To address this, we replace the FastText syn-
onym source with our curated Ukrainian synonym
dictionary (described in Section 5). Since most
entries in the dictionary are in lemma form, we
use pymorphy?2 to inflect each candidate replace-
ment to match the original word’s morphological
features in context. On average, each word in the
dictionary is associated with 29 synonyms, though
this distribution is skewed by outliers—the median
number of synonyms is 16. To ensure broad cover-
age while avoiding excessively long candidate lists,
we limit the maximum number of synonyms per
word to 200.

In the original TextFooler paper, the authors in-
troduce an importance score threshold to pre-select
the most influential words. In our adaptation, we
instead run the attack across all words in the in-
put, allowing us to evaluate the full vulnerability
surface of the model rather than focusing only on
highly weighted words.

Another key component of the original frame-
work is the use of the Universal Sentence
Encoder (USE) (Cer et al., 2018) to com-
pute sentence similarity between the original
and perturbed inputs. Since USE is not
available for Ukrainian, we replace it with
the multilingual sentence transformer model

paraphrase-xlm-r-multilingual-v1, which ef-
fectively captures semantic similarity across lan-
guages. We retain only those substitutions that
maintain a cosine similarity of at least 0.7 between
the original and modified sentence.

After running the attack, we observe significant
drops in model accuracy, often exceeding 30%,
compared to baseline accuracy, demonstrating the
effectiveness of this method even with constrained
synonym sources. The detailed results, including
accuracy drop, average number of queries per sam-
ple, and percentage of modified words, are summa-
rized in Table 5. Additional qualitative analysis,
including examples of successful and failed replace-
ments as well as the most frequently substituted
words are provided in Appendix B.2.

6.2 BERT-Attack

BERT-Attack is another widely used and effec-
tive approach for synonym substitution. Unlike
TextFooler, which relies on a static synonym dic-
tionary or embedding space, BERT-Attack gener-
ates substitutions using a masked language model
(MLM). This allows it to produce contextually ap-
propriate replacements that are more fluent and
semantically aligned with the original sentence.

To adapt this method for Ukrainian, we use
the xIm-roberta-large checkpoint as our MLM
backbone. This model has shown strong perfor-
mance on Ukrainian tasks and produces fluent, mul-
tilingual outputs due to its extensive training on
over 100 languages.

In the original BERT-Attack implementation, the
authors apply a byte-pair encoding (BPE) search
to explore multi-token substitutions. However,
in morphologically rich languages like Ukrainian,
subword-level manipulations often result in gram-
matically invalid forms due to suffixation and com-
plex inflectional endings. Despite extensive hyper-
parameter tuning, we found that BPE-level sub-
stitutions rarely produce valid or useful replace-
ments in Ukrainian. Moreover, performing a full
BPE search would significantly increase computa-
tional cost. As a result, we simplify the approach
by disabling the BPE search and instead use the
unmasked ‘fill-mask‘ pipeline to directly suggest
full-token replacements, even for multi-token tar-
gets.

We follow the original BERT-Attack method for
word importance ranking: each word in the sen-
tence is masked one at a time, and the change in
the model’s prediction probability is recorded. The

136



words that cause the largest drop in confidence are
ranked as most important and are selected first for
substitution.

To improve the quality and relevance of substi-
tutions proposed by the masked language model
(MLM), we apply several filtering steps. Candi-
dates containing non-Ukrainian characters or in-
valid symbols are discarded. We then compute the
cosine similarity between the original and candi-
date words using FastText embeddings, retaining
only those with a similarity score above 0.33. Fi-
nally, to avoid trivial morphological variants, we
compare the normal forms of the original and can-
didate words using pymorphy2 and remove dupli-
cates.

We configure the ‘fill-mask‘ pipeline with
max_length=512 and enable truncation. For each
masked word, we retrieve the top 128 candidate
substitutions and keep only those with a confidence
score above 0.04. The attack proceeds word by
word according to the importance ranking, replac-
ing words until the model’s prediction changes or a
predefined stop condition is reached. Specifically,
we halt the attack if more than 40% of the words in
the original text have been substituted, to prevent
generating highly unnatural or adversarially overfit
inputs.

With this modified setup, we observe a mod-
erate drop in model accuracy, averaging around
12-22%. Although the degradation is not as strong
as with TextFooler, the quality of the substitutions
is generally higher in terms of fluency and contex-
tual fit. We quantify this via human evaluation:
as shown in Table 13, BERT-Attack produces a
greater share of grammatically acceptable substitu-
tions compared to TextFooler. Results are shown
in Table 6, and examples of good and bad substi-
tutions along with frequently replaced words are
presented in Appendix B.3.

7 LLM Evaluation on Attacked Samples

Given the growing use of large language models
(LLMs) in real-world NLP applications, we exam-
ine whether state-of-the-art LLMs remain vulner-
able to synonym substitution attacks. While prior
work has shown that such perturbations can mis-
lead traditional models, it remains unclear whether
modern instruction-tuned LLMs—especially those
with advanced contextual reasoning—exhibit simi-
lar vulnerabilities, particularly in low-resource lan-
guages like Ukrainian.

Dataset Orig. Acc. Adv. Acc. Drop
TextFooler Attack

UA Reviews  44.00% 29.00% -15.00
UA News 61.83% 61.00% -0.83
UNLP 2025  80.00% 73.12%  -6.88
BERT-Attack

UA Reviews  28.83% 21.00% -7.83
UA News 62.83% 52.00% -10.83
UNLP 2025 71.95% 64.20%  -7.75

Table 4: GPT-40 performance on original vs. adversarial
inputs generated by synonym substitution attacks. Each
score reflects accuracy over 600 examples.

We sample 200 adversarial examples for each
combination of three datasets, three target mod-
els, and two attack strategies, yielding 3,600 exam-
ples in total (1,800 per attack type). All samples
are selected from inputs that successfully fooled
the original finetuned classifiers (XLM-RoBERTa,
Ukr-RoBERTa, and SBERT), and are reused to test
the robustness of GPT-4o - a strong, closed-source
LLM with competitive multilingual capabilities,
including Ukrainian.

We construct dataset-specific, few-shot prompts
for GPT-40 (complete templates are listed in Ap-
pendix C). Although these prompts were not tuned
to counter our attacks, a substantial portion of ex-
amples that fooled the finetuned classifiers like-
wise fooled GPT-40. This finding indicates that
even high-capacity, instruction-tuned LLMs remain
vulnerable to meaning-preserving perturbations in
morphologically rich, low-resource languages.

Table 4 summarizes GPT-40’s performance on
clean versus adversarial inputs across datasets and
attack types. The observed drops in accuracy con-
firm that synonym substitution remains a potent
technique for evaluating the robustness of modern
LLMs.

8 Analysis and Discussion

8.1 Overall Model Robustness

Overall, XLM-RoBERTa consistently demon-
strated the highest resilience to both TextFooler and
BERT-Attack across all three datasets, incurring
an average accuracy drop of approximately 23.8
percentage points under TextFooler and 17.9 points
under BERT-Attack, suggesting its byte-level BPE
and multilingual pre-training lead to more robust-
ness under synonym perturbations.

In contrast, Ukr-RoBERTa suffered the greatest
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degradation under TextFooler (mean drop ~ 29.8
points), and SBERT was the most vulnerable under
BERT-Attack (mean drop of 21.5 points).

When comparing the two attacks directly,
TextFooler proved more successful attacks - pro-
ducing a mean accuracy decline of 26 points versus
19 points for BERT-Attack - largely because its
dictionary search edits three times as many tokens
(queries) on average.

At the dataset level, the UNLP 2025 dataset ex-
perienced the most painful impact from TextFooler
(mean drop of 34.4 points), and the UA News
dataset was hardest hit by BERT-Attack (mean
drop of 23.1 points), while the News dataset with
short input is the most robust.

8.2 Implications for Disambiguation

Our results underscore the important role of word
sense disambiguation (WSD) in designing effec-
tive and interpretable synonym substitution attacks.
One of the primary weaknesses of TextFooler is its
reliance on surface-level synonym lists without ac-
counting for sense disambiguation. This often leads
to semantically incorrect substitutions that alter the
original meaning. For example, as shown in Ta-
ble 14, the phrase Komamnu @opmysu-1 (teams of
Formula 1) was altered to [Toesinusa @opmysiu-1
(commands of Formula 1), where the replacement
ITosesinng is indeed a synonym of Komania but
in the sense of a directive or order, leading to incor-
rect replacement.

Although BERT-Attack can potentially benefit
from contextual awareness via MLM, it is still not
immune to this issue. In some cases, the model
inserts a distributionally similar but semantically
unrelated token. For instance, in the sentence
JyKe KJlacHe TmeunBo! CBiXKeHbKe, apoMaTHe.
(““very nice cookie! fresh, aromatic.”), the attack
replaces nieunso with mosioko (“milk”), yielding
Jly?Ke KJIacHe MOJIOKO! CBiXKEHbKe, apoMaTHe. -
a fluent yet meaning-altering sentence. This illus-
trates that relying solely on distributional similarity,
even with an MLM, is insufficient.

To address these issues, future synonym-
substitution frameworks should incorporate sense-
aware filtering using lexical-semantic resources,
such as the Ukrainian Sense Dictionary, sense-
annotated corpora, or the supervised WSD model

'We adopted this intentionally naive dictionary-first strat-
egy because it mirrors the canonical TextFooler/BERT-Attack
pipelines used in English, giving a direct cross-language base-
line.

for Ukrainian introduced by Laba et al. (2023).
Such filtering would ensure that substitutions pre-
serve the original meaning and help isolate true
model errors from artifacts introduced by poor syn-
onym choices.

8.3 Quality of Synonym Substitutions

To estimate substitution quality, we manually re-
viewed 100 examples for each combination of
dataset and attack method (900 in total), marking
replacements as acceptable when they preserved
the original word’s grammatical form and meaning.

Human evaluation revealed notable differences
in substitution quality across attack methods. The
one-word baseline yielded the lowest quality, with
only 23—40% of replacements rated as fluent and
semantically correct, and up to 68% judged as
meaning-altering (Table 8). TextFooler improved
fluency but still suffered from semantic drift, with
38-51% good substitutions and high rates of incor-
rect meaning (Table 10). BERT-Attack achieved
the highest overall quality (36-42% good), with
fewer grammar issues, but semantic mismatches
persisted (Table 13).

These results confirm that current synonym sub-
stitution attacks often alter sentence meaning and
highlight the importance of integrating contextual
or sense-aware filtering to improve semantic fi-
delity.

9 Conclusion and Future Work

We presented the first systematic evaluation of
synonym substitution attacks for the Ukrainian
language, demonstrating that both simple one-
word replacements and advanced frameworks like
TextFooler and BERT-Attack can significantly de-
grade model performance—causing accuracy drops
of up to -40.2% with around 113 queries per sam-
ple. Few-shot evaluations with GPT-40 show that
even large instruction-tuned LLLMs remain suscep-
tible, with accuracy declines ranging from 6.9% to
15.0%.

Error analysis shows that some successful at-
tacks work by changing the meaning or pro-
ducing grammatically invalid substitutions rather
than truly revealing model vulnerabilities. This
highlights the limitations of current synonym-
substitution strategies. To address these, future
work should explore hybrid adversarial pipelines
that combine synonym dictionaries with masked
language model proposals, integrate word sense
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Dataset  Model Orig. Adv. Drop Change Queries
Acc. Acc. Rate
Ukr-RoBERTa  76.28% 36.01% -40.27 15.80% 112.9
Reviews XLM-RoBERTa 7791% 49.73% -28.18 14.16%  126.8
SBERT 77.58% 49.70% -27.88 13.01% 122.1
Ukr-RoBERTa  88.55% 73.17% -15.38 18.87% 50.5
UA News XLM-RoBERTa 93.52% 82.95% -10.57 19.87% 52.0
SBERT 93.46% 82.67% -10.79 19.11% 51.8
Ukr-RoBERTa  81.41% 47.65% -33.76 11.62% 343.4
UNLP XLM-RoBERTa 80.10% 47.38% -32.72 10.57%  330.5
SBERT 81.67% 45.03% -36.64 9.95% 333.5
Table 5: TextFooler attack results across all datasets.
Dataset  Model Orig. Adv. Drop Change Queries
Acc. Acc. Rate
Ukr-RoBERTa  76.28% 63.31% -12.97 3.69% 29.7
Reviews  XLM-RoBERTa 7791% 67.27% -10.64 4.47% 31.9
SBERT 77.58% 64.79% -12.79 3.74% 30.5
Ukr-RoBERTa  98.83% 78.94% -19.89 15.67% 17.9
UA News XLM-RoBERTa 93.52% 69.10% -24.42 14.06% 16.9
SBERT 93.46% 66.43% -27.03 13.85% 16.6
Ukr-RoBERTa  81.41% 58.38% -23.03 5.73% 104.0
UNLP XLM-RoBERTa 80.10% 61.52% -18.58 8.08% 109.1
SBERT 81.67% 57.07% -24.60 4.90% 101.8

Table 6: BERT-Attack results across all datasets.

disambiguation to preserve meaning, and leverage
LLMs to improve grammaticality and contextual
alignment. Semi-supervised techniques may also
help expand synonym resources with less manual
effort.

Finally, establishing standardized Ukrainian ad-
versarial benchmarks—evaluating not just predic-
tion accuracy, but also fluency and semantic fi-
delity—will be key to enabling robust and re-
producible evaluation of model resilience in low-
resource settings.

Limitations

Our evaluation relies on a finite 15000-entry syn-
onym lexicon and heuristic filters, which can po-
tentially miss everyday speaking, domain-specific,
or polysemous terms and may introduce semantic
drift. Morphological agreement via pymorphy2
is imperfect, occasionally producing ungram-
matical variants. We focus solely on three

text-classification tasks and encoder-only trans-
formers, so robustness may differ for generative or
sequence-to-sequence models. Human judgments
cover only 100 samples per dataset and attack, and
our GPT-40 probing used a single prompt template
over 3600 cases. Finally, we limited attack bud-
gets (< 200 queries or 40% of the words changed),
so stronger—but costlier—search strategies might
reveal additional vulnerabilities.

Ethical Considerations

Adversarial synonym attacks can be abused to by-
pass moderation or disrupt Ukrainian NLP services;
we release our study and code solely for research
purposes and focus exclusively on open-source
models. All datasets are publicly licensed - i.e.,
distributed under explicit open licences that per-
mit research use without additional permission:
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Cross_Domain_UA_Reviews (CC-BY-SA 4.0)2,
UA News Classification (MIT)?, and UNLP 2025
Shared-Task Manipulation (CC-BY-NC-SA-4.0)*.

Because language models and synonym re-
sources reflect historical biases, perturbations could
amplify unfair outcomes, so we recommend pairing
this benchmark with fairness audits. GPT-40 evalu-
ations were conducted via the official OpenAl API,
in line with ACL ethics guidelines. Training and at-
tacks consumed approximately 43 GPU-hours; we
provide checkpoints and logs to avoid redundant
computation.
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A Model Finetunning

All models were fine-tuned using the same training
configuration across datasets and architectures. We
used Hugging Face’s Transformers library with the
following hyperparameters:

Parameter Value

Optimizer AdamW

Learning rate 2x107°

Batch size 32

Max sequence length 512

Warm-up steps 10% of total steps
Learning rate scheduler Linear

Epochs upto 15
Hardware NVIDIA RTX 3090 (24 GB)

Table 7: Fine-tuning hyperparameters used for all mod-
els.
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B Attacks Results
B.1 One word

Dataset Good Semantic Grammar
UA Reviews 40 48 12
UA News 28 64 8
UNLP 2025 23 68 9

Table 8: Human evaluation of One word-generated ad-
versarial examples. Each row shows the percentage (%)
of replacements judged as fluent and correct (Good),
semantically incorrect (Semantic), or ungrammatical
(Grammar) across 100 samples per dataset.
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B.2 TextFooler

Original Replacements
PEKOMEHJIYBATH  BiJPEKOMEHJIOBYBATU
XOPOINit HeIoTraHmit
AKICHUHN TPUBKHI
rapHuit HeloraHuit
3pyYHO BUTITHO
qyJIOBUN JIOJIaJTHU A
AKICHMI HoOposIKiCHUII
[IPaIIOBATU MO3OJIUTUCS
TOBap Kpam
crioobaTucst MIPUTJIETITACS

Table 9: Top 10 word replacements that break a model

for TextAttack
Dataset Good Semantic Grammar
UA Reviews 51 40 9
UA News 38 56 6
UNLP 2025 38 57 5

Table 10: Human evaluation of TextFooler-generated
adversarial examples. Each row shows the percentage
(%) of replacements judged as fluent and correct (Good),
semantically incorrect (Semantic), or ungrammatical
(Grammar) across 100 samples per dataset.

Good replacements

Dataset Example
UNLP 2025  Orig (True): PoboTtune, 3amopi3pknii HAIPsSIMOK, J1yzKe (DafHO IPAIIoe HAIlla apTUJIEpis.
Adv. (False): Po6oTune, 3amopi3pKuii HAIPSIMOK, Ty Ke MpaIfoe Hallla apTUJepis.
UA News Orig (noBuHN): B YKpalHy 1moBepTAETHCs CIEKA
Adv. (mosituka): B Ykpainy
UA Reviews  Orig (4/5): ... Ille me BcTanoBmoBas. Ajie HU3 (HEBUIUMA CTOPOHA) AIHCHO FKACH JUBHA ...
Adv. (3/5): ... Ille ne BcTanoBmoBaB. AJe HU3 (HEBUAUMA CTOPOHA) JIHCHO AKACH
UA Reviews  Orig (5/5): Hiiicno ayxxe skicuuit i Tenmuit koctioM. .... IloBricTiO KoIITYe cBOIX TpoIeit
Adv. (4/5): Hiiicro my»xe i Termif KOCTIOM. .... KOIITY€ CBOIX I'poIIel
Bad replacements
UNLP 2025  Orig (False): pociiiceka apmist 3H0BY Brapuiia o Hikonosbimuni. Bin pasky — asidi.
Adv. (True): pociiicbka apmisi 3HoBy Tpaduia mo Hikomonbmuni. Bix BaBky — aBiyi.
UA News Orig (crropt): ¥V koro Haiikpacusimuii 6o0iin? Komanau @opmynu-1 nmokasasu HOBI MalllMHK
Adyv. (TexnoJiorii): ¥V koro Haiikpacusimmuii 6osig? Iloseninng Popmymnu-1 HOBI ...
UA Reviews  Orig (4/5): Habip xopommnit. Besnki 3py4Hi Mmapkepn, ojiBni M’siko numryTh. Bee nmaxwe.
Adv. (3/5): Habip . Benuki 3pyuni mapkepwu, omiBri M’sgKo rusisTh. Bee cmepmitume.
UA Reviews  Orig. (5/5): Jlockon rapro 3Bos10Ky€ mikipy nurnau. He Bukinkae aseprii. Xopommwmii cKiIa.

Adv. (4/5): Jlocrou 3BOJIOXKY€E MKIpKy autuau. He aJieprii. Ja.

Table 11: Examples of good and bad adversarial replacements for the TextFooler attack across datasets. The labels

in parentheses show the model’s predicted label for each original (Orig) and adversarial (Adv.) example.
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B.3 BERTAttack

Original Replacements
ImiHa BapTICTH
qyI0BUIA XOopoiuii
qyJI0BO HOpMaJIbHO
JIBBIBIIIHA, Hombaci
MJIP/L MJIH

SAKICHUH XOPpOMHit
NPUEMHUNA XOPOIINIA
crojtobaTucst  1moo6aeThCs
rpa IPUBEHD
rapHuit XOpomui

Table 12: Top 10 word replacements that break a model

for BertAttack
Dataset Good Semantic Grammar
UA Reviews 40 54 6
UA News 36 61 3
UNLP 2025 42 58 0

Table 13: Human evaluation of BERT-Attack-generated
adversarial examples. Each row shows the percentage
(%) of replacements judged as fluent and correct (Good),
semantically incorrect (Semantic), or ungrammatical
(Grammar) across 100 samples per dataset.

Good replacements

Dataset Example
UNLP 2025  Orig (False): ypsi 4exil roTyeTbcsa nepenaru yKpaiHi HOBY IapTiio TaHKIB.
Adv. (True): qexii nepesiaTi yKpaiHi HOBYy HapTiio TaHKIB.
UA News Orig (copT): Bifieo. ABOPIYHUI CHH MeccCi MOKa3aB, K MOTPIOHO KadaTu mpec
Adv. (HOBUHN): Bifieo. IBOpiYHUIL MecCi TIoKa3aB, siK MMOTPIOHO KavyaTu IIpec
UA Reviews  Orig (1/5): ... (a6o x MeHi norpanus 6pax): bigibTp abCOTIOTHO HE MPAIIOE - BOJA ...
Adv. (2/5): ... (abo xkx MeHI OTpanuB ): dinbTp HE IpAaIioe - BOJA ...
UA Reviews  Orig (3/5): B:xe KinbKa pa3 Oy/Iu HOJIOMKH ...
Adv. (2/5): Bxxe KisnbKa pa3 Oyian
Bad replacements
UNLP 2025  Orig (True): Bopor He moJsuinae cupod 3pyHHyBaTH €HEPIOCUCTEMY, BiIIIPABIISIIOUH JECATKH ...
Adv. (False): Bopor me pobUTH cripob 3pyHHYBaTH CUTYAIII0, BKIIOYA0YNA JECATKH ...
UA News Orig (mosriTuka): mosbia i dpaHIis pa3oM poOUTUMYTh HOBUI TaHK
Adv. (HoBuHM): YKpaina i dppaHIis HOBUI TaHK
UA Reviews  Orig (5/5): nosioManach IpUCOCKa. MiIKaXKIiTh /i€ KyIUTH HOBY.
Adv. (3/5): nosiomasiach KaMepa. MiJKaXKiTh Jie KYIIUTH HOBY.
UA Reviews  Orig. (5/5): osist nobpa,cMax JIerKuii, 30BCIM TPOXH BiJ4yBa€ThCsl OJIMKOBUN IIPUCMAK ...

Adv. (4/5): Boma mobpa,cMaK JIeTKUii, 30BCIM TpOXH OJINKOBHII NIPUCMAK ...

Table 14: Examples of good and bad adversarial replacements for the BERT-Attack attack across datasets. The
labels in parentheses show the model’s predicted label for each original (Orig) and adversarial (Adv.) example.
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C LLM Prompt Templates

C.1 UA Reviews

System Prompt

Bu — monens GPT-40, mera skoi —
OIIHUTH SIKICTh BIATYKY YKPalHCBKOIO
MOBOIO 3a MIKaJI0io Bix 0 1o 4, me:

0 — my»ke moraHo

1 — norano

2 — 1ocepeiHbO

3 — mobpe
4 — myxe mobpe
[Tosepnites  Timbkum  JSON-00’ekT

iz wmrouem "predicted label" 06e3
Oy/Ib-IKUX TPUKPATIOK YH MOSICHEHbD.

Few-Shot Examples

[Tpuknan 1:

Bxig:  {"review": "¢ 3amoBus
JIOCTaBKy BYacHO, aJje mina Oysa
XOJIOJIHOIO i 1iepecosieHoro." }

Buxin: {"predicted label": 1}

[Tpuknan 2:

Bxim: {"review": "Uyosnii cepsic,
BBIYJIMBUI TIEpCOHAJ 1 JIy2Ke cMadHa
ikal"}

Buxig: {"predicted label": 4}

IIpuknaz 3:

Bxix: {"review": "3aranom Herorato,
aste JiecepT Mir 6yTu cosozmmm." }
Buxin: {"predicted label": 2}

[Tpuknan 4:

Bxim: {"review": "He pekomenmyio
~—  3aMOBJIEHHSI 3aryOmJid, IOTIM
neperutyTaau crpasu.’ }

Buxin: {"predicted label": 0}

C.2 UA News Classification

System Prompt
Bu — momens GPT-40, mera skoi
— KJiacudikysaTu YKpalHChKI

3aroJIOBKH HOBHH 3a O,ZLHiGIO i3 W’arn

KaTeropiit: «bizHeCcy, «HOBHUHU>,

«TOJITUKA», «CIHOPT», «TEXHOJIOTII».

[ToBepHiTh TiILKKM HA3BY KaTeropii.

Few-Shot Examples

BarosoBok: "VYpsia 3aTBEPANB HOBY
CTpaTerito eKOHOMIYHOTO PO3BUTKY "
Kareropist: momituka

Barososok: "Apple anoncye nosmit
iPhone 3 nosinmenoo kamepoio"
Kareropist: Texnosorii

Sarosopok: "lllaxrap nepemarae y
dinasi Jlirn gemmionis"
Kareropis: cnopt

C.3 UNLP: Manipulation Detection

System Prompt
Bu — wmomens GPT-40, wmera
KOl — BU3HAYATHU, YU MICTUTH
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VKPATHCbKUN TEKCT y COIHAJbHUX
MepeXKaxX MaHINYJIATUBHI PUTOPUYIHI
YU CTUJIICTUYHI TPUIOMU, CIIPIMOBaHI
BIUIMHYTH Ha ayIUTOPifo 6e3 JiTKmX
daxTis.

Tloseprite Jsmmme JSON-06’ekT i3
kiitoueM "predicted label":

1 — gkmo MaHimyamis €,

0 — gKIO MaHIMyJIAI] HEMAE.

Few-Shot Examples

Bxin: "Bcl mopmasibHi JogyM BxKe
6auarb npasiy! Ilpuennyiitecs i Bu,
oKW Bam He mizHo!"

Buxin: {"predicted label": 1}

Bxig: "Srigno 3 odimiiHuM 3BiTOM,
KUTBKICTD BIJIBI/TyBa4iB My3€I0 3pocia
na 15%."

Buxizx: {"predicted label": 0}

Bxig: "Vpsia MOBUMTDL PO peasibHi
BUTPATH — BOHU IPUXOBYIOTH Bij| Bac

npasiy!"
Buxin: {"predicted label": 1}

Bxin: "He s3abyapre mneperiputu
piBeHb  Macjia  Iieped  JO0BIOIO
013 1K010. "

Buxin: {"predicted label": 0}



