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Abstract

Recent advances in multilingual language mod-
eling have highlighted the importance of high-
quality, large-scale datasets in enabling ro-
bust performance across languages. However,
many low- and mid-resource languages, includ-
ing Ukrainian, remain significantly underrep-
resented in existing pretraining corpora. We
present Kobza, a large-scale Ukrainian text
corpus containing nearly 60 billion tokens,
aimed at improving the quality and scale of
Ukrainian data available for training multilin-
gual language models. We constructed Kobza
from diverse, high-quality sources and applied
rigorous deduplication to maximize data util-
ity. Using this dataset, we pre-trained Modern-
LiBERTa, the first Ukrainian transformer en-
coder capable of handling long contexts (up to
8192 tokens). Modern-LiBERTa achieves com-
petitive results on various standard Ukrainian
NLP benchmarks, particularly benefiting tasks
that require broader contextual understanding
or background knowledge. Our goal is to sup-
port future efforts to develop robust Ukrainian
language models and to encourage greater in-
clusion of Ukrainian data in multilingual NLP
research.

1 Introduction

Recent progress in Large Language Models
(LLMs) has been strongly driven by the scale and
quality of pre-training data. While English en-
joys massive, high-quality corpora, many other
languages – including Ukrainian – remain signif-
icantly underrepresented in the datasets used for
multilingual model training (Grattafiori et al., 2024,
Nguyen et al., 2023, Penedo et al., 2024). As a re-
sult, it often receives less attention during training,
leading to suboptimal performance on Ukrainian in-
puts in otherwise powerful multilingual models. To
change this, we believe it is essential to make high-
quality data widely available and to encourage its
inclusion in future multilingual training pipelines.

To support this goal, we present Kobza, a new
large-scale Ukrainian text corpus containing nearly
60 billion tokens. To our knowledge, this is the
largest publicly available Ukrainian corpus to date.
Kobza is designed to be easily integrated into mul-
tilingual data mixtures for LLM training, and we
hope it will help raise the share of Ukrainian in
such efforts.

Alongside the dataset, we pre-train Modern-
LiBERTa, a long-context transformer encoder that
supports input sequences of up to 8,192 tokens.
The model builds on the ModernBERT Large
(Warner et al., 2024) architecture, originally de-
signed for efficient, high-throughput processing
on modern hardware. Modern-LiBERTa is the
first Ukrainian-language model capable of han-
dling such long contexts, enabling improved per-
formance on tasks that require document-level un-
derstanding.

Finally, we outline a broader initiative to support
the development of Ukrainian Natural Language
Processing. In the future work, we plan to expand
Kobza to at least 100 billion tokens and to build
lightweight tools for filtering and scoring document
quality in Ukrainian. Although this part lies beyond
the scope of this paper, it is a key component of our
long-term vision: to elevate Ukrainian to a high-
resource language in the era of large-scale language
technologies.

Our main contributions can be defined as fol-
lows:

• We compile Kobza, the largest Ukrainian text
corpus to date, comprising nearly 60B tokens,
suitable for both monolingual and multilin-
gual LLM training.

• We pre-train Modern-LiBERTa, the first
Ukrainian encoder model with support for
long sequences (up to 8,192 tokens).
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• By releasing Kobza1 and Modern-LiBERTa2

along with the source code3, we contribute to
ongoing efforts aimed at improving the quality
and availability of Ukrainian data, with the
long-term goal of making it a high-resource
language for NLP.

2 Related Work

Recent best-performing language models share the
same trait – the scale of their training data. Leading
English and multilingual models, such as Modern-
BERT (trained on 2 trillion tokens, Warner et al.,
2024), NeoBERT (600 billion, Breton et al., 2025),
and EuroBERT (5 trillion, Boizard et al., 2025), ex-
emplify this trend. These models benefit not only
from the vast availability of high-quality English
data (Soboleva et al., 2023), but also from a mature
ecosystem of tools for data curation (Jennings et al.,
2024) and synthesis (Gunasekar et al., 2023).

In contrast, many other languages, particularly
mid- and low-resource ones, lag behind in terms of
data availability and tooling. Ukrainian is a prime
example. While it is spoken by tens of millions and
supported by active linguistic and technological
communities, the scale and quality of data available
for large-scale pre-training still remains limited.

Large Multilingual Corpora The primary
source of pre-training data for large models is the
open web, typically accessed through initiatives
such as Common Crawl (CC). CC data serves as the
foundation for corpora like OSCAR (Ortiz Su’arez
et al., 2020, Ortiz Su’arez et al., 2019), C4, mC4
(Raffel et al., 2019), CC100 (Wenzek et al., 2020),
and Pile-CC (Gao et al., 2020). These datasets
played a foundational role in early multilingual
modeling efforts and continue to inform newer
datasets with improved filtering and language cov-
erage.

CulturaX (Nguyen et al., 2023) builds upon
mC4 and OSCAR by applying more rigorous fil-
tering. It re-labels languages using FastText (Bo-
janowski et al., 2017), discarding documents whose
re-identified language mismatches the original. It
then applies URL-based filtering to remove harmful
or toxic domains, followed by basic quality met-
rics and a deduplication pass using MinHashLSH
(Anand and Jeffrey David, 2011).

1https://huggingface.co/datasets/Goader/kobza
2https://huggingface.co/Goader/modern-liberta-large
3https://github.com/Goader/ukr-lm

FineWeb 2 (Penedo et al., 2024) expands lan-
guage coverage significantly, identifying docu-
ments using GlotLID (Kargaran et al., 2023), which
supports many more languages than FastText. It
applies per-language deduplication and filtering
with language-specific parameters, including stop-
word lists. To balance frequency effects, the corpus
is “rehydrated,” meaning that documents are du-
plicated based on their frequency in the original
crawl—though very frequent documents (appear-
ing more than 1,000 times) are capped to a single
instance, assuming lower quality.

HPLT 2.0 (Burchell et al., 2025) provides a com-
plementary dataset by relying heavily on Internet
Archive crawls rather than Common Crawl. Its
pipeline includes OpenLID (Burchell et al., 2023)
for language detection, followed by deduplication
and filtering using the Web Document Scorer4

(WDS), a quality estimation tool based on linguis-
tic signals. Documents scoring below a quality
threshold (e.g., WDS < 5) are discarded.

While these corpora make important strides to-
ward better multilingual coverage, their treatment
of Ukrainian often remains shallow. In many cases,
filtering parameters and identification models are
tuned for higher-resource languages, which can
result in suboptimal data quality or volume for
Ukrainian.

Ukrainian Corpora Several Ukrainian-focused
corpora have also been developed over the last
years: Zvidusil (Kotsyba et al., 2018), ukTenTen5,
Brown-UK (Starko and Rysin, 2023), etc. Among
these, Malyuk6, a compilation of UberText 2.0
(Chaplynskyi, 2023), the Ukrainian News dataset7

and OSCAR, stands out as the largest and most
linguistically rich. UberText 2.0, a core compo-
nent of Malyuk, differs from multilingual corpora
that rely heavily on large-scale web crawls by us-
ing custom web crawlers tailored specifically to
Ukrainian-language sources. This results in high-
quality documents, albeit potentially with reduced
domain diversity. The dataset also includes multi-
ple layers of linguistic annotation, such as tokeniza-
tion, lemmatization, and part-of-speech tagging.

Model Architecture Another direction of im-
proving language modeling has been the modifi-

4https://github.com/pablop16n/web-docs-scorer/
5https://www.sketchengine.eu/uktenten-ukrainian-

corpus/
6https://huggingface.co/datasets/lang-uk/malyuk
7https://huggingface.co/datasets/zeusfsx/ukrainian-news
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cation of model architectures and pre-training pro-
cedures, addressing a range of goals: speeding
up inference by making the model more compati-
ble with modern GPU hardware, improving down-
stream performance across various tasks (Clark
et al., 2020, He et al., 2021), and specifically op-
timizing for retrieval tasks, which have become
increasingly prominent with the rise of Retrieval-
Augmented Generation (RAG, Lewis et al., 2020).
A further focus has been on extending the model’s
context window, allowing it to process significantly
longer documents in a single pass.

Cross-Lingual Transfer Another important di-
mension of improvement in language model pre-
training is cross-lingual transfer. It is now well
established that initializing a model with weights
from a related language model outperforms training
from scratch, especially when the target language
has limited data (Minixhofer et al., 2022).

Several methods have been proposed to bridge
vocabularies and embedding spaces between lan-
guages. WECHSEL (Minixhofer et al., 2022) uses
a bilingual dictionary to learn a linear transforma-
tion between embedding spaces. FOCUS (Dobler
and de Melo, 2023) improves on this by leveraging
overlapping subwords between source and target
vocabularies. The most recent line of work, such
as Trans-Tokenization (Remy et al., 2024), builds
translation dictionaries from parallel corpora us-
ing FastAlign by Dyer et al. (2013) and applies
additional alignment steps to handle multi-token
mappings, increasing both accuracy and coverage.

These techniques have enabled the development
of Ukrainian variants of RoBERTa (Liu et al.,
2019), although so far these efforts have been lim-
ited to relatively small corpora and standard context
windows.

3 Kobza

In this section, we describe the collection and
preparation of the Kobza corpus – a large-scale
Ukrainian text dataset.

3.1 Sources

We rely on publicly available multilingual and
monolingual corpora, prioritizing those that offer
substantial Ukrainian coverage. Unlike some large-
scale efforts that process raw Common Crawl data
directly, we focus on merging curated datasets, re-
ducing preprocessing overhead while preserving
document diversity and quality.

CulturaX CulturaX (Nguyen et al., 2023) is a
multilingual web corpus, where Ukrainian ranks
21st in terms of token count. The corpus con-
tains 38 billion Ukrainian tokens, which represent
0.61% of its total volume, distributed across ap-
proximately 44 million documents.

FineWeb 2 FineWeb 2 (Penedo et al., 2024) in-
cludes Ukrainian as the 24th most represented lan-
guage, with 23 billion words (0.86% of the total
corpus) spread across 47 million documents.

HPLT 2.0 The HPLT 2.0 (Burchell et al., 2025)
corpus offers 25 billion Ukrainian tokens, making it
the 21st largest language in the collection. We use
the cleaned version of this dataset, which includes
47 million documents.

Ukrainian News We incorporate the Ukrainian
News dataset8, which aggregates 16 million news
articles from media outlets and over 6.5 million
Telegram posts. This source adds both formal and
informal texts and provides a high volume of short
documents. We extract clean content using Trafi-
latura (Barbaresi, 2021), focusing on removing
boilerplate and eliminating duplicate content.

UberText 2.0 UberText 2.0 (Chaplynskyi, 2023)
is a monolingual Ukrainian corpus with approx-
imately 2.5 billion tokens and 8.5 million docu-
ments. It comprises five domains: news, fiction,
social, Wikipedia, and legal, offering a wide range
of styles and document lengths.

3.2 Deduplication

Merging corpora from diverse sources inevitably
introduces duplicate content. This issue is espe-
cially pronounced when datasets reuse similar web
sources, such as Common Crawl. Duplicates may
occur both as exact matches and near-duplicates
due to differing preprocessing steps. To address
this, we applied a two-stage deduplication process
across the entire combined corpus.

Metadata-based In the first stage, we filter doc-
uments using metadata such as URLs and times-
tamps. This method captures many duplicates orig-
inating from processing the same documents from
Common Crawl, even when the content differs. We
validate this approach by calculating document sim-
ilarity based on the normalized longest common
subsequence (LCS):

8https://huggingface.co/datasets/zeusfsx/ukrainian-news
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Subcorpora Documents Tokens
CulturaX 24,942,577 15,002,455,535
FineWeb 2 32,124,035 19,114,177,138
HPLT 2.0 26,244,485 20,709,322,905
UberText 2.0 6,431,848 2,904,208,874
Ukrainian News 7,175,971 1,852,049,111
Total 96,918,916 59,582,213,563

Table 1: Kobza token statistics

sim(a, b) =
LCS(a, b)

min(|a|, |b|) , (1)

where a and b are document texts. This definition
yields a 100% similarity if one text is a substring
of the other. On a large sample of matched pairs,
the average similarity was 92.9%, indicating that
metadata-based deduplication effectively captures
redundant documents. Overall, this step removes
approximately 12% of the corpus.

MinHashLSH To identify near-duplicates not
caught in the metadata phase, we apply Min-
HashLSH (Anand and Jeffrey David, 2011), a
method that approximates Jaccard similarity over
n-grams. We use 5-grams, a similarity thresh-
old of 0.7, and implement the method using the
text-dedup9 package on Apache Spark for scala-
bility. This stage removes an additional 33% of the
documents.

3.3 Data Quality

While the included datasets have undergone qual-
ity filtering, either through heuristics (CulturaX,
FineWeb 2, HPLT 2.0) or through source curation
(Ukrainian News, UberText 2.0), these methods
were not always optimized for Ukrainian. As a re-
sult, low-quality or noisy texts may still be present.

We highlight the need for a dedicated Ukrainian
document quality scorer to improve future corpus
construction. Developing such a tool remains an
open direction for further research.

3.4 Statistics

The final Kobza corpus consists of nearly 60 billion
tokens across about 97 million documents. It occu-
pies 474GB of disk space in Parquet format with
Snappy compression. Table 1 presents the number
of tokens and documents per subcorpus.

9https://github.com/ChenghaoMou/text-dedup

As shown in Figure 1, a substantial share of the
cumulative token distribution resides in longer doc-
uments. This makes the corpus especially suitable
for training and evaluating models with extended
context windows.

Each document in the Kobza corpus includes
metadata such as the source, subsource, timestamp,
and URL. This enables fine-grained data selection
and filtering.

4 Modern-LiBERTa

This section outlines how we adapted Modern-
BERT (Warner et al., 2024), originally trained ex-
clusively on English data, for use with Ukrainian.
We describe the training corpus, model architec-
ture, tokenizer, initialization approach, and training
setup, including the extension to long-context se-
quences.

4.1 Training Data

Our training corpus combines Ukrainian and En-
glish text. The core of the Ukrainian data is
the deduplicated version of the Kobza corpus,
which contains approximately 60 billion tokens.
We include the English Wikipedia10, contributing
roughly 6 billion tokens to support cross-lingual
and knowledge-intensive tasks. This English por-
tion accounts for about 10% of the total training
mixture.

Inclusion of English Wikipedia is motivated by
the frequent presence of English words and entities
in Ukrainian texts – especially in news, technical,
and academic domains – and its potential to im-
prove performance on tasks such as Named Entity
Recognition (NER) and Information Retrieval (IR).

4.2 Model Architecture

Modern-LiBERTa closely follows the Modern-
BERT architecture. It consists of 28 transformer
layers with a hidden size of 1,024, totaling 410 mil-
lion parameters. The design emphasizes efficiency,
particularly for GPU acceleration, incorporating
recent advances such as: Rotary Positional Embed-
dings (RoPE, Su et al., 2021) for effective long-
sequence modeling, Flash Attention (Dao, 2023)
for memory-efficient attention computation, alter-
nating attention patterns that reduce the compute
cost of scaling to long sequences without compro-
mising model expressiveness.

10https://dumps.wikimedia.org/
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Figure 1: Cumulative token distribution with percentiles marked. y-axis indicates the total number of tokens
originating from documents longer than x.

4.3 Tokenizer

We use the LiBERTa v2 (Haltiuk and Smywiński-
Pohl, 2024) tokenizer with a vocabulary of 64,000
tokens. It was trained on Ukrainian text from the
CC100 (Wenzek et al., 2020) corpus, with a small
portion of English news articles included to im-
prove coverage of named entities that may appear
in English. This design choice aligns with our in-
clusion of English data in the pre-training mixture
and helps ensure consistent tokenization of such
entities during model training.

4.4 Weights Initialization

To accelerate convergence and transfer knowledge,
we initialize the model using weights from the origi-
nal English-trained ModernBERT Large. All layers
are directly reused except for the input and output
embeddings, which are replaced to match the new
vocabulary.

For embedding initialization, we apply a Trans-
Tokenization procedure by Remy et al. (2024).
Using parallel corpora, OpenSubtitles (Lison and
Tiedemann, 2016) and NLLB (Costa-Jussà et al.,
2022), we align Ukrainian and English tokens via
FastAlign (Dyer et al., 2013). This allows us to
map new tokens to semantically similar ones in the
original vocabulary. We then construct each new
embedding as a weighted linear combination of
the corresponding English embeddings, using the
official transtokenizers11 toolkit.

4.5 Training Settings

The overall training was done in 2 phases: gen-
eral pre-training phase with the sequence length of
1,024, which lasted for 140B tokens, and context

11https://github.com/LAGoM-NLP/transtokenizer

extension phase, where it gets extended to 8,192,
for 20B tokens. All the hyperparameters during
each phase are presented in Table 2.

Objective Following MosaicBERT by Portes
et al. (2023), we use the Masked Language Model-
ing (MLM) objective with the full-word masking
rate of 30%.

Optimizer We use StableAdamW (Wortsman
et al., 2023) with a fully decoupled weight de-
cay, implemented in the optimi12 package. It
ports Adafactor’s update clipping (Shazeer and
Stern, 2018) into AdamW (Loshchilov and Hutter,
2017) as a per-parameter learning rate modifica-
tion, which has been shown to outperform regular
gradient clipping.

Learning Rate Schedule Unlike ModernBERT,
we stick to cosine decay with a peak learning rate
of 5e-4 and decay to 5e-5 at the end of the first
phase. The second phase follows the cosine decay
schedule without any warm-up, starting at 5e-5 and
decaying to 0.

Hardware Setup The training was conducted on
the CYFRONET Helios Cluster on 4 nodes, each
equipped with 4x GH200 96GB Superchips using
Distributed Data Parallel (DDP, Li et al., 2020)
strategy. We set the batch size per device to 16, gra-
dient accumulation steps to 16, totaling an effective
batch size of 4,096.

Context Length Extension For context length
extension, we continued pre-training from the last
checkpoint for an additional 20 billion tokens using
a specially constructed data mixture with sequences
up to 8,192 tokens long. It was developed following

12https://optimi.benjaminwarner.dev/
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Pretraining Phase Context Length Extension
Training Tokens 140 billion 20 billion
Max Sequence Length 1,024 8,192
Batch Size 4,096 1,024

Batch Size per GPU 16 4
Gradient Accumulation 16 16

Learning Rate (Peak) 5e-4 5e-5
Schedule Cosine Cosine
Warmup (tokens) 5 billion -
Decayed Learning Rate 5e-5 0

Weight Decay 1e-5 1e-6
Total Time (hours) 133 24
Optimizer StableAdamW
Betas (0.90, 0.98)
Epsilon 1e-6
Training Hardware 16x GH200
Training Strategy Distributed DataParallel

Table 2: Modern-LiBERTa training hyperparameters.

Fu et al. (2024), with the goal of preserving the orig-
inal data distribution. The final mixture includes 8
billion tokens from documents with at least 4,096
tokens, another 8 billion from documents ranging
between 1,024 and 4,096 tokens, and 4 billion from
shorter documents under 1,024 tokens. This strat-
ification was introduced to maintain the model’s
performance on shorter inputs, as prior work (Gao
et al., 2024) has shown that the absence of short
documents can significantly degrade performance
on certain tasks. During the construction of the
mixture, we also upsampled higher-quality sources,
according to Gao et al. (2024).

5 Evaluation

In this section, we evaluate the performance of
Modern-LiBERTa across a range of language un-
derstanding benchmarks for Ukrainian. We focus
on two aspects: (1) intrinsic language modeling
quality, measured via Masked Language Modeling
(MLM) perplexity, and (2) performance on a set
of standard downstream tasks, in comparison to
existing Ukrainian and multilingual models.

5.1 Masked Language Modeling Perplexity

To assess the intrinsic modeling capabilities of
Modern-LiBERTa, we report MLM perplexity and
token-level accuracy. Since Modern-LiBERTa and
LiBERTa v2 (Haltiuk and Smywiński-Pohl, 2024)
use the same tokenizer, we are able to directly com-
pare their results.

Definition We define perplexity over masked to-
kens as:

ppl(X) = exp

{
− 1

|M |
∑

x∈M
log pθ(x | X −M)

}

(2)
where M denotes the set of masked tokens, pθ(x |
X−M) is the probability of a masked token x pre-
dicted by the model, given the unmasked context.

To align with common practice, we first mask
15% of words, then tokenize them using the target
model’s tokenizer. Each masked word is replaced
with one or more <mask> tokens depending on how
it is tokenized. The model predicts the probabilities
for every input <mask> token, which are then used
to compute perplexity as in Equation 2.

Datasets We report perplexity results on the fol-
lowing datasets, selected for their quality and di-
versity:

• Ukrainian Universal Dependencies (UD):
A curated corpus of well-formed Ukrainian
documents with detailed linguistic annota-
tions (Kotsyba et al., 2018). It contains over
100,000 tokens and serves as a standard bench-
mark for part-of-speech tagging.

• Spivavtor (targets only): A collection of
Ukrainian sentences derived from instruction-
following tasks (Saini et al., 2024), includ-
ing simplification, coherence, paraphrasing,
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and fluency/grammatical error correction (in-
cluding UA-GEC dataset by Syvokon et al.,
2023). Only the fluency and grammatical er-
ror correction subset (approximately 44.5% of
the data) is manually annotated in Ukrainian,
while the rest is machine-translated from En-
glish. We use only the target outputs for eval-
uation, which vary in quality due to the mixed
sources.

• UA-GEC (targets only): A high-quality, man-
ually annotated grammatical error correction
dataset. We report it separately from Spivav-
tor to target only carefully curated Ukrainian
text.

• Ukrainian Wikipedia: A large and diverse
corpus covering encyclopedic content13. It of-
fers a complementary benchmark with longer
and more knowledge-rich documents.

Results Results are presented in Table 3.
Modern-LiBERTa consistently outperforms LiB-
ERTa v2 across all datasets in both perplexity and
token-level accuracy. All documents were trun-
cated to 512 tokens to ensure a fair comparison,
avoiding any advantage from ModernBERT’s ex-
tended context window.

5.2 Tasks

Following LiBERTa, we evaluate Modern-
LiBERTa on a set of Ukrainian NLU benchmarks.
These include named entity recognition (NER),
part-of-speech (POS) tagging, and text classifica-
tion, enabling us to assess the model’s ability to
extract and generalize linguistic information.

• NER-UK and NER-UK 2.0 (Chaplynskyi and
Romanyshyn, 2024): Annotated corpora of
Ukrainian named entities. NER-UK 2.0 in-
cludes additional entity types and more com-
prehensive annotations.

• WikiANN (Pan et al., 2017, Rahimi et al.,
2019): A multilingual NER dataset, where
examples are short and often require factual
or encyclopedic knowledge.

• UD POS Tagging (Nivre et al., 2017): Based
on the Universal Dependencies corpus, this
task involves predicting POS tags for each
token.

13https://dumps.wikimedia.org/

• Ukrainian News Classification (Panchenko
et al., 2022): A news agency classification
benchmark with class imbalance.

5.3 Results

We follow the same evaluation protocol as in
WECHSEL-RoBERTa (Minixhofer et al., 2022)
and LiBERTa, where each experiment is repeated
5 times with different random seeds, and both the
average and standard deviation of the results are
reported. This allows for a direct comparison of
our metrics with those published for LiBERTa. The
results for LiBERTa v2 are taken from the official
conference presentation14.

Modern-LiBERTa demonstrates competitive per-
formance compared to current state-of-the-art mod-
els, such as WECHSEL-RoBERTa and LiBERTa
v2, across most NLU tasks, as shown in Table 4.
The most notable difference is on NER-UK 2.0,
where Modern-LiBERTa underperforms the best
model by over one percentage point.

On NER-UK, Modern-LiBERTa performs
slightly worse than LiBERTa v2 in terms of abso-
lute score, but shows much more consistent results
across seeds. A similar pattern is observed on the
Ukrainian News Classification task: while its per-
formance is slightly behind WECHSEL-RoBERTa,
it significantly outperforms LiBERTa v2. On the
Universal Dependencies POS tagging benchmark,
Modern-LiBERTa delivers nearly identical results
to LiBERTa v2, with only a 0.01 percentage point
difference.

On WikiANN, Modern-LiBERTa achieves the
best results among all models, which may high-
light the benefit of including English Wikipedia
data during pretraining. Since WikiANN con-
sists of very short, knowledge-dependent examples,
where entity types often cannot be inferred from
the local context, this improvement suggests that
Modern-LiBERTa is effectively leveraging back-
ground knowledge acquired during pretraining.

It is important to note that most of these tasks
involve short input sequences and, therefore, do
not take advantage of Modern-LiBERTa’s extended
context window of up to 8,192 tokens.

As reported in the original ModernBERT paper,
the base model did not achieve superior results on
the GLUE benchmark (Wang et al., 2018) for NLU
tasks either, but it showed strong performance on
BEIR (Thakur et al., 2021), an information retrieval

14https://youtu.be/5qHkCZJNxJ0
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UD Spivavtor UA-GEC Wikipedia
Model ppl ↓ acc ↑ ppl ↓ acc ↑ ppl ↓ acc ↑ ppl ↓ acc ↑
LiBERTa v2 15.51 52.81% 54.07 37.00% 76.00 33.77% 8.77 59.87%
Modern-LiBERTa 8.96 58.82% 18.01 48.42% 22.22 44.71% 4.28 69.03%

Table 3: MLM perplexity and token-level accuracy on selected high-quality Ukrainian datasets. Lower perplexity
and higher accuracy indicate better modeling performance.

Model NER-UK
micro-f1

NER-UK 2.0
micro-f1

WikiANN
micro-f1

UD POS
acc

News
macro-f1

Large Models
XLM-R 90.16 (2.98)† – 92.92 (0.19)† 98.71 (0.04)† 95.13 (0.49)
WECHSEL-RoBERTa 91.24 (1.16)† 85.72 (0.43) 93.22 (0.17)† 98.74 (0.06)† 96.48 (0.09)
LiBERTa 91.27 (1.22)‡ – 92.50 (0.07)‡ 98.62 (0.08)‡ 95.44 (0.04)‡

LiBERTa-V2 91.73 (1.81)‡ 85.47 (0.24) 93.22 (0.14)‡ 98.79 (0.06)‡ 95.67 (0.12)‡

Modern-LiBERTa 91.66 (0.57) 84.17 (0.18) 93.37 (0.16) 98.78 (0.07) 96.37 (0.07)

Table 4: Performance on NLU benchmarks for Ukrainian. Scores are averaged across 5 runs. Values in parentheses
indicate standard deviation. ·† indicates numbers provided by Minixhofer et al. (2022), ·‡ – by Haltiuk and
Smywiński-Pohl (2024).

benchmark. Unfortunately, to the best of our knowl-
edge, there is currently no comparable information
retrieval dataset available for Ukrainian, which pre-
vents us from evaluating Modern-LiBERTa’s per-
formance on this task. We believe that developing
such a benchmark for Ukrainian, similar to efforts
made for other languages (Poświata et al. (2024),
Al Jallad and Ghneim (2023)), would have a sig-
nificant impact on the progress of research on text
embedding models for low-resource languages.

6 Conclusion

In this paper, we introduced Kobza, the largest
publicly available Ukrainian text corpus, contain-
ing nearly 60 billion tokens collected from diverse,
high-quality sources. Using this dataset, we trained
Modern-LiBERTa, the first Ukrainian language
model capable of processing long input sequences
of up to 8,192 tokens. Our evaluation demonstrates
that Modern-LiBERTa achieves competitive results
on Ukrainian NLP benchmarks, especially benefit-
ing tasks that rely on background knowledge.

We consider this work an important step toward
elevating Ukrainian from its current status as an
underrepresented language in multilingual models
to a high-resource language. By releasing Kobza
and Modern-LiBERTa, we aim to facilitate further
advancements in Ukrainian NLP research and de-
velopment. We encourage future multilingual mod-
eling efforts to incorporate more Ukrainian data
to enhance model performance and support richer

linguistic diversity in NLP technologies.

Limitations

Despite careful selection and preprocessing, the
Kobza corpus may contain content that is subopti-
mal for language modeling. The included datasets
often reflect the biases of web-based sources, such
as overrepresentation of sensationalist news, un-
derrepresentation of marginalized voices, and an
imbalance across genres and registers. Some docu-
ments may include misinformation, spam-like con-
tent, or machine-translated text, which can intro-
duce noise or harmful patterns into trained mod-
els. These issues are particularly pronounced in
multilingual corpora not specifically curated for
Ukrainian, where language identification or filter-
ing heuristics may fail.

Additionally, the lack of a dedicated quality scor-
ing system for Ukrainian limits our ability to au-
tomatically filter out low-value or inappropriate
content. As a result, the corpus may exhibit stylis-
tic monotony, topical skew, or socio-linguistic gaps
that affect downstream model robustness. Address-
ing these limitations requires future work on more
principled corpus construction methods, with ex-
plicit attention to linguistic diversity, quality assur-
ance, and social considerations.

These underlying biases and quality issues in the
Kobza corpus may also be reflected in the mod-
els trained on it, including Modern-LiBERTa. As
with many large-scale pretrained models, Modern-
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LiBERTa may inherit stylistic, topical, or socio-
linguistic imbalances present in the data, poten-
tially affecting its fairness, generalizability, or per-
formance across different use cases.
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