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Abstract

This paper addresses the critical need for high-
quality evaluation datasets in low-resource lan-
guages to advance cross-lingual transfer. While
cross-lingual transfer offers a key strategy
for leveraging multilingual pretraining to ex-
pand language technologies to understudied
and typologically diverse languages, its effec-
tiveness is dependent on quality and suitable
benchmarks. We release new sense-annotated
datasets of sentences containing polysemous
words, spanning ten low-resource languages
across diverse language families and scripts.
To facilitate dataset creation, the paper presents
a demonstrably beneficial semi-automatic an-
notation method. The utility of the datasets is
demonstrated through Word-in-Context (WiC)
formatted experiments that evaluate transfer
on these low-resource languages. Results high-
light the importance of targeted dataset creation
and evaluation for effective polysemy disam-
biguation in low-resource settings and transfer
studies. The released datasets and code aim to
support further research into fair, robust, and
truly multilingual NLP.

1 Introduction

Cross-lingual transfer is a key strategy in mod-
ern NLP, particularly for low-resource languages,
where training data is scarce. By leveraging mul-
tilingual pretraining, models can transfer task-
specific abilities from high-resource languages to
low-resource ones, expanding access to language
technologies for underrepresented communities
(He et al., 2021; Ponti et al., 2018; Wei et al., 2021).

Despite its promise, transfer learning is not uni-
versally effective across tasks or languages. Stud-
ies on tasks like POS tagging, NER, NLI, QA, and
sentiment analysis (Pires et al., 2019; Dolicki and
Spanakis, 2021; Srinivasan et al., 2021; Lauscher
etal., 2020; Ahuja et al., 2023), as well as polysemy
disambiguation (Raganato et al., 2020; Dairkee
and Dubossarsky, 2024), show that cross-lingual
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transfer can be inconsistent and, in some cases,
fail entirely. This is also true for generative mod-
els (Robinson et al., 2023; Shaham et al., 2024,
Chirkova and Nikoulina, 2024), with particularly
poor performance in low-resource languages, high-
lighting the need for more robust and language-
inclusive transfer.

A main obstacle for transfer is the lack of high-
quality datasets in low-resource and typologically
diverse languages. Without these benchmarks, as-
sessing transfer performance, let alone training
models on target languages, remains a formidable
challenge. This lacking is largely due to the scarcity
of linguistic resources in low-resource languages.
For instance, Wiktionary contains over a million
entries for German, English, French, Chinese, and
Russian, but fewer than 100,000 for Punjabi and
Marathi (Wikimedia Foundation, 2025).

This lack of resources underscores the urgent
need for dedicated datasets to evaluate and refine
transfer techniques for underrepresented languages,
which this work addresses by developing a semi-
automatic method for sense annotation in polysemy
and generating resources in ten languages.

We focus on the task of polysemy disambigua-
tion, as it particularly challenges cross-lingual
transfer by revealing structural and semantic dif-
ferences between languages. While some NLP
tasks, like sentiment analysis, rely on meaning
preservation across languages, where direct transla-
tion can maintain performance, polysemy is highly
language-specific (Rzymski et al., 2020), making
it a rigorous test of a model’s ability to general-
ize across languages. For example, the English
word "movement" refers to both physical motion
and a political or social movement. However, its
Polish translation, "ruch", also encompasses these
two meanings, but additionally means "traffic", a
sense not covered by the English word. Conversely,
"movement" in English can also refer to a section
of a musical composition.
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Polysemy disambiguation has long been con-
sidered a hallmark of human cognition and a cen-
tral challenge in NLP (Navigli, 2009; Bevilacqua
et al., 2021). A model that can accurately distin-
guish between different senses of a word must
capture linguistic subtleties, metaphorical mean-
ings, and even emerging word usages, much like
human speakers. Thus, success in cross-lingual
polysemy disambiguation would suggest a model’s
ability to generalize deep semantic understanding,
beyond surface-level patterns in a single language.
While many high-resource languages already ben-
efit from sense-annotated datasets (see §2), low-
resource languages remain largely unrepresented in
this area. Existing contextualized models can pro-
cess polysemous words within downstream tasks
(Loureiro et al., 2021; Ushio et al., 2021), but
sense disambiguation remains a major challenge
across dozens of languages (Pilehvar and Camacho-
Collados, 2019a; Raganato et al., 2020; Martelli
et al., 2021; Liu et al., 2021).

Beyond NLP, polysemy also presents difficulties
in multimodal models, such as object detection
systems, where the same word can refer to multiple
visual categories (Calabrese et al., 2020). This
suggests that solving polysemy is not just beneficial
for language tasks but has broader implications for
Al reasoning and multimodal understanding.

Our Contributions Despite extensive work on
polysemy disambiguation in high-resource lan-
guages, datasets for low-resource languages remain
scarce. We address this gap with the following con-
tributions:

* Sense-annotated datasets: We release both
WSD-style sense-annotated corpora and WiC-
style evaluation datasets for ten low-resource
languages.! The WiC format supports direct
comparison with existing experiments in other
languages, enabling strong cross-lingual base-
lines.

¢ Annotation tool: To facilitate further re-
source development, we release a hybrid semi-
automated annotation tool.2

Together, these contributions represent a crucial
step toward advancing fair, robust, and truly mul-
tilingual NLP by enabling evaluation and develop-
ment in languages that have been largely neglected.

'available at DOI: 10.5281/zenodo.15493005
Zavailable at github.com/roksanagow/projecting_sentences
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2 Related Work
2.1 Transfer Studies

Zero-shot cross-lingual transfer has been widely
studied, with mixed findings on its effectiveness,
particularly in polysemy disambiguation. While
some studies highlight transfer potential across lan-
guages, others expose significant limitations, espe-
cially in tasks that depend on fine-grained semantic
distinctions.

Lauscher et al. (2020) examined zero-shot trans-
fer performance across 17 languages and five NLP
tasks (excluding polysemy), evaluating XLM-R
(Conneau et al., 2020) and mBERT (AI, 2018).
They found that zero-shot performance drops sig-
nificantly compared to full-shot settings and that
transfer success correlates with factors like pre-
training corpus size and linguistic similarity. These
findings suggest that cross-lingual transfer is far
from universal and is highly dependent on language
resources and pretraining coverage.

Focusing specifically on polysemy disambigua-
tion, Raganato et al. (2020) conducted the first
large-scale cross-lingual transfer study for this task,
training a model on English and evaluating on 12
other languages. While they observed some zero-
shot transferability, models trained on English un-
derperformed models trained on the target language
by 10-20% when tested on German, French, and
Italian, indicating that polysemy disambiguation
remains language-sensitive and benefits from in-
language supervision.

In contrast, Dairkee and Dubossarsky (2024)
challenged the feasibility of cross-lingual transfer
for polysemy disambiguation altogether. Studying
English and Hindi, they found a complete lack of
zero-shot transfer, suggesting that word sense dis-
tinctions may be too language-specific for direct
transfer without explicit in-language supervision.

These conflicting results emphasize the need for
more comprehensive transfer studies in polysemy
disambiguation, particularly in low-resource lan-
guages where transfer learning is often the only vi-
able approach due to the lack of labeled data. How-
ever, without high-quality evaluation datasets in
these languages, assessing and improving transfer
learning for polysemy remains an open challenge.

2.2 Polysemy Disambiguation

Word Sense Disambiguation (WSD) datasets are
sense-annotated corpora consisting of sentences
containing polysemous words, labeled according


https://doi.org/10.5281/zenodo.15493005
https://doi.org/10.5281/zenodo.15493005
https://github.com/roksanagow/projecting_sentences

to their contextual meanings. WSD is inherently
complex, as words vary in the number of possi-
ble senses, and the list of words differs across lan-
guages. To address this, Pilehvar and Camacho-
Collados (2019a) introduced the Word in Context
(WiC) formulation, which reformulated the original
WSD problem, which was a multi-class classifica-
tion task, into a binary classification one. Instead of
assigning specific sense labels, WiC pairs two sen-
tences containing the same word and labels them 1
(same) or 0 (different). For example:

A bat flew out of the cave as the sun set.
He swung the bat with all his strength.

This approach enables models to be trained di-
rectly on polysemy disambiguation by adjusting
embeddings so that words with the same sense
cluster together, while those with different senses
are pushed apart in the resulting embedding space.

2.3 Ecxisting Datasets

2.3.1 WSD Datasets

Word Sense Disambiguation (WSD) research has
been supported by several key sense-annotated cor-
pora and lexical resources:

SemCor (Miller et al., 1993) is a foundational En-
glish corpus containing over 226,000 sense annota-
tions across 352 documents.

OntoNotes (Hovy et al., 2006) offers a multi-genre
corpus with extensive annotations, including word
senses linked to a refined sense inventory for En-
glish, Chinese and Arabic.

Senseval/SemEval Datasets have been instru-
mental in standardizing WSD evaluation. No-
tably, Senseval-2 (Edmonds and Cotton, 2001) and
SemEval-2007 Task 17 (Pradhan et al., 2007) pro-
vided all-words WSD tasks, challenging systems
to disambiguate every content word in given texts.
These competitions have included data in multiple
languages, such as English, Chinese, Basque, and
others (Navigli et al., 2013).

CoarseWSD-20 (Loureiro et al., 2021) is a coarse-
grained sense disambiguation dataset derived from
Wikipedia, focusing on 20 ambiguous nouns, each
with 2 to 5 senses, all in English.

FEWS (Few-shot Examples of Word Senses)
(Blevins et al., 2021) addresses the challenge of dis-
ambiguating rare senses. Automatically extracted
from Wiktionary, FEWS provides a large training
set covering numerous senses and an evaluation
set with few- and zero-shot examples, facilitating
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research in low-shot WSD scenarios in English.
WordNet (Miller, 1995) serves as a comprehen-
sive lexical database grouping words into synsets
representing distinct concepts. Each synset is inter-
connected through various semantic relations, of-
fering a structured sense inventory integral to WSD
tasks. It primarily focuses on English, but various
projects have extended it to other languages.
BabelNet (Navigli and Ponzetto, 2012) extends
WordNet by integrating it with Wikipedia and other
resources, forming a multilingual semantic net-
work. As of version 5.3 (December 2023), Ba-
belNet covers 600 languages, containing almost 23
million synsets and around 1.7 billion word senses
(Navigli et al., 2023). This expansive resource con-
nects concepts across languages, supporting cross-
lingual WSD and enriching the sense inventory
beyond monolingual constraints.

2.3.2 WiC Datasets

The Word-in-Context (WiC) framework has been
instrumental in evaluating context-sensitive word
embeddings through binary classification tasks.
Several notable datasets have been developed
within this framework:

WiC (Pilehvar and Camacho-Collados, 2019b)
is the pioneering English dataset that introduced the
WiC framework. It consists of sentence pairs where
a target word appears in both contexts, and the task
is to determine whether the word carries the same
meaning in both sentences. This dataset has set the
standard for subsequent WiC-based evaluations.

XL-WiC (Raganato et al., 2020) extends the
WiC framework to a multilingual setting, encom-
passing 12 languages: Bulgarian, Danish, German,
Estonian, Farsi, French, Croatian, Italian, Japanese,
Korean, Dutch, and Chinese. This expansion fa-
cilitates cross-lingual evaluation of semantic con-
textualization and enables research into zero-shot
transfer capabilities of multilingual models.

MCL-WiC (Martelli et al., 2021) offers datasets
in English, Arabic, French, Russian, and Chinese.
These were constructed by annotating sentences
from native corpora, including BabelNet (Navigli
and Ponzetto, 2012), the United Nations Parallel
Corpus (Ziemski et al., 2016), and Wikipedia. The
dataset achieved inter-annotator agreements of 0.95
and 0.9 for English and Russian, respectively, indi-
cating high annotation quality.

AMZiCo (Liu et al., 2021) presents a multilin-
gual dataset pairing English with 14 target lan-
guages. Compiled from Wikipedia dumps of each



language, it selects words with at least two distinct
pages, indicating ambiguity in both the target lan-
guage and English. The dataset reports an overall
human accuracy of 90.6% and an inter-annotator
agreement of 88.4%.

WiC-TSV (Breit et al., 2021) introduces a multi-
domain evaluation benchmark for WiC, indepen-
dent of external sense inventories, but only in En-
glish. Covering various domains, WiC-TSV pro-
vides flexibility for evaluating diverse models and
systems both within and across domains.

Despite these advancements, there remains a
significant gap in resources for low-resource lan-
guages. Our dataset aims to address this defi-
ciency by providing sense-annotated data in both
WSD and WiC formats for underrepresented lan-
guages, thereby facilitating research in polysemy
disambiguation and cross-lingual transfer across a
broader spectrum of linguistic contexts.

3 Methods

3.1 Dataset Curation

We follow the below method for the curation of
sense-annotated datasets, adjusted for language-
specific considerations. These are detailed in sec-
tion §4.1, along with the resources used for the
curation of the dataset in each language.

1. Identification of Polysemous Words Publicly
available dictionaries (online and offline) were sur-
veyed. By searching for words with more than a
single dictionary entry, lists of hundreds of can-
didate polysemous words were compiled. Where
available, lists of polysemous words were added.

2. Corpus Selection and Sentence Sampling
Native corpora of sufficient size were chosen to
ensure diverse contextual representation of target
words. Candidate polysemous words were fil-
tered based on corpus frequency, removing low-
frequency terms, and manually reviewed for sense
granularity. From these corpora, large samples of
sentences (typically 100-1000 per word) were ran-
domly extracted for further analysis.

3. Embedding-Based Analysis Word embed-
dings were generated for target words in the sam-
pled sentences, and dimensionality reduction meth-
ods and clustering techniques were applied to these
to create interactive 2D visualizations (see §3.2).
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Word: QEYD

® Cluster 1
® Cluster 2

(17) - Bun Qeyd etmek lazimdir ki, ABS, Rusiya, Azerbaycan ve lar ise diinya izre NVAU-la neft i
stehsall hacminin 2,2% ve imumiyyatle diinya iizre NV&-nin ya alde olunmus cari, ya da 8,1%-i dem

okdir

20

Dimension 1

Figure 1: Example of interactive embedding-based sen-
tence selection for the Azerbaijani word ‘qeyd’.

4. Manual Annotation of Sentences: In the
2D visualization, presented in Figure 1, annota-
tors could hover over points representing sentences
and click to assign them to different sense groups,
for one word at a time. Sentences were selected
based on their distribution in the embedding space
or automatic clustering labels, with priority given
to those that were more dispersed to ensure broad
semantic coverage and enhance the representation
of rare senses.

3.2 Semi-Automatic Annotation Tool

Our annotation process is semi-automatic, using
vector representations for efficient sentence selec-
tion while ensuring manual verification.

To represent sentences in a structured way, we
embed usages of the target word in all candidate
sentences using pretrained transformer-based mod-
els such as mBERT (Devlin et al., 2019), XLM-R
(Conneau et al., 2020), or language-specific mod-
els. These embeddings capture contextual seman-
tics, making them suitable for sense-based clus-
tering. We then apply K-Means or agglomerative
clustering to group sentences into distinct senses,
followed by dimensionality reduction techniques
(e.g., UMAP, MDS) to visualize their distribution
in 2D space (see Figure 1).

This visualization allowed annotators to inter-
act with embeddings, exploring clusters and select-
ing diverse sentences that represent different word
senses. This is essential for identifying sentences
that correspond to rare word senses, as manually



searching through randomly sampled sentences
would be time-consuming and often ineffective,
requiring the review of an extensive number of sen-
tences to find relevant sentences.

3.3 Evaluating Annotation Efficiency

Annotating subordinate senses in polysemy is in-
herently time-consuming due to their rarity. Since
these senses occur infrequently, manually identi-
fying them requires scanning a large number of
sentences before encountering a relevant instance.

The exact effort depends on the prior probability
of the subordinate sense: the rarer it is, the more
sentences need to be reviewed. To establish these
priors, we randomly sampled 100 sentences for
manual inspection to determine sense distributions.
We then assessed how well model-based sentence
selection captures each sense by comparing the
proportion of automatically selected sentences cor-
rectly assigned to a sense against the baseline prob-
ability of encountering that sense in the corpus.

Our results demonstrate that computational
methods significantly reduce this burden. We evalu-
ate their effectiveness using adjusted Lift, a metric
from Data Mining that measures improvement over
random selection:

Precision(sense)

Lift(sense) = Prior(sense)

where Precision(sense) is the proportion of cor-
rectly classified sentences for the sense, and
Prior(sense) their probability of occurrence in the
dataset. Higher Lift values indicate a greater effi-
ciency gain in selecting rare senses.

For example, in Kannada, identifying the word
&3 in its subordinate ‘religion’ sense yielded a
Lift of 900%, meaning that the likelihood of finding
relevant sentences increased ninefold compared to
random selection. Given a prior distribution of
96:4 favoring the dominant sense, manual selection
would require reviewing 25 sentences on average
to find one relevant case. With automatic selection
achieving 36% precision, only three selections are
needed—an 8x reduction in effort.

This efficiency boost translates directly into time
and cost savings. If manual annotation takes 30
seconds per sentence, annotating 1,000 examples
of a rare sense would traditionally require 8 hours
of labor. With our automated method, this drops
to about an hour, dramatically reducing annotation
costs and making large-scale sense labeling more
feasible. In Table 4, we present the Lift scores
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for the senses of two words in each of the four
languages. Additional results, covering five words
for each of these languages, are provided in Table
B in the Appendix, covering all words selected for
this evaluation.

Lang | Word Sense Definitions Lift (%)
1 2 1 2
e Foot Under 269 141
KN — —
3 Opinion | Religion | 104 | 900
™ Juice Interest | 128 | 188
MR
IR Answer North 121 125
Jret Bullet Pill 107 | 1364
PA -
fess | Thought | Intention | 235 | 884
UR L Gold Sleep 161 | 232
S Thanks Sugar 106 | 1414

Table 1: Measured improvement over random chance
(Lift) in semi-automated sentence selection.

4 Sense-annotated Datasets

We introduce a sense-annotated corpus of sentences
containing polysemous words covering ten low re-
source languages that span different language fam-
ilies and use different scripts: Azerbaijani (Turkic),
Kannada and Telugu (Dravidian), Punjabi, Marathi
and Urdu (Indo-Aryan), Polish (Slavic), Swahili
(Afro-semitic), Vietnamese (Austroasiatic) and Ko-
rean (Koreanic). Statistics for each language are
presented in Table 2.

4.1 Language Specific Treatment

For each language, the dataset was compiled and
annotated by native speakers with the support of
computational methods described above.
Azerbaijani: Polysemous words were se-
lected from Azerbaycan Dilinin Omonimler Lugeti
(Hesenov, 2007), and sentences containing selected
target words were sampled from AzCorpus, the
largest open-source NLP corpus for Azerbaijani
(Kishiyev et al.). Three models were used to em-
bed sentences: XLM-R, BERT-Turkish (DBMDZ,
2025), and XL-LEXEME (Cassotti et al., 2023).
Kannada: Polysemous words were selected
from the online Kannada dictionary (Venkatasubba-
iah et al., 1981). Kakwani et al. (2020a) was used
as a corpus, which was preprocessed to remove
extraneous characters, symbols, non-linguistic pat-
terns, excessively long or single-word sentences,
and duplicate entries. Initially, sentences for five
words were annotated manually. Next, Claude 3.5
Sonnet (Anthropic, 2024) was used to pre-label


https://huggingface.co/datasets/azcorpus/azcorpus_v0

Language ISO)  Words Sentences Senses Avg. Senses/Word Avg. Sentences/Sense
Azerbaijani (AZ) 60 4214 119 198+0.13 35.55+6.09
Kannada (KN) 59 4446 127 2.15+0.45 35.01 £ 14.07
Korean (KO) 28 1013 58 2.07+0.54 17.81+4.73
Marathi (MR) 63 3766 125 1.98+0.13 30.16 £2.72
Polish (PL) 66 2877 158 2.39+0.68 18.28 £5.22
Punjabi (PA) 55 4969 127 231+0.54 39.25 £ 1.89
Swahili (SW) 22 1376 46 2.09+0.29 2991 £4.39
Telugu (TE) 51 4534 100 1.96+0.28 45.37 +7.83
Urdu (UR) 39 2674 90 2.31+£0.52 29.72 £ 1.06
Vietnamese (VI) 11 1021 29 2.64+0.81 36.14 £ 19.20

Table 2: Statistics and ISO codes for the Multilingual WSD Sense-Annotated Dataset.

sentences after demonstrating reliable performance
on the manually annotated data. The model, given
Kannada and English meanings for each word, clas-
sified sentences containing the remaining target
words. This streamlined human annotation, as an-
notators selected 30-40 sentences per sense from
Claude’s labels, rather than relying on clustering
or embeddings for sentence selection. Finally, an
independent reviewer verified all annotations.

Korean: The Korean Dictionary of National In-
stitute of Korean Language (NIKL) (2025) was
used to extract list of polysemous words. Two
corpora were used for sampling sentences: the Ko-
rean Wikipedia Dataset (Lee, 2024) and KoWiki-
Text (Kim, 2020). A Korean contextualized model
(Ham et al., 2020) was used to embed sentences.

Marathi: The Marathi-English Dictionary
from the Digital South Asia Library (DSAL)
(Molesworth, 1857) was used to select polysemous
words. For sampling sentences, three corpora were
used: The Full Marathi Corpus (Joshi et al., 2022),
and Marathi portions of two Indic corpora (Kak-
wani et al., 2020b; Kumar et al., 2023). MuRIL
(Khanuja et al., 2021), mBERT, IndicBERT (Kak-
wani et al., 2020b), XLM-R, and XL-LEXEME
were used for embedding sentences.

Polish: Polysemous words were identified by
reviewing native texts, verified using the Polish
Online Dictionary (Wydawnictwo Naukowe PWN,
2025), and selected if they had distinct senses.
Three corpora covering distinct domains—national
corpus, news, and literature—were used to sam-
ple sentences (Degorski and Przepiérkowski, 2012;
Collection, 2018; Lebedev, 2023). XL-LEXEME
and a Polish BERT (Kteczek, 2020) were used for
embedding sentences. Given Polish’s high degree
of inflection-where nouns, adjectives, and verbs
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vary by case, number, gender, and aspect across
seven grammatical cases-all corpora were lemma-
tized to find sentences with target words in their
base form for sentence selection and then restored
to their original form for manual annotation.

Punjabi: Only text in Gurmukhi script was con-
sidered. Polysemous words were selected from
previous work on WSD in Punjabi (Singh and Ku-
mar, 2018, 2019, 2020; Singh and Singh, 2015) as
well as from dictionaries (Joshi, 2009; Goswami,
2000; Brothers, 2006). Sentences were sampled
from Metatext (Conneau et al., 2020), Samanantar
(Ramesh et al.) and Sangraha (Khan et al.). MuRIL,
IndicBERT, mBERT, XLM-R and XL-LEXEME
were used to embed the sentences.

Swabhili: The Swahili Dictionary (Chuo Kikuu
cha Dar es Salaam, Taasisi ya Taaluma za
Kiswahili, 2013) was used to identify polysemous
words, while the Swahili Corpus by Masua and
Masasi (2024) provided sentences. Multiple mod-
els were used for embedding (XLM-R, BERT and
mBERT), but SwahBERT (Martin et al., 2022) out-
performed them on the initial annotated dataset and
was used to aid further annotation.

Telugu: Three corpora were used for selecting
polysemous words, two Indic corpora (Kunchukut-
tan et al., 2020; Kakwani et al., 2020b) and the cor-
responding Wikipedia Dump (Wikimedia Founda-
tion, 2024). The same Indic corpus (Kunchukuttan
et al., 2020) was used for sentence selection, along
with the Leipzig Telugu Corpus (Leipzig Corpora
Collection, 2017). For embeddings, TeluguBERT
(Joshi, 2022) and MuRIL were compared, with the
former outperforming.

Urdu: Two word sense-annotated corpora
(Saeed et al., 2019b,a), the Urdu Wiktextract (Ylo-
nen, 2022), and a publicly available vocabulary



book (Bruce, 2021) were used to select polysemous
words. The Urdu Monolingual Corpus (UrMono)
(Jawaid et al., 2014) was used to sample sentences.
For embedding, mBERT, XLM-R, MuRIL, and XL-
LEXEME were tested with the latter outperforming
the rest. Given Urdu’s complex inflectional mor-
phology and honorific system, a list of up to six
inflected forms was generated for each noun, con-
sidering variations in number, gender, and case to
ensure a diverse sentence selection.

Vietnamese: Polysemous words were se-
lected from the Tuttle Concise Vietnamese Dic-
tionary (Giuong, 2014), while sentences contain-
ing target words were sampled from the English-
Vietnamese Parallel Corpus (EVBCorpus) (Ngo
et al., 2013). For embedding, XL-LEXEME, XI.M-
R, mBERT, as well as two Vietnamese-specific
models, PhoBERT (Nguyen and Tuan Nguyen,
2020) and ELECTRA (Nguyen, 2025) were evalu-
ated. As with other languages, PhoBERT emerged
as the best model, highlighting the need for
language-specific methods and resources.

4.2 WiC Pairing

For model training we convert the sense-annotated
data in each language to the WiC format (see §2.2).
To guarantee that the train-dev-test splits con-
tain well-representative samples of words and sen-
tences, and ensure sentences appear only in a single
split, we use the following steps to convert sense-
annotated sentences to WiC sentence pairs:

1. Word Splitting 70% of the words are ran-
domly allocated to the training set, while 15% each
are allocated to validation and test sets.

2. Sentence Redistribution 30% of words from
the training set are randomly selected to appear in
all three splits (each sentence appearing only in
one of the splits). For these words, 25% of their
sentences are reallocated to the validation and test
sets, ensuring: (1) Equal distribution between sets;
(2) No sentence overlap across splits; and (3) The
distribution of senses remains unchanged.

3. Pairing Sentences into WiC Pairs Within
each split, each sentence is paired with up to 16
different sentences, ensuring a balanced mix of
same-sense and different-sense pairs.

The amounts were selected to approximate a 70-
15-15 dataset split. This approach ensures a repre-
sentative, well-distributed, and balanced dataset for
WiC training and testing, although it’s important
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to note that different random seeds for sampling
can result in different results, especially for smaller
datasets. Descriptive statistics of the resulting WiC
datasets can be found in Table 5 in the Appendix.
All sets are approximately balanced, setting chance
performance close to 50%.

S Experiments

To assess the quality of the datasets we created, and
to demonstrate the need for proper evaluation in
low-resource languages, we tested transfer in three
transfer conditions, full-shot, zero-shot and mixed.
The full-shot condition is mainly a sanity-check,
and serves to evaluate the quality of the training
set, as it does not test for transfer. In zero-shot, a
model is fine-tuned on English (combined training
data taken from the MCL (Martelli et al., 2021)
and XL (Raganato et al., 2020) datasets, totaling
13.4k sentence pairs) and evaluated on each of our
ten languages, which it was not fine-tuned on. In
the mixed condition, a model is first fine-tuned on
English, and then on the target language training
data, evaluating on the target language. This allows
us to investigate whether leveraging large amounts
of data in a high-resource language can enhance
full-shot performance on low-resource corpora.

We use XLM-RoBERTa (Conneau et al., 2020)
due to its strong multilingual capabilities. The
model is pretrained on 100 languages, including all
those in our novel datasets. It has proven highly ef-
fective in embedding both high- and low-resource
languages and is widely studied in cross-lingual
transfer research (Philippy et al., 2023), particu-
larly in the context of polysemy disambiguation
(Raganato et al., 2020; Dairkee and Dubossarsky,
2024; Cassotti et al., 2023).

For model fine-tuning, we follow Cassotti et al.
(2023) and use a bi-encoder architecture that in-
dependently processes the two sentences contain-
ing the polysemous target word using a Siamese
network to generate two distinct vector representa-
tions (embeddings). The model outputs the cosine
distance between the output embeddings of the
two inputs, and, to collapse this to a binary label,
a threshold is applied to decide if the words are
classified as having the same sense. The model is
trained to adapt embeddings and increase this dis-
tance when the target word has different meanings
and decrease it when the meanings are the same in
the two sentences by minimising contrastive loss.
After training, we set the threshold for each model



— Testlang | 7 N KO MR PL PA SW TE UR VI || Ave
Condition
Full-shot 659 659 564 832 723 659 595 638 688 572 659
Zero-shot 663 723 642 822 791 705 68.6 624 740 70.6 | 71.0
Mixed 719 710 665 881 654 81.6 769 654 0648 634 | 72.0

Table 3: Accuracies of XLM-R models evaluated on the test sets of our WiC datasets. Full-shot refers to models
trained exclusively on the target language’s training data. Zero-shot results correspond to XLM-R trained only on
English WiC data. Mixed models are first trained on English, then fine-tuned on the target language.

by maximising accuracy on the corresponding val-
idation set. During training, as well as inference,
special tokens, <t>and </t>, are placed around the
target word in each sentence to signal what word
the model should focus on.

6 Results

Our semi-automatic annotation method works
The transfer results (Table 3) demonstrate that we
were able to produce high-quality datasets in ten
low-resource languages. The low performance in
Korean, Swahili, and Vietnamese is only observed
in the full-shot condition. These are most likely
due to their smaller training size rather than quality
issues; otherwise, low performance would have
been observed also in the zero-shot condition.

Evaluating on all target languages is essential
Transfer effects are not uniform, as seen in the zero-
shot performance that varies from 62.4% in Telugu
to 82.2% in Marathi. Interestingly, zero-shot out-
performs full-shot in 8 out of 10 languages, and
gets comparable accuracy in the remaining 2, likely
due to the small training data size of full-shot mod-
els and strong transfer from English. These results
emphasize the unpredictability of transfer from one
side, but also stress the need for a comprehensive
multilingual benchmark to accurately assess cross-
lingual transfer and ensure models perform reli-
ably across diverse languages. With our efficient
semi-automatic annotation method, curating such
datasets is also much cheaper in annotation efforts.

Mixed training improves transfer For most lan-
guages, mixed-training improves upon either full-
shot or zero-shot conditions. This hybrid strat-
egy leverages large-scale training data in English
with language-specific details from the target lan-
guage for effective polysemy resolution. This fur-
ther highlights the importance of datasets in low-
resource languages, where even small amounts of
labeled data can lead to marked improvements.
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7 Discussion

In this work we present sense-annotated datasets
across a diverse range of language families, pro-
viding valuable resources for linguistic and com-
putational studies. Punjabi, Marathi, and Urdu be-
long to the Indo-Aryan branch, enabling research
on linguistic relatedness alongside the Hindi WiC
dataset (Dairkee and Dubossarsky, 2024). Telugu
and Kannada represent the Dravidian family, while
Azerbaijani, Swahili, Vietnamese, Polish, and Ko-
rean extend coverage to additional linguistic groups.
The dataset includes Arabic-based (Punjabi, Urdu),
Devanagari (Marathi), Latin-based (Azerbaijani,
Polish, Swahili, Vietnamese), Hangul (Korean),
and Brahmic scripts (Kannada, Telugu), facilitating
research on script variation and its impact on NLP.

By encompassing a broad linguistic spectrum,
our dataset supports studies on linguistic related-
ness, historical evolution, and polysemy disam-
biguation in low-resource settings. It serves as
a foundation for evaluating and improving multilin-
gual and cross-lingual transfer, particularly in tasks
requiring deep semantic understanding.

Our experiments highlight the importance of
language-specific resources. The unexpected find-
ing that zero-shot XLLM-R trained only on English
outperformed full-shot models trained on the tar-
get language challenges assumptions about cross-
lingual transfer stability, emphasizing the need for
dedicated evaluation datasets.

Manual annotation is essential yet labor-
intensive, particularly for low-resource languages.
We introduce an automated method to iden-
tify sentences across all word senses, even
when certain senses are sparsely represented.
Our quantitative results demonstrate the effec-
tiveness of this approach in enhancing annota-
tion efficiency and supporting sense-annotated
dataset development.  To encourage further
research, we release our code on GitHub:
github.com/roksanagow/projecting_sentences.



https://github.com/roksanagow/projecting_sentences

8 Limitations

The dataset remains relatively small, which may
limit the generalizability of findings, particularly
for full-shot experiments, where additional training
data would likely improve performance. Addition-
ally, data imbalance across languages makes di-
rect comparisons challenging without subsampling,
which in turn reduces overall performance. Even
within a single language, the number of senses and
sentences per word varies, further complicating
evaluation. Moreover, each language was sourced
from different corpora, leading to potential incon-
sistencies in text style, domain coverage, and anno-
tation quality.

The evaluation setup also has certain constraints.
Train-dev-test splits were generated randomly (ac-
cording to the algorithm specified in §4.2), and
the prevalence of sentences corresponding to dif-
ferent words across splits could impact the results.
Furthermore, zero-shot evaluation was conducted
only from English, leaving open questions about
transfer from other high-resource languages and
cross-lingual settings beyond English-centric trans-
fer.
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Figure 2: Word embeddings of the Polish word 'ruch’ in
sense-annotated sentences, visualized in 2D with UMAP.
Interestingly, the resulting shape resembles a walking
figure.



B Evaluating Annotation Efficiency

Lang | Word Sense Definitions Lift (%)
1 2 3 1 2 3
(D] Foot Under - 269 141 -
=3 Opinion Religion - 104 900 -
KN o Pit/Hole Bullet - 269 141 -
ooB Market Knee - 167 223 -
o Word Conversation - 289 128 -
™ Juice Interest - 228 288 -
3w Answer North - 221 225 -
MR LIE] Respect Approval - 218 235 -
et Room Depth - 147 124 -
&R Necklace Defeat - 106 149 -
Jret Bullet Pill - 107 1364 -
fesa Thought Intention - 235 884 -
PA EES North Response Descend 210 438 156
e Khan (name) Mine - 128 211 -
BiC) Defeat Necklace - 129 | oo (prior = 0) -
U Gold Sleep - 161 232 -
S Thanks Sugar - 106 1414 -
UR LS Language Tongue - 119 358 -
&S Thorn Fork - 108 808 -
s Opportunity Agreement | Coincidence | 685 155 364

Table 4: Measured improvement over random chance (Lift) in semi-automated sentence selection over all evaluated
words.

C WiC sentence pairing

Language AZ KN KO MR PL PA SW TE UR VI
Sent Pairs (Train) 20,409 20,298 5,703 19,368 13,516 26,237 7,312 23,115 14,018 5,153
Sent Pairs (Dev) 5,649 5,627 1,018 5,175 3,562 7,025 2,165 5,861 3,450 751
Sent Pairs (Test) 5,434 4,809 656 4,194 3,103 5,749 1,100 5,500 3,210 1,397
Words (Train) 42 42 20 45 47 39 16 36 28 8
Words (Dev) 22 22 11 24 25 21 9 19 15 5
Words (Test) 22 21 9 22 24 19 7 18 14 4
Words in All Splits | 13 13 6 14 15 12 5 11 9 3

Table 5: Amounts of sentence pairs and unique polysemous target words in the train-dev-test splits of our constructed
WiC datasets.
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