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Abstract

Gradient, token-level measures of word order
preferences within a language are useful both
for cross-linguistic comparison in linguistic ty-
pology and for multilingual NLP applications.
However, such measures might not be repre-
sentative of general language use when ex-
tracted from translated corpora, due to noise
introduced by structural effects of translation.
We attempt to quantify this uncertainty in a
case study of subject/verb order statistics ex-
tracted from a parallel corpus of parliamentary
speeches in 21 European languages. We find
that word order proportions in translated texts
generally resemble those extracted from non-
translated texts, but tend to skew somewhat
toward the dominant word order of the target
language. We also investigate the potential pres-
ence of underlying source language-specific
effects, but find that they do not sufficiently
explain the variation across translations.

1 Introduction

When investigating cross-lingual transfer in mul-
tilingual language models, NLP researchers often
rely heavily on data from typological databases
such as WALS (Dryer and Haspelmath, 2013) for
quantitative measures of language distance.1 These
databases typically reduce cross-linguistic variation
to a set of categorical binary distinctions, obscur-
ing the intra-linguistic variation present in many
features (Wälchli, 2009), including word order.

This type of gradient variation is better captured
by continuous token-level measures, such as sta-
tistical distributions of specific constructions (e.g.
individual word order types) observed in annotated
corpora (Levshina et al., 2023; Baylor et al., 2024).
Corpus-based measures also allow for greater trans-
parency and reproducibility than manual categori-

1For an overview of common approaches and typologi-
cal distance measures in cross-lingual transfer research, see
Philippy et al. (2023).

cal judgments, and enable cross-linguistic compar-
isons at the potential scale of thousands of lan-
guages with maintained methodological consis-
tency (see e.g. Östling and Kurfalı, 2023).

However, care must be taken to ensure that the
selected texts are both sufficiently representative of
their respective languages and comparable across
languages, in order to control for variation result-
ing from differences between text types. Using
massively parallel texts ensures that text type and
pragmatic context will be identical across all ana-
lyzed languages, reducing the risk of misleading
cross-linguistic comparisons (Ebert et al., 2024).

Parallel texts are also inherently translational,
however, and could thus diverge structurally from
original (non-translated) texts because of artefacts
introduced in the translation process. For instance,
translated texts commonly contain less lexical and
grammatical variation than original texts in the
same language (regularization). Structural proper-
ties of the source language may also be retained in
translation, even when they are marked in the tar-
get language (source language interference). Thor-
ough descriptions of features theorized to be cross-
linguistically typical of translated text can be found
in translation studies literature (e.g. Baker, 1993).

Translational artefacts can be strong enough to
train reliable classifiers for automatic detection
of translated texts (Volansky et al., 2015), and
to accurately determine the relative genealogical
distance between different source-target language
pairs based only on cues in translations (Rabi-
novich et al., 2017). The cited studies rely heav-
ily on syntactic features (most commonly part-of-
speech n-grams), suggesting that translational arte-
facts could have a direct impact on word order
proportions – however, word order (particularly of
subject, verb and object) is not necessarily well
captured by part-of-speech sequences, and the re-
lationship between general and source-language
specific translation effects in this domain has yet to
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be systematically studied.
We therefore conduct an analysis of translational

artefacts in gradient subject/verb order extraction
from a parallel corpus of transcribed speeches with
high-quality human translations in 21 languages.
Our aim is to investigate:

• whether gradient word order statistics ex-
tracted from translations vary significantly
from those extracted from original texts, and

• whether the direction or amplitude of such
differences is influenced by word order pref-
erences in the source language.

We expect that observed variation will be stronger
in the direction of the dominant word order (as a
result of regularization), and that source language
interference will pull the word order proportions
of translations toward the proportions observed in
their source texts.

2 Data

We use CoStEP (Graën et al., 2014), a cleaned and
turn-level aligned version of the Europarl paral-
lel corpus (Koehn, 2005). Europarl consists of
transcribed speeches and human translations in 21
European languages, obtained from European Par-
liament proceedings between 1996 and 2011. Since
both the original speeches and their translations are
present in the corpus, the source language for any
given translated sentence is always known – this
quality is essential for disambiguating potential
source language-specific effects. All 420 possible
source-target language pairs occur in the corpus,
with data sizes ranging between 21 885 (Estonian–
Bulgarian) and 8 738 402 (English–French) tokens.
The corpus contains considerably more text (both
original and translated) in the 11 languages that
already had official EU language status prior to the
expansions in 2004 and 2007.

To enable syntactic analysis, all texts (both
original and translated, across all 21 languages)
have been automatically tokenized, part-of-speech
tagged and dependency parsed using the monolin-
gual Universal Dependencies (Nivre et al., 2020)
models availale through Stanza (Qi et al., 2020).
While the parsing accuracy of these models varies
somewhat across languages, noise from automatic
annotation appears to have a minimal impact on
word order proportions extracted from larger cor-
pora (Levshina et al., 2023) – in addition, cross-
linguistic performance differences do not directly

affect comparisons between translations into the
same language (regardless of source language).

3 Word order extraction

Subject/verb order can be defined and delimited in
several ways, capturing different constructions and
patterns of variation. We use a combination of part-
of-speech and dependency tags on a given token
and its direct head, operationalizing the relative or-
der of nominal subject and verb as [NOUN|PROPN]←−−−
nsubj [VERB] (i.e. a nominal subject relation be-
tween a noun or proper noun and a verb). Fol-
lowing Ebert et al. (2024), we only consider main
clauses, and in auxiliary constructions we use the
position of the finite verb (which may be an auxil-
iary) rather than the lexical verb. We include both
transitive and intransitive verbs, and both declara-
tives and interrogatives; however, we distinguish
these categories in extraction so that they can be
analyzed separately.

We split the corpus by target language and com-
pute the relative frequencies of both possible word
orders (subject-verb and verb-subject) separately
per source language.2 The resulting word order pro-
portions for each source-target pair are then com-
pared to the reference proportion extracted from
original texts in the target language.

4 General translation effects

Figure 1 displays the distributions of verb-subject
(VS) order proportions per language pair, grouped
by target language and sorted by VS proportion in
original texts in the target language. All languages
in the corpus prefer subject-verb (SV) order3, to
varying degrees. The highest VS proportions are
found in German (de), Estonian (et), Swedish (sv)
and Dutch (nl); this is expected, as their dominant
word order in main clauses is typically analyzed as
verb-second (or, for spoken Estonian, verb-third)
rather than SV (Vihman and Walkden, 2021).

Overall, the proportions observed in translated
texts are similar to original texts – the mean dif-
ference across language pairs is −0.017. However,
there is also variation between translated texts with
different source languages. Even for French (fr),
which has the lowest dispersion across translations

2Following Levshina et al. (2023), we set a minimum total
frequency threshold of 500 occurrences of the construction of
interest – 412 of 420 language pairs in the corpus meet this
threshold for nominal subject/verb constructions.

3This preference is expected for all languages in the Eu-
roparl sample; see section 6 for further discussion.
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Figure 1: Distributions of VS order proportions in trans-
lated Europarl texts with different source languages,
grouped by target language. The box plots display the
median, interquartile range and whiskers extending to
1.5 IQR, with outliers plotted as individual points. The
gray triangles indicate the VS order proportion in origi-
nal texts in the respective target language.

(nt = 20;σt = 0.0057; IQRt = [0.013, 0.023]),
grouping the original French data by year of pro-
duction (as a non-translational reference variable)
results in a distribution with slightly lower disper-
sion (nyear = 17;σyear = 0.0027; IQRyear =
[0.013, 0.017]). Similar results are found for Ger-
man (de), suggesting the presence of some unex-
plained variation specific to translated texts.

It should be noted that this variation is of a sim-
ilar scale to the differences resulting from opera-
tionalizing the word order of interest differently;

for instance, including only intransitive sentences
results in higher dispersion for both the translations
(σtIntr = 0.0077) and the reference population
(σyearIntr = 0.0038).

For 15 of 21 languages in the sample, the VS
proportion in original texts is higher than both the
median and upper quartile of VS proportions in
the population of translations into that language;
several original texts (e.g. Italian (it) and Hun-
garian (hu) would be outliers in their respective
populations. The overall population of differences
in VS proportion between translations and original
texts (across all target languages) is approximately
normally distributed, with a slight negative skew
(x̃ = −0.015, IQR = −0.034, 0.004). This ten-
dency toward SV order in translations aligns with
our hypothesis, and may be a reflection of the regu-
larization effects described in section 1.

5 Source language-specific effects

To examine the potential effects of source language
interference, VS order proportions from the set
of translated turns in a given source-target lan-
guage pair are also compared to the proportions
extracted from the same turn set in the source
language. Figure 2 plots this relationship for
all source languages, into three target languages
with different mean VS order proportions and dis-
persions across translations. We find no signifi-
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Figure 2: VS order proportions in translations (into
French (fr), English (en) and German (de)) and in orig-
inal texts for each language. The triangles indicate the
proportions in original texts in the target languages.
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cant correlations between source and target pro-
portions for any individual target language, as
would have been expected from the hypothesized
source language interference model. Across the
entire population, we find a weak positive corre-
lation between source proportion and translation
effect (the difference between proportions in trans-
lations and original texts in the target language),
but it explains very little of the variation in trans-
lation effects (β = 0.08;CI95%,β = [0.04, 0.12];
R2 = 0.04;CI95%,R2 = [0.01, 0.08]).

A potentially confounding source language ef-
fect is the proportion of different clause types in
the source texts (assuming that they are carried
over to the target language), since word order pref-
erences for different clause types vary across lan-
guages. For instance, SV order in transitive clauses
is stricter than in intransitive clauses in some Eu-
ropean languages, such as Spanish and Latvian
(Dryer, 2013) – in these languages, the proportion
of transitive clauses should have a greater impact
on the extracted word order proportion than in lan-
guages where the two clause types pattern similarly.
The Europarl data supports this claim: there is a
positive correlation between the proportion of in-
transitive clauses and VS order proportion in both
Spanish and Latvian. However, we unexpectedly
find no correlation between intransitive clause pro-
portions in source texts and translations, either for
these languages or across the entire sample. While
the turn-level alignment of CoStEP is too coarse
to meaningfully investigate this further, individual
clause-level comparison in a word-aligned parallel
corpus could verify to what extent properties of
source language clauses which may influence word
order proportions are preserved in translation.

6 Conclusions

In this study, we analyzed the general and
source language-specific effects of translation on
verb/subject order statistics extracted from Eu-
roparl. We observed a general tendency toward
rigid SV order in translations compared to original
texts, in line with the broader regularization effect
discussed in translation studies literature. Unex-
pectedly, we found that word order proportions
in the source texts do not sufficiently explain this
tendency, at least when averaged at corpus level.
This suggests that controlling for source language
factors will not reliably reduce uncertainty when
using translated texts to approximate word order

distributions in original texts.
Crucially, the issue of translational artefacts

should not disqualify good-quality translations
from use in the extraction of gradient word order
typology, assuming that the uncertainty in the ex-
tracted proportions is properly taken into account
in interpretation – as is good practice for any pa-
rameter by which syntactic properties of a text may
vary. As with text genres, including multiple dif-
ferent source languages in a corpus of translations
may reduce the risk of unrepresentativity. A well-
motivated theoretical definition (and operational-
ization) of the word order feature of interest is also
necessary in order to make valid cross-linguistic
comparisons based on extracted word order propor-
tions. With these aspects in mind, even an uncertain
estimate of gradient word order proportions will
encode considerably more fine-grained and useful
comparative information than the customary binary
word order classifications.

It is important to note the restricted scope of this
case study. We only investigate one word order fea-
ture, which is particularly prone to pragmatically
motivated variation in many languages. Addition-
ally, the language sample in Europarl is highly are-
ally and genealogically skewed. Most languages in
the sample are members of the Standard Average
European Sprachbund, and are thus likely to share
some cross-linguistically marked syntactic features
– for instance, inverted subject/verb order in polar
questions (Haspelmath, 2001). Europarl is also
unusual in other aspects, such as text genre (formal
speeches, with higher average sentence and utter-
ance length than spontaneous informal speech) and
the purpose of translation (accurate representation
of the original speeches, likely prioritizing clear
language). These properties should be kept in mind
when applying our findings to other contexts.

We hope that this study can serve as a framework
for further cross-lingual investigations of the effects
of translation on word order. In addition to analyz-
ing more word order features, future work could
cover a larger and more diverse language sample
by making use of machine translations, which are
an interesting object of analysis in their own right.
Machine translations appear to produce different
translational artefacts to human translations (Biz-
zoni et al., 2020), and – not least because of the
prevalence of machine translated text in large text
datasets – a comparison between word order extrac-
tions from human and machine translations would
be very useful.
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Limitations

In addition to the areal and genealogical bias dis-
cussed in section 6, the sample in Europarl con-
sists entirely of high-resource languages. Accurate
pre-trained parsing models are only available for
a fraction of the world’s languages (Stanza pro-
vides UD models for fewer than 100 languages),
and high quality training data for PoS tagging and
dependency parsing is similarly scarce.

Our word order extraction method is simple, and
the per-text average measure obscures the various
underlying causes of potential word order variation.
Subject/verb order preferences can vary structurally
across clause types or nominal categories, or prag-
matically for information structure or discourse
reasons – this method can only disambiguate be-
tween the structural variation sources which are
accounted for in the chosen word order operational-
ization.

Finally, the analysis of source language-specific
effects is complicated by the potential presence of
indirect translations (where an intermediate lan-
guage is used in the translation process). Us-
taszewski (2021) reports that translations in Eu-
roparl produced after the official EU language ex-
pansion in 2004 more likely use an intermediate
language (most commonly English), while earlier
translations are more likely direct. The general im-
pact of an intermediate language on the presence of
source language artefacts in translations is unclear
and warrants further investigation.
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