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Abstract

This paper provides an overview of the Halluci-
nation Detection for Scientific Content (SciHal)
shared task held in the 2025 ACL Scholarly
Document Processing workshop. The task in-
vites participants to detect hallucinated claims
in answers to research-oriented questions gen-
erated by real-world GenAl-powered research
assistants. This task is formulated as a multi-
label classification problem, each instance con-
sists of a question, an answer, an extracted
claim, and supporting reference abstracts. Par-
ticipants are asked to label claims under two
subtasks: (1) coarse-grained detection with la-
bels Entailment, Contradiction, or Unverifiable;
and (2) fine-grained detection with a more de-
tailed taxonomy including 8 types. The dataset
consists of 488 research-oriented questions col-
lected over one week from a generative assis-
tant tool. These questions were rewritten us-
ing GPT-40 and manually reviewed to address
potential privacy or commercial concerns. In
total, approximately 10,000 reference abstracts
were retrieved, and 4,592 claims were extracted
from the assistant’s answers. Each claim is an-
notated with hallucination labels. The dataset
is divided into 3,592 training, 500 validation,
and 500 test instances. Subtask 1 saw 109 sub-
missions across 11 teams while subtask 2 saw
43 submissions across 7 teams, resulting in a to-
tal of 5 published technical reports. This paper
summarizes the task design, dataset, participa-
tion, and key findings.

1 Introduction

Generative Al-powered academic research assis-
tants are transforming how research is conducted.
These systems enable users to pose research-related
questions in natural language and receive struc-
tured, concise summaries supported by relevant
references. However, hallucinations pose a signifi-
cant challenge to fully trusting these automatically
generated scientific answers.

Recent shared tasks have begun to address hallu-
cination detection across domains such as biomed-
ical summarization (Gupta et al., 2024) and sci-
entific content (Mickus et al., 2024). While these
efforts have advanced benchmarking in specific
settings, they are often limited to binary classifica-
tion or constrained domains. Broader benchmarks
like Hal-Eval (Jiang et al., 2024) provide general-
purpose evaluation but lack task grounding.

To fill this gap, SciHal introduces a multi-label
hallucination detection task grounded in real-world
scientific question answering. The task invites par-
ticipants to detect hallucinated claims in answers
to research-oriented questions generated by a real-
world GenAl-powered research assistant. This task
is formulated as a multi-label classification prob-
lem, each instance consists of a question, an an-
swer, an extracted claim, and supporting reference
abstracts. The shared task is hosted on Kaggle!.

Weighted F1 score is used as the primary evalua-
tion metric to account for class imbalance. Subtask
1 attracted 109 submissions from 11 participating
teams. On the public leaderboard (validation set),
the top three teams were Schopf et al. (2025), Cao
et al. (2025), and Le and Thin (2025), achieving
weighted F1 scores of 0.60, 0.59, and 0.59, respec-
tively. On the private leaderboard (test set), the top
three teams were Schopf et al. (2025), Cao et al.
(2025), and Galimzianova et al. (2025), with scores
of 0.62, 0.60, and 0.59.

Subtask 2 attracted 43 submissions from 7 par-
ticipating teams. On the public leaderboard (valida-
tion set), the top three teams were Cao et al. (2025),
Schopf et al. (2025), and JB, achieving weighted
F1 scores of 0.51, 0.50, and 0.49. On the private
leaderboard (test set), the top teams were Schopf
et al. (2025), Cao et al. (2025), Le and Thin (2025),
JB, Carla and Uban (2025), achieving weighted F1

1https: //www.kaggle.com/competitions/
hallucination-detection-scientific-content-2025
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scores of 0.47, 0.47, 0.47, 0.47, 0.46.

These results highlight the difficulty and com-
plexity of the task. Participating teams employed a
diverse range of approaches, including fine-tuning
transformer-based encoders, prompting large lan-
guage models (LLMs), and hybrid methods using
internal state representations. Additionally, the
subjective nature of hallucination detection, par-
ticularly in edge cases, introduces annotation chal-
lenges and potential label noise. Improving annota-
tion consistency remains an important direction for
future work.

2 Related Work

Recent years have seen a growing interest in shared
tasks on hallucination detection in the context of
text generation by LLMs. One of the earliest
domain-specific efforts is the TREC BioGen task,
which evaluates the factual consistency of biomedi-
cal answers and summaries, using sentence-level
labels over content generated from PubMed arti-
cles (Gupta et al., 2024). In the scientific domain,
the SHROOM shared task (Mickus et al., 2024)
introduced hallucination detection and mitigation
challenges for scientific abstracts and question an-
swering, incorporating both binary and fine-grained
classifications. The SHROOM dataset includes
human-annotated claims with hallucination labels
grounded in scientific references, offering valuable
insights but remaining limited in scale and question
diversity. Beyond biomedical and scientific set-
tings, the Hal-Eval benchmark (Jiang et al., 2024)
provides a multi-domain benchmark covering sum-
marization, question answering, and data-to-text
generation, annotated with fine-grained hallucina-
tion spans.

Although these efforts contribute valuable
datasets and evaluation protocols, they often focus
on either general-purpose outputs, a single domain,
or a binary classification setup. In contrast, SciHal
is specifically designed for hallucination detection
in academic research assistants. It introduces a
two-tiered taxonomy (coarse- and fine-grained),
grounded in real-world user queries and scientific
reference abstracts, with large-scale expert annota-
tions across five scientific domains. This makes Sci-
Hal the first shared task to target hallucination de-
tection in the context of retrieval-augmented ques-
tion answering for scholarly research.

3 Hallucination Taxonomy Creation

There is currently no established taxonomy for hal-
lucination types specific to scientific content. Our
goal is to develop one that (1) reflects real-world
error patterns, (2) remains manageable for human
annotators, and (3) ensures high label quality.

Existing work has developed detailed tax-
onomies to characterize hallucinations in large lan-
guage models (LLMs). Early studies often framed
hallucinations as a binary phenomenon, i.e. fac-
tual versus non-factual, but more recent work pro-
poses nuanced classifications. A common distinc-
tion is between intrinsic hallucinations, which con-
tradict the input or reference, and extrinsic hal-
lucinations, which introduce unsupported content
(Huang et al., 2023; Zhang et al., 2023). Other
taxonomies categorize hallucinations based on the
nature of the error, such as entity-level, numeric,
or reasoning-based inconsistencies (Mishra et al.,
2024; Li et al., 2024). Some frameworks adopt
a multi-dimensional view; for example, Rawte
et al. (2023) organize hallucinations by orienta-
tion (harmful vs. benign), grounding (intrinsic
vs. extrinsic), and fine-grained types, including
acronym misuse, quantitative errors, and temporal
inaccuracies. These efforts provide a foundation
for designing task-specific taxonomies in domains
like scientific content generation (Hu et al., 2024).

Drawing from a small-scale analysis of 136 user
feedback responses, we identified the most frequent
error types: missing the main concept (34.6%),
factually incorrect (21.3%), too general (21.3%),
and unrelated references (11.8%). These findings
highlight recurring issues in generative Al outputs.

Our final taxonomy is informed by both in-house
analysis of GenAl-powered research assistant out-
puts and broader studies of hallucination patterns in
general-purpose GenAl systems. Figure 1 presents
the decision tree that underpins our taxonomy,
which was included in the annotation guidelines
provided to subject-matter experts (SMEs). Defini-
tions and examples for each hallucination type are
listed in Table 1.

4 Data Creation

The dataset consists of claim-level annotations de-
signed to evaluate the factual consistency between
claims in generated answers and their cited refer-
ences within scientific retrieval-augmented genera-
tion (RAG) systems. The data are primarily derived
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T1label T2label Definition Examples
entail entail The claim is explicitly and clearly supported by  Reference: The weather is rainy and the wind is
at least one passage in the reference abstracts, blowing. Claim:
while not being contradicted by any other pas-
sage from the reference.
unver unrelunvef The claim and the abstracts address different  Reference: The weather is rainy and the wind is
topics, therefore making the claim unverifiable.  blowing. Claim 1: He was born in the Nether-
lands. — The reference addresses the weather
but the claim mentions where a person was born,
being unrelated so unverifiable.
unver relunvef The claim and all abstracts address the same  Reference: The weather is rainy and the wind is
broad topic, but the specific idea presented in  blowing. Claim 1: The rainy weather is causing
the claim or any of its sub-parts is not covered, widespread flooding in the region. — Both the
making the claim unverifiable. reference and the claim address the weather, but
nothing is mentioned about flooding.
contra entierr  The claim contains an erroneous entity that con-  Reference: The weather is rainy, as forecasted
tradicts what is stated in the reference. A named by BBC. Claim: The weather is rainy, as fore-
entity is a real-world object, such as a person, casted by The Weather Channel.
location, organization, product, etc., that can be
denoted with a proper name.
contra numerr The claim contains an erroneous numeric value  Reference: The concentration was 80%. Claim:
that contradicts the reference. The concentration was 90%.
contra negat The claim negates parts of the reference or re- Reference: It is windy and the temperature is
places terms with their antonyms, therefore stat-  increasing. Claim: It is not windy and the tem-
ing the opposite to what appears in the reference.  perature is decreasing.
contra missinfo The claim omits critical information from the  Reference: Regular exercise, when performed
reference, leading to an incorrect or incomplete  consistently and in combination with a balanced
understanding of the reference. This can occur  diet and healthy lifestyle, can reduce the risk
when the reference abstract makes a conditional  of heart disease by 30% and also improve men-
statement like: “when /if / by X then Y”, but the  tal health. Claim: Regular exercise mainly en-
condition is missing. hances mental well-being. — Missing critical
info: omits the condition “when performed con-
sistently and in combination with... .”
contra misinter The claim presents logical fallacies, flawed rea-  Reference: Regular exercise can reduce the risk

soning or illogical conclusions through over-
claiming, under-claiming, ambiguity, inconsis-
tency or implying a consensus among references
when there are disagreements.

of heart disease by 30% and also improve mental
health. Claim 1: Regular exercise eliminates the
risk of heart disease. — Overstatement. Claim
2: Only regular exercise is required for improved
mental health. — Logical fallacy.

Table 1: The definitions of hallucination types.
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Is it verifiable based on
the reference abstracts?

Legend:
« Blue: Main claim types

« Red: Claim Sub-types

Is it directly entailed by at least
one paragraph from the abstracts

No (and not contradicted by any Yes
other paragraphs)?

Is it directly contradicted by at
least one passage from the
abstracts (e.qg. stating different
entities, numeric values or
relations than the abstract)?

Yes

Indirect
contradiction

Direct

Unverifiable Contradiction

Entailment

Does it present logical
fallacies, flawed reasoning
(over-claiming, under-
claiming, ambiguity, or
inconsistency), or illogical
conclusions?

Does it omit
critical parts from
the abstracts,
changing the

Does it negate
parts of the
abstract or replace

numeric value? terms with their
meaning/intent? antonyms?

mm

Figure 1: The hallucination taxonomy.

Is it related to the
abstracts?

Does it contain an
erroneous

Does it contain an
erroneous entity?

Related but
unverifiable

Unrelated and
unverifiable

Misinterpretation

from Scopus AI?, an in-house research assistant
tool powered by a RAG system indexing millions
of scientific abstracts.

4.1 Question, Answer, and Claim Collection

We first collected over 50,000 real-user questions
from Scopus Al. Using a large language model
(LLM), we classified each question by domain
and verified its correctness, completeness, and lan-
guage. Only English questions that were correct
and complete were retained. Considering the popu-
larity and availability of SMEs, we keep questions
in the five domains — Engineering, Environmen-
tal Science, Medicine, Agricultural and Biolog-
ical Sciences, and Computer Science. We then
used an LLM to rewrite the queries, manually spot-
checking them to remove privacy or commercial
concerns, resulting in 500 questions for hallucina-
tion label annotation.

Next, we used the Scopus Al endpoint service
to generate answers for the questions. Each answer
was supported by up to 20 reference abstracts. We
then extracted claims from each answer along with
their corresponding references.

4.2 Inducing Hallucinations into Claims

To balance the class distribution, we introduced
synthetic hallucinations into the claims via LLM

2https://www.elsevier.com/products/scopus/
scopus-ai

prompting. An in-house annotator processed the
original data, and 65% of the claims were randomly
selected for modification, where an LLM induced
hallucinations based on predefined types (Sub-task
2) while maintaining type balance. The dataset,
comprising 35% original claims and 65% error-
induced claims, was then sent to subject matter
experts (SMEs) for annotation. This approach al-
lows us to estimate the hallucination rate of the in-
house research assistant using the original claims
while ensuring a balanced dataset, where entail-
ment accounts for less than 35% and other types
each account for under 10%.

4.3 SME Annotation Process

SME annotation was conducted via external ven-
dors. Annotators were provided with the data to be
labeled, including the question, generated answer,
extracted claim, and list of reference abstracts, as
well as detailed annotation guidelines. These guide-
lines included definitions of hallucination types and
a decision tree to support consistent labeling. A
trial phase was conducted to ensure alignment with
the guidelines before full-scale annotation.

To balance annotation quality and cost, we
adopted a hybrid strategy that combined human
SME labels with predictions from an internal LLM-
based hallucination detection model. In the initial
annotation phase, each instance was labeled by
one domain-specific SME, who provided both a
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hallucination label and a brief textual justification
(1 — 3 sentences). We then compared the SME-
provided label with the LLM-generated prediction.
Instances where both sources agreed were grouped
into Batches 1 and 2, which we consider to be con-
sistent and cost-effective, as they rely on a single
SME confirmation.’

In the final annotation phase, instances where
the SME and LLM disagreed were re-labeled by a
second SME. A third SME then adjudicated, hav-
ing access to both prior labels and their justifica-
tions. This adjudication step ensures high-quality,
consensus-based annotations. The resulting data
were split into Batch 3 (training), validation, and
test sets. These subsets are particularly valuable:
they are both challenging as they are derived from
disagreement cases between humans and LLM, and
they are reliable as they reflect consensus among
two or three SMEs. Note that a few invalid in-
stances were removed and this resulted in 488 ques-
tions in the final release data.

5 Analysis of Label Quality

The following sections will present an analysis of
the label distribution and quality. To this end, it is
important to note that a second SME was consulted
only for claims where there was disagreement be-
tween the LLM judge and the first SME. As a result,
the comparisons between SME 1 and SME 2 in
the following analysis relate specifically to claims
that are potentially more difficult to label or more
subjective. These challenging claims constitute
approximately 50% of the entire dataset. Conse-
quently, the observed agreement rate between the
two SMEs may be lower than if the comparison
were conducted on the entire dataset. The third
SME was excluded from this analysis because they
were not independent, having had access to both
the labels and justifications provided by the first
two SMEs.

Overall, the agreement rates (accuracy) between
the two SMEs on the difficult part of the entire
dataset are 0.55 for Subtask 1 and 0.44 for Subtask
2, respectively.

5.1 Subtask 1

Table 2 shows that subtask 1 exhibits a relatively
balanced distribution of labels, with Entailment
and Contradiction accounting for approximately

3Batch 1 is a subset of Batch 2 and will be deprecated in

future updates. We recommend using Batches 2 and 3 for
training.

38.71% and 36.89%, respectively, while Unverifi-
able claims are less frequent at 24.4%. Comparing
the agreement between the two SMEs, Figure 2 and
Table 3 reveal that the SMEs tend to agree more
often when labeling claims as Entailment, while
showing the highest disagreement when classifying
Unverifiable claims. This may suggest that some
SMEs are more strict when assigning the Entail-
ment label. Overall, the agreement rate (accuracy)
is 0.55, indicating that the SMEs concur in more
than half of the cases. The Cohen’s Kappa coeffi-
cient of 0.297 further reflects this trend, signifying
a fair level of agreement where disagreements still
occur between the raters. These results highlight
the necessity of, and motivate our decision to, in-
volve a third SME to adjudicate disagreements and
aggregate the labels, thereby ensuring higher data
quality.

Label Count Percentage
entail 1762 38.71%
unver 1111 24.40%
contra 1677 36.89%

Table 2: Claim distribution for the full Subtask 1 dataset.

Task 1: Confusion Matrix

700

contra § 217 123 600

500
—

g entail 1 268 704 254 L 400
n

r300

E 124 122 234
unver L 200
coﬁtra en'tail un;/er -
SME 2

Figure 2: Confusion matrix comparing the predictions
of two independent SMEs for Subtask 1. This figure is
based solely on a more challenging subset of the data,
comprising approximately 50% of the entire dataset, for
which labels from the second SME are available.

5.2 Subtask 2

The second task involves a finer-grained classi-
fication, further subdividing the unverifiable and
contradicted claims into multiple sub-types. The
distribution of these sub-types is presented in Ta-
ble 4. Notably, the majority of unverifiable claims

311



Precision Recall F1 Support
contra 0.55 0.52 0.53 812
entail 0.57 0.67 0.62 1043
unver 0.49 038 043 611

Table 3: Classification report comparing the predictions
of two independent SMEs for Subtask 1. This report is
based solely on a more challenging subset of the data,
comprising approximately 50% of the entire dataset, for
which labels from the second SME are available.

are related to the reference, comprising approxi-
mately 20.34% of the total, whereas only 4.07% are
unrelated. Among contradicted claims, the most
frequent sub-types are negations or opposite state-
ments (15.4%) and misinterpretations (10.83%),
while the remaining sub-types each account for
less than 6% of cases.

Inter-annotator agreement between the two
SMEs is showed in Figure 3 and Table 5. The
SMEs demonstrate the highest levels of agreement
on entailment claims, followed by numeric errors
and opposite statements. In contrast, higher rates
of disagreement are observed for other claim types,
particularly for missing information as well as un-
related claims. The overall agreement rate for this
subtask is 0.44, which is lower than the rate ob-
served in subtask 1, indicating the increased com-
plexity of the classification. Similarly, the Cohen’s
Kappa coefficient is 0.23, reflecting a fair but lower
level of agreement compared to subtask 1. As men-
tioned previously, a third SME was included to
account for the agreement rate and to adjudicate
disagreements and aggregate labels for these re-
sults, therefore ensure a higher label quality.

Label Count Percentage
entail 1762 38.74%
relunvef 926 20.34%
negat 701 15.40%
misinter 493 10.83%
entierr 256 5.63%
unrelunvef 185 4.07%
numerr 132 2.90%
missinfo 95 2.09%

Table 4: Claim distribution for the full Subtask 2 dataset.

700
Task 2: Confusion Matrix

entall 46 100 45 63 14 226 28 600

entierr{ 47 43 11 3 22 3 20 7

500
misinter{ 100 22 75 8 85 4 45 6

missinfo{ 37 9 15 4 13 1 22 4 400

SME 1

negaty 29 10 28 2 86 3 17 2 300

numerry 4 0 3 0 2 18 0 0

200
relunvef{ 85 34 23 17 33 2 136 28

unrelunvef{ 37 8 4 0 3 0 55 15 100

SME 2

Figure 3: Confusion matrix comparing the predictions
of two independent SMEs for Subtask 2. This figure is
based solely on a more challenging subset of the data,
comprising approximately 50% of the entire dataset, for
which labels from the second SME are available.

Precision Recall F1 Support
entail 0.57 0.67 0.62 1043
entierr 0.28 0.25 0.26 172
misinter 0.25 0.29 0.27 259
missinfo 0.04 0.05 0.04 79
negat 0.49 0.33 040 257
numerr 0.67 0.40 0.50 45
relunvef 0.38 0.26 0.31 521
unrelunvef 0.12 0.17 0.14 90

Table 5: Classification report comparing the predictions
of two independent SMEs for Subtask 2. This report is
based solely on a more challenging subset of the data,
comprising approximately 50% of the entire dataset, for
which labels from the second SME are available.

6 Competition Setup
6.1 Task

The Hallucination Detection for Scientific Content
(SciHal) task challenges participants to identify
hallucinated claims within answers generated by
GenAl-powered research assistants in response to
research-oriented questions. Formulated as a multi-
label classification problem, each instance includes
a question, a generated answer, an extracted claim,
and a set of reference abstracts. The objective is
to classify each claim based on its alignment with
the reference abstracts, using a predefined set of
hallucination types.

The task consists of two subtasks. Subtask 1:
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Coarse-grained Hallucination Detection requires
classifying each claim into one of three categories:
Entailment, Contradiction, or Unverifiable. Sub-
task 2: Fine-grained Hallucination Detection
extends this framework by introducing a more de-
tailed taxonomy, including the following labels:
Entailment, Unrelated and Unverifiable, Related
but Verifiable, Misrepresentation, Missing Informa-
tion, Numeric Error, Entity Error, and Opposite
Meaning.

6.2 Data

Table 6 lists data splits. Each data instance includes
the following fields:

* ID — Unique identifier.

* question — The research-oriented question.

* answer — The answer generated by a GenAl-
powered research assistant.

¢ claim — One or more sentences extracted from
the generated answer.

e reference — One or more reference abstracts
retrieved for grounding.

* label —The classification label (available only in
training sets). Labels follow a three-class scheme
for Sub-task 1 and an eight-class scheme for Sub-
task 2.

* justification — The reasoning provided by
subject-matter experts (SMEs) for assigning the
label (available only in training sets).

Dataset  # Claim
training 3592
validation 500
test 500

Table 6: The statistics of the training, validation, and
test set.

6.3 Evaluaiton Metrics

The competition will use one of the default classifi-
cation metrics on Kaggle - the weighted F1 score
as the major evaluation metric. Weighted F1 calcu-
lates metrics for each label, and finds their average
weighted by support (the number of true instances
for each label). This alters ‘macro’ to account for
label imbalance; it can result in an F-score that is
not between precision and recall.

Team WtF1
ScaDS.AI x sebis (Schopf et al., 0.62
2025)

YupengCao (Cao et al., 2025) 0.60
Daria Galimzianova (Galimzianova 0.59
et al., 2025)

A.M.P (Le and Thin, 2025) 0.58
Crivoi Carla (Carla and Uban, 2025) 0.56
Toan-Cristian Cordos 0.47
sasha boriskin 0.46
Andreea Brandiburu 0.44
eOnia 0.43
JB 0.27

Table 7: Performance of participants on the test set on
Subtask 1.

Team WtF1
ScaDS.AI x sebis (Schopf et al.,, 0.47
2025)

AM.P (Le and Thin, 2025) 0.47
JB 0.47
YupengCao (Cao et al., 2025) 0.47
Crivoi Carla (Carla and Uban, 2025) 0.46

Table 8: Performance of participants on the test set on
Subtask 2.

7 Result

Tables 7, 8, 9, and 10 list the results of participants
on the validation and test sets. lists the results of
participants on the test set.

5 papers got accepted at the Fifth Scholarly Doc-
ument Processing workshop(Ghosal et al., 2025).
In Schopf et al. (2025), the team framed hallu-
cination detection as a Natural Language Infer-
ence (NLI) problem. Their approach leveraged
fine-tuned transformer models—specifically Mod-
ernBERT and DeBERTa-v3-large, and combined
them using a weighted ensemble. Their results
demonstrate that fine-tuned NLI models can out-
perform prompting-based approaches. They also
highlight the importance of training on data that
closely resembles the target task.

Cao et al. (2025) proposed a hybrid hallu-
cination detection system combining prompting
strategies with internal state classification. They
benchmarked LLLMs using zero-shot and few-shot
prompts with Chain-of-Thought reasoning, and
found that instruction-tuned, larger models per-

313



Team WtF1
ScaDS.Al x sebis (Schopf et al., 0.60
2025)

YupengCao (Cao et al., 2025) 0.59
A.M.P (Le and Thin, 2025) 0.59
Daria Galimzianova (Galimzianova 0.58

et al., 2025)
Crivoi Carla (Carla and Uban, 2025) 0.51

Andreea Brandiburu 0.46
Ioan-Cristian Cordos 0.46
sasha boriskin 0.45
eOnia 0.42
JB 0.25

Table 9: Performance of participants on the validation
set on Subtask 1.

Team WtF1
YupengCao (Cao et al., 2025) 0.51
ScaDS.AI x sebis (Schopf et al., 0.50
2025)

JB 0.49
A.M.P (Le and Thin, 2025) 0.48
Crivoi Carla (Carla and Uban, 2025) 0.43

Table 10: Performance of participants on the validation
set on Subtask 2.

formed best. To further enhance detection, they
extracted LLM hidden states and trained a logistic
regression classifier without fine-tuning the mod-
els. This approach achieved top leaderboard scores
(0.59 on subtask 1, 0.51 on subtask 2), demonstrat-
ing the effectiveness of integrating prompt reason-
ing with representation learning.

Le and Thin (2025) proposed a hallucination
detection system using prompt-engineered LLMs.
They designed structured prompts with role defini-
tions, label explanations, and few-shot examples,
and introduced a two-step method that predicts fine-
grained labels before mapping to coarse ones. This
approach outperformed direct prediction, with their
best model (gemini-2.5-flash) achieving weighted
F1-scores of 0.56 (subtask 1) and 0.44 (subtask 2).

Galimzianova et al. (2025) approached coarse-
grained hallucination detection as an NLI task.
They found that simply fine-tuning NLI-pretrained
encoders like DeBERTa-v3 on the task dataset out-
performed more complex pipelines and prompting-
based methods. The study reaffirms that, for small-

scale, domain-specific scientific data, targeted en-
coder fine-tuning remains both effective and effi-
cient.

Carla and Uban (2025) combined SciBERT with
contrastive learning techniques to improve halluci-
nation detection. They applied a dual-head architec-
ture with classification and contrastive objectives,
using both Triplet and InfoNCE losses alongside
standard cross-entropy. Their method aimed to
enhance semantic alignment between claims and
references, especially when surface wording dif-
fers.

8 Discussion

The SciHal shared task attracted a wide range of
approaches to hallucination detection in scientific
content. The participating teams explored diverse
techniques including prompt-based LLMs, fine-
tuned encoders, hybrid fusion strategies, and inter-
nal state modeling. Top-performing systems con-
sistently relied on fine-tuning transformer models.
This outcome suggests that supervised adaptation
remains effective in domains with limited training
data and high factual precision requirements.

Annotation quality remains a key challenge. De-
spite expert annotators and adjudication, halluci-
nation labeling involves subjectivity and is time-
intensive — each claim required an average of 7
minutes to annotate. This underscores the need for
more scalable and consistent annotation protocols.

Although fine-grained hallucination types are
difficult to annotate, they are particularly valuable
for real-world applications, as they reflect com-
mon failure modes observed in practical GenAl
systems. These include, but are not limited to: non-
synonymous term substitutions, suboptimal ground-
ing, direct copying instead of summarization, over-
generalization from a single source, tangential con-
tinuations, avoidance of direct answers, concep-
tual conflation, evidence overstatement. Capturing
these phenomena offers critical insights into model
behavior. However, such cases are relatively rare,
making it challenging to collect sufficient labeled
instances. This rarity, combined with the nuanced
nature of these errors, also poses significant chal-
lenges for future work.

Another limitation lies in the data split strategy.
The train/val/test sets were divided by claim rather
than by question, resulting in all test questions be-
ing seen during training. However, the claims in
train are very different than test: less than 1.5%
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of test claims showed high similarity to training
claims. Repeated exposure to identical questions
and answer contexts may still favor memorization,
particularly for fine-tuned models. Future iterations
should ensure both question- and context-disjoint
splits to better assess generalization.

In future work, we aim to expand hallucination
type coverage, improve annotation consistency, and
adopt stricter data partitioning to enable more ro-
bust benchmarking.
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