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Abstract

The integration of language models in the
legal domain holds considerable promise
for streamlining processes and improving
efficiency in managing extensive work-
loads. However, the specialized termi-
nology, nuanced language, and formal
style of legal texts can present substan-
tial challenges. This study examines
whether preference-based training tech-
niques, specifically Reinforcement Learn-
ing from Human Feedback and Direct
Preference Optimization, can enhance
models’ performance in generating Ice-
landic legal summaries that align with
domain-specific language standards and
user preferences. We compare mod-
els fine-tuned with preference training to
those using conventional supervised learn-
ing. Results indicate that preference train-
ing improves the legal accuracy of gener-
ated summaries over standard fine-tuning
but does not significantly enhance the
overall quality of Icelandic language us-
age. Discrepancies between automated
metrics and human evaluations further un-
derscore the importance of qualitative as-
sessment in developing language models
for the legal domain.

1 Introduction

The development of language models (LMs) for
use in specialized, professional domains has the
potential to create time-saving, value-adding pro-
cesses. This may benefit various fields such as
law, healthcare, and engineering, where much of
the work involves analyzing and writing domain-
specific texts and documents.

This is particularly relevant in the legal domain.
An analysis of the legal systems in the USA and

Germany from 1998 to 2019 reported a monolithic
growth in these systems (Coupette et al., 2021).
Massive volumes of text data are a byproduct of
most modern legal systems (Katz et al., 2020),
leading to an environment with an ever-increasing
amount of source material. Consequently, lawyers
and attorneys must devote more time to analyz-
ing and reviewing legal documents while prepar-
ing their casework, resulting in a growing work-
load in an already overburdened profession (Jóns-
dóttir, 2023; Nickum and Desrumaux, 2023).

A comprehensive awareness and understanding
of relevant laws and precedents is paramount to
success in legal arguments. Therefore, the ability
to quickly summarize legal sources may signifi-
cantly reduce the time spent reviewing pertinent
material (Jain et al., 2021). Summaries can also
serve as references for justifying claims and build-
ing cases. This is an area where generative LMs
can be particularly useful, by processing and ana-
lyzing the bulk of the text needed.

In Iceland, there are substantial requirements
within the legal domain that the quality of text
meets the linguistic standards of the domain, both
in terms of domain-specific terminology and gen-
eral Icelandic language proficiency. Consequently,
LMs must adhere to the professional standards of
the domain in which they are applied. The legal
domain is also characterized by a specialized vo-
cabulary, particularly formal syntax, and seman-
tics based on extensive domain-specific knowl-
edge (Tiersma, 1999). This makes the task of
aligning LMs to the specific language of the legal
domain a non-trivial issue.

The most common method to enhance the capa-
bilities of a pre-trained generative LM is instruc-
tion fine-tuning, where the model receives an in-
struction as input and the correct response as the
target label (Radford and Narasimhan, 2018; Liu
et al., 2019). Under this paradigm, the model
is rewarded for correctly following the instruc-
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tions; however, this does not necessarily entail
that it captures the linguistic nuances within the
target texts. Reinforcement Learning from Hu-
man Feedback (RLHF) is one such method that
uses algorithms and reward-based methods from
reinforcement learning (RL) to directly optimize
a LM based on data collected from human feed-
back (Stiennon et al., 2020), aiming to help the
model align better with both subjective and com-
plex texts. Another more recent approach, based
on the same principle, is Direct Preference Opti-
mization (DPO) (Rafailov et al., 2024), which op-
timizes the model by transforming the RL reward
maximization problem into a more simple classi-
fication problem. Though the complexity of the
DPO method is less than that of RLHF, it is un-
clear which method is best suited to align LMs for
summarizing Icelandic legal text.

This paper addresses the following research
question:

RQ: Can preference training methods, such as
DPO and RLHF, enhance the ability of LMs to
generate domain-specific Icelandic texts that users
prefer, compared to LMs fine-tuned solely with
supervised learning?

We compared the quality of text summaries
generated for the Icelandic legal domain by mod-
els fine-tuned with preference training to those
fine-tuned solely through supervised learning. Our
findings indicate that applying either RLHF or
DPO on top of domain-specific pre-training and
instruction fine-tuning can improve the legal ac-
curacy of the generated summaries. However, no
similar improvements were observed in the gen-
eral quality of Icelandic language usage. Addi-
tionally, there were discrepancies between auto-
mated numerical evaluations and qualitative hu-
man assessments.

2 Background and Related Work

Transformer-based language models (LMs) have
become central to text generation and NLP tasks,
largely due to their adaptability when fine-tuned
on specific tasks (Vaswani et al., 2017; Wolf et al.,
2020). These models, typically containing bil-
lions of parameters (Touvron et al., 2023), excel
at few-shot or zero-shot tasks that previously re-
quired supervised fine-tuning (Brown et al., 2020).
However, languages with smaller speaker popu-
lations, such as Icelandic, face challenges due to

limited representation in training data. Efforts to
address this include IceBERT, a masked LM for
Icelandic (Snæbjarnarson et al., 2022), and GPT-
SW3, a multilingual model covering most Nordic
languages (Ekgren et al., 2024). These initia-
tives align with ongoing government initiatives in
Iceland to preserve the Icelandic language midst
the rapid advancements in language technology
(Nikulásdóttir et al., 2020) and with the govern-
ment’s partnership with OpenAI. 1

Recent LM advancements emphasize RLHF to
improve performance. Initial work by OpenAI ex-
plored human feedback to refine RL reward func-
tions for complex tasks (Christiano et al., 2017).
Stiennon et al. (2020) applied RLHF in NLP, train-
ing models for improved text summaries. Ouyang
et al. (2022) extended this approach with Instruct-
GPT, producing outputs that were preferred over
those from larger models like GPT-3. RLHF-
trained models have shown advantages in common
sense reasoning and world knowledge (Glaese
et al., 2022). A more streamlined approach, Di-
rect Preference Optimization (DPO), optimizes
the model directly via preference-based compar-
isons, showing similar performance to RLHF with
faster results (Rafailov et al., 2024; Tunstall et al.,
2024).

Given the powerful text processing capabili-
ties of modern LMs, numerous studies have ex-
plored their applications in the legal domain, in-
cluding judgment prediction (Trautmann et al.,
2022), statutory interpretation (Blair-Stanek et al.,
2023), legal reasoning (Yu et al., 2022), and using
large models like ChatGPT as proxy legal advi-
sors (Oltz, 2023). Research has also assessed per-
formance on legal exams to gauge legal reasoning
capabilities (Choi et al., 2022).

For domain-specific improvements, LEGAL-
BERT (Chalkidis et al., 2020) demonstrates the
advantages of pre-training a LM specifically for
legal tasks, finding that additional domain-specific
pre-training on legal corpora improved perfor-
mance compared to using general-purpose BERT.
Building on this work, Licari and Comandè (2024)
developed Italian LEGAL-BERT, which they used
in experiments for legal text summarization (Li-
cari et al., 2023). Another Italian research, The
PRODIGIT Project (Pisano et al., 2024), is a large-
scale initiative aiming to support tax lawyers by

1https://openai.com/index/
government-of-iceland/
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utilizing LMs for summarization. In a similar line
of work, Schraagen et al. (2022) applied a BART-
based LM for summarization of Dutch case ver-
dicts. The LM-generated summaries were consid-
ered useful in human evaluations, although they
still fall short of the quality of human-generated
summaries.

3 Methods

We selected two open-source models for experi-
mentation in generated Icelandic legal summaries.
The first model, a 1.3B parameter version of GPT-
SW3, has been pre-trained on Nordic languages
using the Nordic Pile, a large corpus of approx-
imately 1.2 TB, containing data in Swedish, En-
glish, Norwegian, Danish, and Icelandic (Ekgren
et al., 2024; Öhman et al., 2023). The second
model was a 7B parameter version of Llama2
(Touvron et al., 2023), mostly pre-trained on
English texts.2 With this setup, we compared
the effectiveness of language-specific pre-training
(GPT-SW3) to the general learning capacity of a
larger model (Llama2).

To better understand the effect of pre-training
on Icelandic texts, we created a sub-corpus of
the Icelandic Gigaword Corpus (IGC) (Barkarson
et al., 2022; Steingrímsson et al., 2018) that con-
tained 10% of its data sampled at random. We then
created a version of Llama2 (called Ice-Llama2)
that was pre-trained on this sub-corpus.

All models were trained in three phases. In the
first phase, the models were further pre-trained on
domain-specific Icelandic legal text (see Section
3.1) and in the second phase, the models were
fine-tuned to perform the supervised court case
summarization task. After this training phase, the
model able to produce the highest ROUGE score
(Lin, 2004) – a commonly used metric for summa-
rization tasks – was used to create summaries for a
pairwise comparison dataset. Finally, in the third
phase, this data was then used to perform prefer-
ence training with DPO and RLHF.

3.1 Datasets

The datasets used for the training process are
based on case rulings from the Icelandic supreme
court, publicly available on the court’s website3.
One row of data consists of a court ruling and a

2Llama2 was the most powerful available open source
models at the time of experimentation for this research.

3https://www.haestirettur.is/domar/

summary made by a lawyer or attorney.
Many of the court rulings are too long to fit the

context window of the chosen models. We there-
fore split the data into two parts: 1) long court rul-
ings only (R); 2) court rulings that fit the window
and their summaries (RS). The R dataset was used
for the first phase of training, namely for further
pre-training the models on domain-specific Ice-
landic legal text. The RS dataset was thus used for
the second phase, fine-tuning the models to per-
form the summarization task. After splitting the
data in this manner, the R dataset contained 5677
rows, split into 5077 rows (90%) of training data,
300 rows (5%) of test data and 300 rows (5%) of
validation data. This left the RS dataset with 2,613
rows of data, further split into 2013 rows (78%) of
training data, 300 rows (11%) of test data and 300
rows (11%) of validation data4.

3.2 Domain Specific Further Pre-Training

To investigate the importance of further pre-
training on domain-specific text, the models were
trained on the R dataset of court rulings only. As
auto-regressive models, they were trained using
self-supervised learning by shifting the input se-
quence forward by one token, creating target la-
bels for predicting the next token in the sequence.
The legal text in the dataset was processed by
packing chunks of text together and dividing them
into fixed-size blocks of 512 tokens. To measure
the improvement in domain-specific text genera-
tion, the perplexity of both models on Icelandic le-
gal text was estimated before and after fine-tuning,
and the results were compared.

3.3 Instruction Fine-Tuning

Following the domain-specific training step, the
models were fine-tuned using supervised learning
to generate summaries. This was done using the
RS dataset, where the models were given an input
consisting of an instruction to create a summary,
followed by the ruling text, and a token to mark the
start of the summary. The corresponding label was
the human-generated summary of the ruling from
the court’s website. Due to the sequence length,
the data was fed to the models in mini-batches
of single rulings, but to ensure more stable train-
ing, the models processed eight sequences before
calculating the gradient and updating the weights.

4https://huggingface.co/datasets/
thorirhrafn/domar_data
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To evaluate the models’ ability to generate sum-
maries and the impact of supervised fine-tuning,
the ROUGE score was computed both before and
after training.

3.4 Preference Training
The third phase of training was to apply preference
training on top of the instruction fine-tuning to de-
termine if it would improve performance. DPO
requires a specialized dataset where the model is
presented with two responses: one marked as pre-
ferred and the other as rejected. Then, it uses a loss
function to compare these responses, directly pe-
nalizing the model for generating outputs that re-
semble the rejected data, increasing the likelihood
of the model producing outputs that align with the
preferred responses.

Implementing RLHF first involves training a re-
ward model that serves as a reward function dur-
ing training by classifying generated summaries
and assigning scalar values based on its evalua-
tion. This reward model was fine-tuned using a bi-
nary classification task on the dataset of preferred
and rejected responses, which was also used for
the DPO training. Training was carried out us-
ing Proximal Policy Optimization (PPO), a pol-
icy gradient algorithm that directly optimizes the
policy guiding the model’s behavior. The goal is
to maximize the probability of actions (i.e., gen-
erating summaries) that yield high rewards from
the environment, given the current state. PPO
limits the policy changes allowed at each train-
ing step, thereby ensuring greater stability and im-
proving convergence to an optimal solution. Care
must be taken that the values produced by the re-
ward model need to be scaled appropriately. If
the reward model’s interpretation of preferences is
inconsistent or inaccurate, it can produce unsta-
ble reward signals, leading to conflicting feedback
which can cause divergence during training (Sti-
ennon et al., 2020).

As before, performance was assessed by calcu-
lating the ROUGE score both before and after the
RLHF training.

3.5 Human Evaluation
The final evaluation involved having legal experts
rank the generated summaries. Using the test split
of the RS dataset, the trained models were used
to generate summaries which were then presented
to human experts for ranking. One primary le-
gal expert, an attorney with over five years experi-

ence and that has proceeded dozens of court cases,
ranked summaries generated from 25 court rul-
ings, selected to represent a wide variety of cases.
To assess agreement, two additional legal experts
ranked summaries for five of these cases. The pri-
mary expert also evaluated each generated sum-
mary by assigning two separate scores, each on
a scale of 1 to 5: one score for the quality of the
summary as a legal text, and another for the quality
of the Icelandic used in the generated text. Here,
the scores represent the quality expected within
the legal domain, with a score of 5 meaning com-
plete legal accuracy, and a near perfect use of the
Icelandic language. A score of 1 would indicate a
total misunderstanding of the legal argument and
a totally unacceptable quality of Icelandic.

4 Results

To optimize training efficiency and make the best
use of available resources, all models were trained
using Low-Rank Adapters (LoRA) (Hu et al.,
2022). The first parameter to be tuned and an-
alyzed during pre-training was the adapter rank
value. During the first phase of further pre-training
on the R dataset (Icelandic court rulings only), in-
creasing the rank consistently led to a lower loss.
This suggests that increasing the number of train-
able parameters helps the model to learn better
from the training data.

Based on these findings, a relatively large
adapter with a rank of 1024 was used for train-
ing Llama2-7B on the IGC sub-corpus data and a
rank of 256 for phase one (further pre-training on
the R data, court rulings only), and a rank of 128
for phase two (training for the summarization task
on the RS data, court rulings and summaries).

To assess the impact of phase one, all mod-
els were evaluated by calculating their perplexity
scores on the test split of the dataset.

Model Perplexity
GPT-SW3-1.3B 5.281

Llama2-7B 9.283
Ice-Llama2-7B 5.048

Table 1: Perplexity evaluation on legal text in
Icelandic before using further pre-training on le-
gal data.

As shown in Table 1, the base Llama2 model
initially scored significantly higher in perplex-
ity compared to both GPT-SW3 and Ice-Llama2,
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which had been pre-trained on the ICG sub-corpus
data. After the phase one training process, how-
ever, both Llama2 variants achieved lower per-
plexity scores than GPT-SW3.

Model Perplexity
GPT-SW3-1.3B 4.844

Llama2-7B 2.981
Ice-Llama2-7B 2.900

Table 2: Perplexity evaluation on legal text in Ice-
landic after further pre-training on Icelandic court
rulings data.

4.1 Instruction Fine-Tuning
The second phase of training was supervised in-
struction fine-tuning using the RS dataset (see Sec-
tion 3.1), along with the corresponding instruc-
tion text and summaries. To determine the op-
timal number of training epochs, the GPT-SW3
1.3B model was trained for 1, 3, and 5 epochs,
with performance evaluated using 10 summaries
from the validation set. The model trained for 5
epochs achieved the highest ROUGE scores, so all
models were subsequently trained for 5 epochs on
the training split of the dataset.

After fine-tuning, the models were evaluated by
generating summaries for all 300 entries in the test
set. The generated summaries were compared to
human-generated baselines using ROUGE scores.
As shown in Table 3, both Llama2-7B variants
achieved higher scores than GPT-SW3-1.3B:

Model Rouge1 Rouge2 RougeL
GPT-SW3-1.3B 0.2829 0.1136 0.1796

Llama2-7B 0.3055 0.1112 0.1872
Ice-Llama2-7B 0.3005 0.1121 0.1861

Table 3: ROUGE-score evaluation using all 300
summaries in the test dataset after further pre-
training on legal data and instruction fine-tuning.

4.2 Preference Training
4.2.1 Direct Preference Optimization
In the third phase of training, investigating the
impact of additional preference training, we first
looked at using the DPO method. Since both
Llama2-7B variants achieved nearly identical
ROUGE scores after instruction fine-tuning, fur-
ther training was only applied to the base Llama2-
7B model and GPT-SW3-1.3B to highlight the dif-

ferences between larger models and those with ex-
tensive language-specific pre-training.

Following the method used by Tunstall et al.
(2024) for training the Zephyr 7B model with
DPO, all models were initially fine-tuned for 1, 3,
and 5 epochs and then further trained with DPO
for an additional 1, 2, and 3 epochs. The resulting
ROUGE scores were evaluated to assess the effect
of preference training on top of varying levels of
supervised fine-tuning. GPT-SW3-1.3B achieved
its best improvements after 2 epochs of DPO train-
ing, following 5 epochs of fine-tuning. However,
performance plateaued after 3 epochs, and in some
cases began to degrade, likely due to overfitting.

For the Llama2-7B model, the best improve-
ments were observed after 2 epochs of DPO train-
ing but with only 1 epoch of prior fine-tuning.
Given the larger parameter count and higher learn-
ing capacity of Llama2-7B, the risk of overfitting
was more pronounced. To mitigate this, training
was conducted with a low starting learning rate of
7 e−07, as even slight increases led to overfitting.

After completing this training process, the
best-performing versions of GPT-SW3-1.3B and
Llama2-7B were evaluated on the entire test set of
summaries. This resulted in significant improve-
ments for GPT-SW3-1.3B and modest gains for
Llama2-7B, as shown in Table 4:

Model Rouge1 Rouge2 RougeL
GPT-SW3-1.3B 0.3381 0.1637 0.2263

Llama2-7B 0.3143 0.1226 0.1963

Table 4: ROUGE-score evaluation on generating
300 summaries for court rulings in Icelandic after
further pre-training on legal data, supervised in-
struction fine-tuning, and DPO.

4.2.2 Reinforcement Learning from Human
Feedback

The second preference training method evaluated
was RLHF. As outlined in Section 3, RLHF in-
volves first training a reward model to classify
the output of the policy model and return a scalar
reward based on the likelihood that the gener-
ated output aligns with human preferences. The
same pairwise dataset used during the DPO train-
ing phase was utilized to train this reward model.
Initial attempts revealed a high susceptibility to
overfitting, necessitating training for just a single
epoch with a relatively low learning rate of 2e−06.
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Early efforts to use the reward model to train a
policy using PPO resulted in highly unstable train-
ing. The policy quickly learned to exploit the
reward model by generating sequences of empty
lines, random characters, or incomplete word end-
ings, leading to a spike in KL divergence and in-
flated rewards.

To stabilize the training, the output of the re-
ward model was normalized such that the rewards
had a mean of µ = 0 and a standard deviation of
σ = 1 at the start of training. This normaliza-
tion led to a much more stable training process.
However, the PPO algorithm’s conservative policy
updates resulted in slow learning progression, as
shown in Figure 1:

Figure 1: Mean reward and KL-divergence for
GPT-SW3 1.3B after 20 epochs of training using
the PPO reinforcement learning algorithm.

Due to the substantial GPU resources required
for RLHF, this training method was only applied
to the smaller GPT-SW3 model. As with previ-
ous evaluations, the model’s performance was as-
sessed by calculating the ROUGE score. How-
ever, in contrast to its DPO-trained counterpart,
the RLHF model did not exhibit performance im-
provements, as can be seen in Table 5:

Model Rouge1 Rouge2 RougeL
GPT-SW3-1.3B 0.2690 0.1058 0.1769

Table 5: ROUGE-score evaluation on generating
300 summaries for court rulings in Icelandic after
further pre-training on legal data, instruction fine-
tuning, and reinforcement learning.

4.3 Human Evaluation

As a final evaluation step, the results generated
from 25 court rulings by five model variations
were ranked by a human expert in the legal do-

main, tasked with ranking the summaries from 1st

place to 5th:

Model Order Average
GPT-SW3-RLHF 1 2.20
GPT-SW3-SFT 2 2.36
Llama2-DPO 3 3.24
Llama2-SFT 4 3.52

GPT-SW3-DPO 5 3.68

Table 6: Average rank for five model variations
after being ranked on summary generation for 25
court rulings by a legal expert. The model names
have an ending that marks if they were addition-
ally fine-tuned using either DPO or RLHF, or if
they were only instruction fine-tuned using super-
vised learning (SFT).

As can be seen in Table 6, the version of GPT-
SW3-1.3B that had only been instruction fine-
tuned and the version that had also been addition-
ally trained with RLHF were most often chosen as
the preferred models, despite having achieved the
lowest scores during evaluation. Two other experts
also ranked the first five of the 25 chosen rulings
to get an assessment on the agreement between hu-
man legal experts, the results of which can be seen
in Table 7:

Model Primary Comparison
GPT-SW3-SFT 1.6 2.3

GPT-SW3-RLHF 2.2 2.6
Llama2-DPO 3.0 3.0
Llama2-SFT 4.0 4.0

GPT-SW3-DPO 4.2 3.2

Table 7: Average rank for five model variations
after being ranked on summary generation for the
first 5 court rulings from the list of 25. Rank scores
from the primary expert compared to the average
from two other legal experts to assess agreement.

To further assess the models’ capabilities, the
primary evaluator assigned each model a score on
a scale of 1 to 5, where 1 represented the lowest
performance and 5 the highest. The models were
evaluated based on two criteria: the quality of the
Icelandic language used in the generated text and
the legal accuracy in relation to the court ruling
being summarized.

Looking at the results in Table 8, both variations
of GPT-SW3-1.3B that were ranked in the top two
positions also achieved the highest scores for Ice-
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Model Icelandic Legal Accuracy
Baseline 4.96 4.8

GPT-SW3-SFT 4.04 2.68
GPT-SW3-RLHF 3.96 2.56

Llama2-DPO 2.88 2.52
Llama2-SFT 2.92 2.04

GPT-SW3-DPO 3.24 1.96

Table 8: Average scores for five model variations
on the quality of the Icelandic used and the legal
accuracy after being assessed by a legal expert on
summaries generated for 25 court rulings.

landic language quality and legal accuracy. The
two Llama2-7B variations exhibited similar scores
for language quality, but the DPO version scored
higher in legal accuracy. In contrast, the GPT-
SW3-1.3B DPO variant received notably lower
scores for Icelandic language quality compared
to the other GPT-SW3 versions and had the low-
est score for legal accuracy, despite achieving the
highest ROUGE score overall. When compared
to human-generated summaries, all models scored
significantly lower, particularly in terms of legal
accuracy.

5 Discussion

5.1 Language Specific Pre-training
After the self-supervised training on the legal text
in the R dataset, the Ice-Llama2 model, which
had also previously been trained on Icelandic texts
from the IGC, was expected to achieve the best
scores. However, the results (see Table 3) indicate
otherwise, showing only a marginal difference be-
tween the two Llama2-7B models. This suggests
that when fine-tuning a model intended for further
domain-specific training, it might be more benefi-
cial to utilize more curated high-quality domain-
specific datasets, even if this means training on
less data. Such an approach allows the model to
more effectively capture the relevant words and
phrases it will encounter while performing down-
stream tasks within the specific domain, increas-
ing the likelihood of accurately predicting the nec-
essary tokens. Further evidence can be observed
in the ROUGE score results after the summary
generation training using instruction fine-tuning,
where no significant difference was found between
the two Llama2-7B models. The ROUGE scores
for the model-generated summaries are generally
modest. However, caution is needed when inter-

preting these results, as summaries of court rulings
are often concise descriptions of the outcomes,
which may not include much of the ruling’s text
and can be phrased differently. Consequently, as-
sessing the quality of the generated text, based
solely on N-gram overlap, can sometimes be chal-
lenging.

5.2 Model Evaluation
While numerical evaluations are valuable for as-
sessing the training process, they may overlook
important nuances and subjective qualities in lan-
guage. This discrepancy is evident in Table 9,
which compares the models’ standings based on
perplexity scores with the subjective assessments
of domain experts regarding the quality of the Ice-
landic text generated by the models.

Rank Perplexity Score Qualitative Analysis
1 Llama2-DPO GPT-SW3-SFT
2 Llama2-SFT GPT-SW3-RLHF
3 GPT-SW3-SFT GPT-SW3-DPO
4 GPT-SW3-RLHF Llama2-SFT
5 GPT-SW3-DPO Llama2-DPO

Table 9: Ranking of evaluated models compar-
ing perplexity scores with results from qualitative
analysis on the use of Icelandic by a domain ex-
pert.

The same limitations can also be observed in in
Table 10, comparing the rankings of these models
based on their ROUGE scores against the subjec-
tive analysis of domain experts on the legal accu-
racy of generated summaries:

Rank ROUGE Score Qualitative Analysis
1 GPT-SW3-DPO GPT-SW3-SFT
2 Llama2-DPO GPT-SW3-RLHF
3 Llama2-SFT Llama2-DPO
4 GPT-SW3-SFT Llama2-SFT
5 GPT-SW3-RLHF GPT-SW3-DPO

Table 10: Ranking of evaluated models comparing
ROUGE-scores with results from qualitative anal-
ysis on the legal accuracy in generated summaries
by a domain expert.

The ROUGE scores and analyses by domain
experts for both variations of the Llama2-7B
model suggest that improvements can be achieved
through preference training, such as DPO. In
contrast, the results for the GPT-SW3-1.3B-DPO
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model present a different narrative. While this
model demonstrates a significant improvement in
ROUGE scores compared to other GPT-SW3-
1.3B variants, it is frequently rated as the least pre-
ferred option by domain experts.

A detailed analysis of the legal accuracy scores
reveals that the GPT-SW3-1.3B-DPO model is the
only one of the model variations evaluated to re-
ceive full marks for legal accuracy in its sum-
maries. However, it also frequently garnered low
scores of 1 or 2. These contradictory results sug-
gest that the model might have over-fitted, en-
abling it to sometimes produce relatively high-
quality summaries while most often failing to gen-
eralize effectively.

Despite the shortcomings of DPO regarding
over-fitting, its user-friendliness compared to
RLHF makes it a preferable starting point for ex-
ploring whether preference training can enhance
performance, as achieving stable RLHF training
without divergence can present a significant chal-
lenge. Additionally, RLHF demands more compu-
tational resources than DPO. However, it cannot
be overlooked, as evidenced by the results show-
ing that the RLHF model outperformed both DPO
variations in evaluations by human experts. Fur-
thermore, RLHF offers greater flexibility in devel-
oping the reward model, as it is not limited to pair-
wise comparisons, which could be advantageous
for specific applications.

Overall, none of the models matched the capa-
bilities of human experts in the evaluation, espe-
cially with regard to legal accuracy. Furthermore,
the discrepancy in the quality of Icelandic text be-
tween Llama2-7B and GPT-SW3-1.3B highlights
the importance of language-specific pre-training,
as GPT-SW3-1.3B consistently produced higher-
quality text in Icelandic.

5.3 Qualitative Analysis

The main domain expert reviewed the output of
the models and found that they performed reason-
ably well overall in generating sentences that re-
flect the expected language and phrasing found in
court rulings and summaries. However, the con-
textual flow between individual sentences was in-
consistent, with some examples displaying a lack
of cohesion and contradictory statements within
the same summary, such as “the Supreme Court
dismissed the case” and then “the Supreme Court
denied the request for dismissal of the case”. The

models also struggled to adapt their summaries to
the predetermined text length; with some being
noticeably incomplete, while others including un-
necessary sentences added to an otherwise com-
plete summary.

While the models successfully identified essen-
tial components, such as the case subject and the
court’s decision, the expert found that they fre-
quently overlooked key arguments and relevant
statutes that influenced the outcome. The factual
accuracy was mediocre, with several instances of
contradictory statements, e.g., one correctly stat-
ing the outcome while another contradicting it.
Additionally, the model occasionally confused the
roles of the parties involved in a case, leading to
inaccuracies about which party appealed the case
or made specific claims or arguments. This some-
times carried over in the use of pronouns, creating
circular sentences, such as ‘the claimant requested
that his [own] claim be dismissed’.

This review highlights that preference training
can produce legal summaries in Icelandic that are
useful to some extent, but more work needs to be
done before such software can be used in practice.

6 Conclusions

We evaluated the effect of language-specific and
preference training to enhance the ability of LMs
in generating Icelandic legal text summaries, com-
pared to LMs fine-tuned solely with supervised
learning. An analysis of the evaluation results re-
veals that models further trained using either DPO
or RLHF can exhibit improved performance in
domain-specific language generation compared to
those solely fine-tuned through supervised instruc-
tion; however, not consistently. Notably, this addi-
tional preference training did not lead to a general
improvement in the quality of Icelandic used in the
generated text. This underscores the critical role
of language-specific pre-training in establishing a
robust foundation for language generation.

A notable finding was the gap between ROUGE
scores and expert preferences, suggesting earlier
integration of human feedback could be beneficial.
The dataset for pairwise comparison was based
on responses with top ROUGE scores post fine-
tuning. A more effective approach might involve
gathering human feedback at this stage to identify
which model is best suited for generating data for
further training. However, this approach is con-
strained by the high costs associated with obtain-
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ing feedback from professional experts. While the
expert feedback gathered provides valuable insight
into their preferences, achieving significant im-
provements driven by human feedback will likely
require additional resources and investment.

Future work should emphasize language-
specific pre-training on Icelandic legal texts, fo-
cusing on laws, bills, and resolutions. This could
enhance Icelandic quality while expanding legal
knowledge. Leveraging newer models with ex-
tended context windows, such as the now avail-
able Llama3 family, could enable better utiliza-
tion of training data by processing longer rul-
ings. This capability would allow the inclusion of
more training samples, potentially leading to im-
provements in performance. In addition to this,
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) could be used to give models ac-
cess to external knowledge when generating sum-
maries, helping to increase factual accuracy in the
responses. Moreover, a greater variety of LMs
should be evaluated, as well as a larger cohort of
legal experts.

7 Limitations

A limitation of this research was the dataset size,
capped at 2,600 rows, while comparable studies
used about 120,000 rows (Stiennon et al., 2020).
Expanding with public court rulings and lower
court summaries could improve outcomes, as a
larger dataset of quality data is crucial for suc-
cessfully training viable models. Additionally, the
models selected were only a subset of the models
available, and we had a limited number of legal ex-
perts participating in our experiments. These lim-
itations may affect the generalization of our find-
ings to other domains and languages.
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