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Abstract

We explore the relationship between
stylistic and sentimental complexity in lit-
erary texts, analyzing how they interact
and affect overall complexity. Using a
dataset of over 9,000 English novels (19th-
20th century), we find that complexity at
the stylistic/syntactic and sentiment lev-
els tend to show a linear association. Fi-
nally, using dedicated datasets, we show
that both stylistic/syntactic features – par-
ticularly those relating to information den-
sity – as well as sentiment features are re-
lated to text difficulty rank as well as aver-
age processing time.1

1 Introduction

Literary texts exemplify language operating at its
most refined and demanding: they are capable
of generating an experience – often emotional or
evocative (Bizzoni and Feldkamp, 2024) – through
the sheer force of words (Starr, 2013; Girju and
Lambert, 2021; Miall and Kuiken, 1994). In this
domain, language’s capacity to evoke emotions,
construct worlds, and create experiences is pushed
to its limits. To do so, literary texts explore the
boundaries of what human language can achieve
in terms of expressiveness, depth, and evocative
power. It manipulates form and meaning for its
effects in a way that seems unmatched in other do-
mains – exhibiting complexity at multiple levels,
for example, matching an information-dense style
with an unpredictable narrative.

Multidimensional complexity might also be the
reason why traditional stylistic metrics for gaug-
ing the difficulty of a text – often developed for

1To ensure reproducibility, all code and raw
data are available at: https://github.com/
centre-for-humanities-computing/
literary_complexity

nonfiction – such as readability formulae, do not
adequately capture the level of complexity of lit-
erary texts (Dalvean and Enkhbayar, 2018a); and
might be a factor in why literary texts are asso-
ciated with longer human processing times than
nonfiction (Zwaan, 1991; Brysbaert, 2019).

This complexity, however, might not manifest
uniformly at all levels: a literary story may be
emotionally complex while maintaining a simpli-
fied syntax. This is why the problem of modeling
complexity at different linguistic levels in literary
language presents a particularly intriguing chal-
lenge. Understanding how linguistic complexity
affects reader experience and whether there are
trade-offs between formal and emotional aspects
is critical in unraveling the cognitive demands and
rewards associated with literary reading.

While many recent studies have sought to gauge
the effect of stylistic and syntactic features of com-
plexity for forms of reader appreciation (Brot-
trager et al., 2022; Barré et al., 2023; Wu et al.,
2024; Bizzoni et al., 2023b; Wang et al., 2019;
Koolen et al., 2020), the sentiment and emotional
dimension has been an overlooked aspect of liter-
ary complexity. Complexity at this level is difficult
to define. While a metric like simple sentiment
standard deviation can be used to gauge the width
of the ‘sentiment palette’ that authors are using in
a novel, some more sophisticated measures for the
complexity of novels’ sentiment arcs – i.e., the tra-
jectory of positive and negative valences across a
story – have been developed in recent years, like
the approximate entropy or the Hurst exponent of
sentiment arcs (Bizzoni et al., 2021, 2022).

Very little work has explored the connection be-
tween these different levels of complexity: the re-
lation between complexity at the stylistic level and
complexity at the sentiment level. Moreover, little
work has tested whether sentiment complexity be-
haves similar to stylistic and syntactic complexity
in relation to reader experience. To address this
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gap, we pose two research questions. Firstly:
RQ1: What is the relationship between complex-
ity features at different textual levels (e.g., stylis-
tic/syntactic, and sentiment levels)? We hypoth-
esize two possible relationships between different
levels of complexity:
H1a: There is a trade-off between complexity at
different levels, where, e.g., increased stylistic and
syntactic complexity leads to “simplification” at
the sentiment level.
H1b: Complexity features at different levels co-
occur, so that, e.g., higher stylistic and syntac-
tic complexity is associated with greater sentiment
complexity.2

The first two hypotheses carry different conse-
quences. The first hypothesis (H1a) draws from
the concept of ‘cognitive compensation’ observed
in other domains, which suggests that optimized
communication requires distributing readers’ cog-
nitive load across linguistic layers. For exam-
ple, when lexical complexity increases, syntactic
structures may simplify to balance cognitive de-
mands (Degaetano-Ortlieb and Teich, 2022). In
this scenario, complexity at one level could func-
tionally balance complexity at another – for in-
stance, syntactic complexity might work alongside
sentimental simplicity. In contrast, H1b derives
from the idea that aesthetic phenomena function
as ‘supernormal stimuli’, intentionally amplifying
complexity across levels to heighten engagement,
eliciting amplified responses (Dubourg and Bau-
mard, 2022; Costa and Corazza, 2006). This sce-
nario also carries the interesting possibility that
works with high stylistic and syntactic complex-
ity also embrace challenging sentiment profiles.
Heightened complexity at multiple levels would
impose a higher cognitive load on readers, yet
could foster a more compelling aesthetic experi-
ence.

Secondly, we seek to probe the relation of each
feature level to actual reader experience:

RQ2: What is the relationship between com-
plexity features at different levels of a text and cog-
nitive load experienced by readers?
H2a: Features at the sentiment level behave like
stylistic and syntactic features in increasing read-
ers’ cognitive load, impacting the reader’s ability
to process the text.
H2b: Features at the sentiment level have an in-

2The null hypothesis (1) would naturally be that these lev-
els bear no relation to each other, i.e., are independent.

verse behavior to stylistic and syntactic features,
so more complexity at the sentiment level de-
creases readers’ cognitive load.3

Through these questions, we aim to explore how
complexity at different linguistic levels might en-
hance or compromise one another. In a first part
of this study, we investigate the relationship be-
tween stylistic/syntactic and sentiment complex-
ity (RQ1) in a large corpus of novels. In the sec-
ond part, we assess whether sentiment complex-
ity mirrors stylistic/syntactic complexity in its im-
pact on readers’ cognitive load (RQ2), using ded-
icated datasets on reading time and novels’ diffi-
culty rank.

2 Related Works

Computational literary analyses have long at-
tempted to model textual complexity by analyz-
ing both stylistic and syntactic features. As early
as 1893, Sherman used sentence length to study
textual complexity. The increasing prominence of
Digital Humanities in recent decades has greatly
expanded this field. Recent studies have focused
on canonical literature (Barré et al., 2023; Brot-
trager et al., 2022; Wu et al., 2024; Algee-Hewitt
et al., 2016), showing that such texts exhibit a
higher level of complexity across various dimen-
sions. For example, studies have demonstrated
that canonical works tend to have denser nomi-
nal styles, lower readability levels, and less pre-
dictable sentiment arcs (Wu et al., 2024; Bizzoni
et al., 2023b).

Much of the focus on stylistic and syntactic
complexity can be traced to formalist literary the-
ory, which emphasizes stylistic discomfort as a
hallmark of the literariness of texts. This theory
argues that literary texts slow down reading by cre-
ating linguistic unfamiliarity or “foregrounding”
(Mukařovský, 1964; van Peer, 1986). While some
work has found reader consensus on foreground-
ing phenomena (van Peer, 1986), no comprehen-
sive taxonomy of such features exists. Still, such
features have been implicitly assumed to be formal
or stylistic. This aligns with a long-standing de-
bate on formalism in literary analysis, where a su-
perficial focus on form has been claimed to over-
shadow content (Eagleton, 1983). As an excep-
tion, the experimental study of Miall and Kuiken
(1994) found that reading times increased with the

3The null hypothesis (2) would naturally be that sentiment
features bear no relation to readers’ cognitive load.
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frequency of foregrounding features, including af-
fective features in their taxonomy.

Other, more theoretical studies have suggested
that the extended processing time associated with
literary texts (Zwaan, 1991) is linked to emotional
and emphatic engagement (Scapin et al., 2023;
László and Cupchik, 1995) and to increased re-
flection on non-literal meaning distinctive to lit-
erary reading (Hakemulder, 2020). In short, the
complexity of literary texts may evoke more cog-
nitively demanding affective processes than non-
fiction, echoing the idea of literary texts as en-
hanced stimulus objects (Dubourg and Baumard,
2022). Moreover, recent psycholinguistic research
has also emphasized how sentiment and emotional
engagement affect readers’ cognitive load, show-
ing that negative valence and emotional features
can increase reading times and that readers re-
spond rapidly to valence cues (Pfeiffer et al., 2020;
Lei et al., 2023; Arfé et al., 2023). These stud-
ies suggest that sentiment plays a critical role in
reader experience, yet few works have explored
the intersection of stylistic, syntactic, and com-
plexity at the sentiment level.

While sentiment analysis (SA) has become a
popular method for gauging emotional content in
texts (Rebora, 2023), its application in literary
analysis remains conceptually and theoretically
underdeveloped. Some recent work has applied
complexity measures such as approximate entropy
and the Hurst exponent to sentiment arcs, suggest-
ing that these measures provide insight into the
complexity of narratives at the level of feelings or
emotions evoked (Bizzoni et al., 2021, 2022). Yet,
the connection between complexity at the stylistic
level and the complexity in sentiment trajectories
measured by these metrics remains largely unex-
plored.

We seek to fill this gap by investigating the re-
lationship between stylistic/syntactic complexity
and complexity at the sentiment level in literary
texts, contributing to the broader understanding of
how complexity at different linguistic levels inter-
acts to shape the complexity profile of literature
and its readers’ cognitive experience.

3 Methods

3.1 Data
The Chicago Corpus
For our investigation on the relation between
features, we use the Chicago Corpus of novels in

Figure 1: Chicago Corpus, temporal distribution
of novels.

English (n = 9, 089) from the period 1880-2000
(see the distribution of the corpus over time in
Fig. 1). The novels in our corpus are predom-
inantly by anglophone authors, selected based
on the number of worldwide library holdings,4

favoring those with broader representation. Since
library holdings capture both popular demand and
prestigious, curated literature, the corpus spans a
diverse range of genres – from Agatha Christie to
James Joyce.56

Beyond the Chicago Corpus, we use two dedi-
cated datasets for part II of our study, where we
gauge the relation between features at different
levels with proxies of perceived complexity – i.e.,
reading time from the Natural Stories corpus and
a list of the difficulty rank of novels (Dalvean and
Enkhbayar, 2018a).

Natural Stories Corpus
The Natural Stories corpus consists of 10 En-
glish stories, each approximately 1,000 words
long, totaling 485 sentences. These publicly
available narratives, which includes tales by the
Brothers Grimm, were revised to incorporate
low-frequency and psycholinguistically interest-
ing constructions while maintaining fluency. Self-
paced reading (SPR) data was collected from 181
native English speakers, recording reaction times
(RTs) for each word in a moving window setup.
The dataset was filtered for control comprehen-
sion questions and outlier RTs (< 100ms or >

4As indexed in worldcat.org
5See Bizzoni et al. (2024c) for details on the corpus. Re-

cent studies of literary complexity have also used it, such as
Wu et al. (2024).

6The feature dataset – though not full texts
– is available at: https://github.com/
centre-for-humanities-computing/chicago_
corpus
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3000ms).7 Note that our analysis operates at the
story level, using average sentence RT, as we ex-
amine sentiment features based on broader con-
texts. Average sentence RT per story was calcu-
lated from the word RTs.

Figure 2: Distribution of Difficulty Rank across
the 26 novels.

Difficulty rank of novels
With the aim of matching books to appropriate
reader levels, Dalvean and Enkhbayar (2018a) cu-
rated a list of 200 novels, each assigned a diffi-
culty rank. This rank is derived from a model
trained on a binary prediction task (accuracy 89%)
based on 48 linguistic and psycholinguistic fea-
tures. We use these scores to estimate text com-
plexity for the subset of books extant in the list and
in the Chicago corpus, i.e., 26 novels (see Fig. 2).
For the titles of the 26 novels, see Table 6 in Ap-
pendix B.

3.2 Features

The features utilized in this study have been used
in previous works to distinguish textual profiles of
different types of literature. The details on each
measure can be found in Appendix D (Table 10).
We focus on features that supposedly reflect stylis-
tic or syntactic complexity, and have been widely
used in recent computational literary studies. Fea-
tures at the sentiment level were chosen to focus
on overall variation and local and global complex-
ity of the sentiment arc (Bizzoni et al., 2023b,
2022).

The sentiment dynamics central to our study are
captured by both simple and complex measures.
First, sentiment standard deviation (SD) repre-
sents the “palette” of sentiment in a novel, quanti-
fying the overall variation in valence scores across

7The Natural Stories data is available at: https://
github.com/languageMIT/naturalstories

sentences to reflect sentiment range. Beyond this,
two advanced measures – approximate entropy
and the Hurst exponent – are applied to model
more nuanced sentiment arcs linearly within a nar-
rative.

Approximate entropy (ApEn) assesses the lo-
cal complexity and unpredictability within senti-
ment flows, where lower values signal a repeti-
tive, predictable structure, and higher values indi-
cate intricate, less predictable patterns in the nar-
rative (Mohseni et al., 2022). To capture global
coherence, we estimate the Hurst exponent (H)
with adaptive fractal analysis (AFA) instead of the
more commonly used detrended fluctuation anal-
ysis (DFA), avoiding the boundary errors and seg-
ment discontinuities common to DFA (Hu et al.,
2021; Gao et al., 2011). By accounting for non-
linear trends, AFA enables a smooth global trend,
with higher H values suggesting sustained narra-
tive coherence and lower values indicating more
abrupt sentiment shifts across scales (Hu et al.,
2021; Bizzoni et al., 2023d).8

For all sentiment features, which are derived
from valence scores, we first annotated all novels
at the sentence level for sentiment valence (where
1 represents the positive and -1 the negative po-
larity) using the Syuzhet package (Jockers, 2015).
This tool was developed explicitly for literary lan-
guage, and has shown the best performance for
English in the literary domain, also compared to
transformer-based models (Bizzoni et al., 2023a).
We then calculated the standard deviation, ApEn,
and Hurst exponent of sentiment arcs for all 9,000
Chicago Corpus novels, as well as stories of the
Natural Stories dataset – taking these features to
represent the variance, as well as the local and
global predictability – in other words, complexity
– of novels’ sentiment profile.

In the following first part of this study, we jux-
tapose stylistic/syntactic and these sentiment fea-
tures of complexity across all novels, gauging the
correlation between them. We then assess the link
between stylistic/syntactic and sentiment levels by
trying to predict individual sentiment variables us-
ing all the stylistic/syntactic features. This is done
on the whole set of over 9,000 novels, making it
the largest-scale experiment in this study, as well
as the most comprehensive diachronically (end of
19th – 20th century).

8See, recently, Bizzoni et al. (2024b) for the details on the
computation of these sentiment measures.
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Figure 3: The correlation (Spearman’s ρ) between stylistic/syntactic features and sentiment features. See
table 10 in Appendix D for details on the computation of these features and for the label explanations.

3.3 Reading time & Difficulty rank
Features such as readability formulae are es-
tablished indicators of textual complexity, but
sentiment-based features are less studied and their
impact on reading time remains unclear. Therefore
we relate these features to perceived complexity,
taking both reading time and text difficulty rank
as proxies of perceived complexity associated with
increased cognitive load for the reader.

To assess the relationship between the analyzed
features and reader processing time, we first evalu-
ate how well these features correlate with reaction
times (RTs) from the Natural Stories corpus. This
initial step provides indicators of how these fea-
tures may influence cognitive processing and per-
ceived text complexity.

As a second check, we address the absence of
RTs for the novels in the Chicago Corpus by using
a scoring list of 200 novels (Dalvean and Enkhba-
yar, 2018a).9 This list assigns a difficulty rank
to 26 Chicago Corpus novels, which serves as a
proxy for perceived difficulty. By predicting dif-
ficulty rank with our feature sets, we aim to fur-
ther assess the role of sentiment features in the
perceived difficulty of literary texts.

4 Results & Discussion

4.1 Part I: Relations between
stylistic/syntactic & sentiment features

In part I of this study, we examined feature re-
lations in the novels. We observe a strong cor-
relation between sentiment-level features and a
subset of stylistic/syntactic features, as shown
in Fig. 3. Notably, readability formulas, word
and sentence length, dependency length, lexical
richness (‘MSTTR’), indicators of heavy nomi-
nal style (e.g., frequency of ”of” and nominal

9The list is available in Appendix 2 of Dalvean and
Enkhbayar (2018b), and in the repository of our paper.

verb ratio), and LLM perplexity – all features
commonly associated with harder-to-process and
information-rich text – show a particularly strong
correlation with sentiment standard deviation. Ap-
proximate entropy also displays a similar pattern
of correlation with these features, while it ap-
pears less correlated with LLM-based perplexity.
Additionally, the Hurst exponent, which captures
global uncertainty, shows a relationship with these
complexity metrics – not least do the sentiment
features exhibit correlations internally (.19 < ρ >
.64).

Most correlations across sentiment features
align in the same direction; for instance, lower
Flesch Ease readability (indicating lesser readabil-
ity) correlates with higher sentiment arc entropy
(ApEn) (ρ = −.35), higher sentiment standard
deviation (ρ = −.69), and a tendentially higher
Hurst exponent (ρ = −.13). For a more compre-
hensive view of correlation co-directionality, see
the visualizations in Appendix A, Fig. 7.

Note that all sentiment features show a cor-
relation with sentence length, which may partly
explain their relationship with sentence-length-
dependent metrics, such as readability indices (R
Flesch Ease and R Dale-Chall). However, senti-
ment features are also clearly related to features
that bear no relation to sentence length, such as
the frequency of the use of “of”, indicating a more
nominal (viz. information dense) writing style
(Wu et al., 2024), or average and SD of the de-
pendency length.

Given these strong correlations, we employed
a linear regression model to determine whether
stylistic/syntactic complexity features could pre-
dict sentiment-level complexity, particularly sen-
timent standard deviation. Results show that tex-
tual complexity features are indeed predictive of
sentiment complexity (Table 1), with sentiment
standard deviation exhibiting the strongest predic-
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Feature F-stat R2 adj. R2

Sentiment SD 1803.0 0.787 0.786
ApEn 364.2 0.427 0.426
Hurst 123.1 0.201 0.2

Table 1: Linear regression of sentiment features
based on stylistic/syntactic features. Here for all,
p < 0.01.

Figure 4: Linear fit between the predicted and ac-
tual sentiment SD based on the stylistic/syntactic
complexity features.

tive relationship (Fig. 4). Interestingly, this rela-
tionship is bidirectional: sentiment features also
demonstrate predictive power for stylistic and syn-
tactic complexity features, with sentence length,
readability formulae, dependency length (avg. &
SD) and features like the frequency of “of”, indi-
cating nominal style, displaying the strongest pre-
dictive relationships. See a few selected features
in Table 2, and a full table in Appendix A, Ta-
ble 5. This finding underscores a tightly coupled
relationship between stylistic/syntactic complex-
ity and sentimental variability, reinforcing hypoth-
esis H1b: higher stylistic and syntactic complex-
ity is associated with increased complexity at the
sentiment level. This suggests that stylistic and af-
fective dimensions in literary texts are interdepen-
dent, potentially amplifying each other’s complex-
ity in ways that may shape readers’ engagement.

4.2 Part II: Relation of features to proxies of
perceived complexity

In part II of this study, to examine the relation-
ship between features and perceived complexity,
we conducted two experiments. The first used RTs
(reading times) from the Natural Stories corpus,

Feature F-stat R2 adj. R2

Flesch Ease Readability 2717.0 0.481 0.481
Dependency Length 4166.0 0.587 0.587
Nominal Ratio 1117.0 0.276 0.275

Table 2: Linear regression based on sentiment
features to predict a stylistic/syntactic feature.
Here, all p < 0.01.

compared to the same features as before,10 com-
puted across the dataset’s ten stories. The second
experiment involved analyzing the difficulty rank
of 26 novels from the Chicago Corpus. In both
cases, we aimed to predict reading time and diffi-
culty rank by exploring correlations between the
features and these variables. We employed lin-
ear regression based on stylistic/syntactic and sen-
timent feature sets, using each set separately and
then jointly.

Given the relatively small sample sizes in both
experiments (10 and 26 data points, respectively),
we aimed to strengthen our findings by reducing
collinearity in the feature set. To achieve this, we
first applied PCA to the entire Chicago Corpus
to capture the covariance structure and scaling of
variables in a larger, more representative dataset.
We then applied this PCA model to reduce dimen-
sionality in our smaller dataset, minimizing the
risk of overfitting to limited data. Details on this
sanity check using PCA for collinearity reduction
are presented in Appendix C: for difficulty rank in
table 8 and for reading times in table 9.

4.2.1 Reading time
In relating features to reading times, we find that
only some stylistic/syntactic and sentiment fea-
tures exhibit linear correlations with reading time
of the stories. These include lexical richness
(‘MSTTR’), word entropy, and nominal ratio.

This scarcity of correlation might be due to in-
sufficient datapoints. In a setting with augmented
datapoints, the mentioned features remain signifi-
cantly correlated, while we also see the p-value of
sentiment SD and compressibility rising above the
significance threshold (.05). For the augmented
data setting, see Appendix B, Fig. 9. We show the
correlation of the original data for lexical richness,
nominal ratio and sentiment SD in Fig. 5.

10We excluded perplexity, as we could not ensure that
publicly available stories were excluded from model train-
ing data. For the Chicago Corpus, perplexity derives from a
self-trained model controlling for overlap (Wu et al., 2024).
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Figure 5: Correlation of selected features with RT, with Spearman’s ρ at the top of plots. Note that for
sentiment SD, p > .05.

Moreover, correlations between features and
RTs tend to be nonlinear, as some features, like
readability formulae seem to show clustering both
in the original and augmented data setting (see
Appendix B, Figs. 8 and 9), but no linear cor-
relation. Fig. 5 shows the correlation of RT and
selected features. Note that while the correlation
has p > .05, a tendential association of sent SD
and RT can be observed. A larger corpus of an-
notated fiction is required to robustly confirm this
tendency.

Features F-stat R2 adj. R2 p-val

Styl/Synt 15.38 0.902 0.844 < 0.01
Sentiment 2.01 0.547 0.275 0.231
All 28.76 0.945 0.912 < 0.01

Styl/Synt Bigram entropy, Nominal ratio, TTR Noun
Sentiment All sentiment features used
All Nominal ratio, Frequency “of”, Sent SD

Table 3: Linear regression predicting RTs of
the Natural Stories using two feature sets, the
three sentiment features, the three selected stylis-
tic/syntactic features, and three selected features
among all features. Below, the selected features in
each category using RFE.

As the sample was too scarce, linear regres-
sion could not be carried out using the full feature
set. Instead, we used Recursive Feature Elimina-
tion (RFE) to determine 3 features in the stylis-
tic/syntactic category, and 3 out of all features.11

We thus stay at the number of features correspond-
ing to our number of sentiment features. Results
of using linear regression to predict RT are shown
in table 3. Notably, RFE leads to selecting sen-
timent SD as one of the overall top 3 significant
features. Considering the scarce data, we con-
sider this a means of comparing feature categories

11RFE was performed using sklearn: https://
scikit-learn.org/dev/modules/generated/
sklearn.feature_selection.RFE.html

rather than an accurate model, i.e., for predicting
RTs on unseen samples.

4.2.2 Difficulty rank
Using the 26 books in Chicago that had an as-
signed score in the difficulty ranking list, we
sought to use different feature categories to pre-
dict the score of the novel. Results are shown
in table 4. Note that visualizations of the pre-
dicted/actual values in Fig. 6 reflect an appar-
ent improvement in our models’ predictive power
when adding sentiment features to it. As in the
reading time experiment, we do not claim any pre-
dictive power of this model but observe the effect
of adding sentiment features for gauging difficulty
rank.

Features F-stat R2 adj. R2 p-val

Styl/Synt 3.234 0.873 0.603 0.048
Sentiment 2.469 0.252 0.150 0.089
All 3.413 0.932 0.659 0.089

Table 4: Linear regression predicting difficulty
rank using two feature sets, and all features.

Note that the p-value tends to be high when
using all features, probably due to the limited
amount of datapoints (table 4). However, pre-
dicted and actual difficulty rank in the sentiment-
based model still exhibit a relation (Fig. 7(b)) and
the model seems to improve when sentiment fea-
tures are added (Fig. 7(c)). As in the previous ex-
periment with RT, we also selected features with
RFE (see Appendix B, table 7). Here, the fea-
tures: frequency “of”, nominal ratio, word en-
tropy, and perplexity appeared to be the most im-
portant, without sentiment features showing up
among the 3 selected features.

5 Conclusion

Our results pertaining to our first question (RQ1)
support H1a. Rather than a balance between dif-
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(a) Predicted/actual difficulty rank using
stylistic/syntactic features.

(b) Predicted/actual difficulty rank using
sentiment features.

(c) Predicted/actual difficulty rank using
all features.

Figure 6: Comparison of the predicted vs actual difficulty rankings using different feature sets.

ferent aspects of language, we find that, at least
over the whole Chicago Corpus, complexity at the
stylistic and syntactic level tends to correspond to
complexity at the sentimental level.

Regarding our second question (RQ2), our find-
ings support H2a: it seems that both the stylis-
tic/syntactic and the sentimental complexity im-
pact the cognitive load of the readers, not only
when measuring whole novels but even within
much shorter stories. We should thus assume that
the novels that push both levels to higher com-
plexity are indeed asking more from the read-
ers, and are providing a more challenging expe-
rience. It’s not obvious that features like overall
variance in sentiment (sentiment SD) and the lo-
cal and global linear dynamics of the sentiment
arc (ApEn, Hurst) would relate to perceived com-
plexity, making this finding particularly intriguing.

The question then remains as to why these two
levels of complexity are tendentially intensified to-
gether, rather than showing a trade-off. In other
words, why do works that offer a wider sentimen-
tal palette or a less predictable story arc also have,
in general, a higher noun-to-verb ratio and a wider
vocabulary?

Such literature – complex on multiple levels –
may offer higher-quality reading experiences by
amplifying both emotional and stylistic profiles.
In this way, our findings suggest that literature
may function as a “supernatural stimulus”, where
every element is intensified simultaneously – a
phenomenon that, while possibly engaging in fic-
tion, would be counterproductive in nonfiction or
more didactic texts, where clarity and ease are of-
ten prioritized. This distinction potentially sets
literary texts apart from other domains, though
future studies should more rigorously test differ-
ences between literary and nonliterary texts with

regard to multidimensional complexity.
The possibility of a trade-off between these di-

mensions of language is not off the table: it might
occur within specific groups of texts with varying
degrees of difficulty; and it is also possible that
specific works of literature strike a balance differ-
ently, depending on their intended audience and
the author’s specific style. But in general, our find-
ings suggest that rather than being independent di-
mensions, style and “content” – taking sentiment
here as a semantic element – might have a strong
relation in literary texts. The style of the texts
might have to align with its semantics, at least
at the sentimental level. In this sense, the rele-
vance of linguistic traits associated with the “nom-
inal style” is particularly intriguing. Degaetano-
Ortlieb and Teich (2022) has shown that this style
is developed and applied in scientific and tech-
nical language to convey semantic information
more efficiently while requiring a higher degree
of concentration and preparation from the reader.
This “optimal” strategy of linguistic communica-
tion might not be limited to technical prose but be
exploited, despite their completely different aims,
by literary works as well. In other words, it is pos-
sible that some aspects of complexity at the stylis-
tic level are necessary for most works of art to con-
vey the complexity of the sentimental level in a
manner that is most effective to the creation of a
powerful reading experience.

In the future, we intend to explore the relation-
ship between these levels of complexity in liter-
ary language further, better formalizing the rela-
tion and role of each of the selected components.
We would also examine the relationship between
the perceived complexity or difficulty of a text and
these features in an experiment setting.
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42–51, Tórshavn, Faroe Islands. University of Tartu
Library.

Yuri Bizzoni, Pascale Moreira, Mads Rosendahl Thom-
sen, and Kristoffer Nielbo. 2023c. Sentimental mat-
ters - predicting literary quality by sentiment anal-
ysis and stylometric features. In Proceedings of
the 13th Workshop on Computational Approaches

to Subjectivity, Sentiment, & Social Media Analy-
sis, pages 11–18, Toronto, Canada. Association for
Computational Linguistics.

Yuri Bizzoni, Pascale Feldkamp Moreira, Ida Marie S.
Lassen, Mads Rosendahl Thomsen, and Kristoffer
Nielbo. 2024c. A matter of perspective: Build-
ing a multi-perspective annotated dataset for the
study of literary quality. In Proceedings of the
2024 Joint International Conference on Computa-
tional Linguistics, Language Resources and Evalua-
tion (LREC-COLING 2024), pages 789–800, Torino,
Italia. ELRA and ICCL.

Yuri Bizzoni, Pascale Feldkamp Moreira,
Mads Rosendahl Thomsen, and Kristoffer L.
Nielbo. 2023d. The fractality of sentiment arcs
for literary quality assessment: the case of nobel
laureates. Journal of Data Mining & Digital
Humanities, NLP4DH.

Yuri Bizzoni, Telma Peura, Kristoffer Nielbo, and
Mads Thomsen. 2022. Fractality of sentiment arcs
for literary quality assessment: The case of nobel
laureates. In Proceedings of the 2nd International
Workshop on Natural Language Processing for Dig-
ital Humanities, pages 31–41, Taipei, Taiwan. Asso-
ciation for Computational Linguistics.

Yuri Bizzoni, Telma Peura, Mads Rosendahl Thomsen,
and Kristoffer Nielbo. 2021. Sentiment dynamics of
success: Fractal scaling of story arcs predicts reader
preferences. In Proceedings of the Workshop on
Natural Language Processing for Digital Humani-
ties, pages 1–6, NIT Silchar, India. NLP Association
of India (NLPAI).

Lloyd R. Bostian. 1983. How active, passive and nomi-
nal styles affect readability of science writing. Jour-
nalism quarterly, 60(4):635–670.

Judith Brottrager, Annina Stahl, Arda Arslan, Ulrik
Brandes, and Thomas Weitin. 2022. Modeling and
predicting literary reception. Journal of Computa-
tional Literary Studies, 1(1):1–27.

Marc Brysbaert. 2019. How many words do we read
per minute? A review and meta-analysis of reading
rate. Journal of Memory and Language, 109. Place:
Netherlands Publisher: Elsevier Science.

Davida H. Charney and Jack R. Rayman. 1989.
The Role of Writing Quality in Effective Student
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A Relation between features

We attach the visualization of some correlations of
stylistic/syntactic features with all three sentiment
features (Fig. 7).

Additionally, the results of the extended lin-
ear regression are presented in table 5, where we
sought to predict each stylistic/syntactic feature
individually by sentiment features.

Styl/synt. feature F-stat R2 adj. R2

Sentence length 6862.0 0.7 0.7
Dependency SD 4295.0 0.594 0.594
Dependency Length 4166.0 0.587 0.587
Flesch Ease Readab. 2717.0 0.481 0.481
Dale-Chall Readab. 2655.0 0.475 0.475
“Of” Frequency 1651.0 0.36 0.36
Word length 1326.0 0.311 0.311
Nominal Verb Ratio 0.612 0.276 0.275
MSTTR 754.5 0.204 0.204
TTR Noun 494.0 0.144 0.144
TTR Verb 442.2 0.131 0.131
“That” Frequency 249.0 0.078 0.078
Bigram Entropy 225.9 0.071 0.071
Compressibility 166.0 0.054 0.053
Perplexity 147.3 0.048 0.047
Function words 146.0 0.047 0.047
Word Entropy 35.65 0.012 0.012

Table 5: Linear regression based on sentiment
features to predict a stylistic/syntactic feature.
The table is ordered by decreasing R2. Here for
all, p < 0.01.

B Reading time & difficulty rank

Here we present the full results of our analysis on
the relationship between features and both reading
times (RTs) and difficulty rank.

For the reading time (RT) experiment, addi-
tional correlation coefficients, including stylistic
and syntactic feature levels, with RTs from the
Natural Stories corpus are provided and visualized
in Fig. 8. To increase data points, we further split
the stories with a 90% overlap between segments,
effectively duplicating the data points. This ap-
proach retains as much of the global structure of
the stories as possible – a crucial factor for fea-
tures like the Hurst exponent, which is sensitive to
structural changes. A visualization of these corre-
lations is shown in Fig. 9.

For relating features to difficulty rank (DR),
we took the overlap of titles between the list of
novels in Dalvean and Enkhbayar (2018a) and the
Chicago Corpus. These are listed in table 6.

Author Title DR

Aldous Huxley Brave New World 2.45
Isaac Asimov Second Foundation 2.12
Ayn Rand Atlas Shrugged 1.56
Djuna Barnes Nightwood 1.47
Thomas Pynchon Gravity’s Rainbow 1.15
George Orwell Nineteen Eighty-Four 0.99
Evelyn Waugh The Loved One 0.94
Philip K. Dick Do Androids Dream of Electric Sheep? 0.86
Edith Wharton The Age of Innocence 0.79
James Joyce Ulysses 0.76
Henry James The Portrait of a Lady 0.70
Annie Proulx The Shipping News 0.64
F. Scott Fitzgerald The Great Gatsby 0.62
Toni Morrison Tar Baby 0.52
Saul Bellow The Adventures of Augie March 0.43
E.L. Doctorow Ragtime 0.39
John Grisham The Runaway Jury 0.32
William Golding Lord of the Flies 0.14
Sylvia Plath The Bell Jar 0.09
Alice McDermott Charming Billy -0.05
Eleanor H. Porter Pollyanna -0.18
Raymond Chandler The Big Sleep -0.19
Kate Douglas Wiggin Rebecca of Sunnybrook Farm -0.43
Ernest Hemingway The Old Man and the Sea -0.51
William Faulkner As I Lay Dying -0.60
P.L. Travers Mary Poppins -1.03

Table 6: difficulty rank (DR)(not normalized) of
26 novels in the Chicago Corpus. difficulty rank
descending.

As in the RT experiment, we carried out lin-
ear regression with Recursive Feature Elimination
(RFE) for predicting DR, these results are pre-
sented in table 7.

Features F-stat R2 adj. R2 p-val

Styl/Synt 8.908 0.548 0.487 < 0.01
Sentiment 2.469 0.252 0.150 0.09
All 7.955 0.52 0.455 < 0.01

Styl/Synt Freq “of”, Perplexity, Word Entropy
Sentiment All sentiment features used
All Freq “of”, Nominal Ratio, Word Entropy

Table 7: Linear model predicting difficulty rank
of novels using two feature sets, the three sen-
timent features, three selected stylistic/syntactic
features, and three selected features among all fea-
tures. Below, the selected features in each cate-
gory using RFE.

C Collinearity reduction

To avoid overfitting our feature selection method
to the small datasets in the regression models
above, we fitted a PCA on the Chicago Corpus
and projected features in the smaller regression
datasets to its first 3 principal components. PCA
also helps us avoid the curse of collinearity in re-
gression models, therefore the reported statistics
might be more representative of the features’ true
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predictive strength. For reading times, results are
in table 8; for difficulty rank in table 9.

Features F-stat R2 adj. R2 p-val

Styl/Synt 13.0 0.629 0.581 < 0.01
Sentiment 6.050 0.441 0.368 < 0.01
All 12.74 0.624 0.575 < 0.01

Table 8: Linear model predicting difficulty rank
of novels using feature sets reduced for collinear-
ity by fitting it to the Chicago Corpus PCA (3
components).

Features F-stat R2 adj. R2 Prob. F-stat

Styl/Synt 84.56 0.977 0.965 < 0.01
Sentiment 18.81 0.904 0.856 < 0.01
All 78.24 0.975 0.963 < 0.01

Table 9: Linear model predicting reading time of
stories using feature sets reduced for collinearity
by fitting it to the Chicago Corpus PCA (3 com-
ponents).

D Features

The full set of features with corresponding labels
is indexed in table 10.
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(a) Correlation between Sentiment SD and stylistic/syntactic features.

(b) Correlation between ApEn and a few stylistic/syntactic features.

(c) Correlation between Hurst exponent and a few stylistic/syntactic features.

Figure 7: Correlation between sentiment complexity features and a few stylistic or syntactic complex-
ity features. Note Spearman’s ρ at the top of plots.
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(a) Correlation between RT and sentiment features.

(b) Correlation between RT and stylistic/syntactic features.

(c) Correlation between RT and stylistic/syntactic features.

(d) Correlation between RT and stylistic/syntactic features.

Figure 8: Full visualization of the correlation of features and RTs (10 stories).
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(a) Correlation between RT and sentiment features.

(b) Correlation between RT and stylistic/syntactic features.

(c) Correlation between RT and stylistic/syntactic features.

(d) Correlation between RT and stylistic/syntactic features.

Figure 9: Correlation features and RT, augmented datapoints. We split stories in two with a 90%
overlap. This duplication of datapoints serve to show that the scarcity of correlations between features
and RT may be due to a low number of datapoints (10 stories).
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Feature Description Type Reference

Type-Token
Ratio
(MSTTR-100), TTR
Noun, TTR Verb

Measures lexical diversity by comparing the variety of words (types) to
the total number of words (tokens), indicating a text’s vocabulary com-
plexity and inner diversity. A high TTR represents a richer prose: a higher
diversity of elements and a lower lexical redundancy (Torruella and Cap-
sada, 2013). TTR of nouns or of verbs quantifies the diversity within these
Parts-of-Speech categories.a

Stylistic Forsyth (2000)*, Kao and Jurafsky
(2012)*, Algee-Hewitt et al. (2016),
Maharjan et al. (2017), Koolen et al.
(2020), Brottrager et al. (2022), Ja-
cobs and Kinder (2022), Bizzoni et al.
(2023c)

Readability
(R Flesch Ease, R
Dale Chall)

Estimate reading difficulty based variously on sentence length, syllable
count, and word length/difficulty. Assessed using five different classic
formulae that remain widely used (Stajner et al., 2012).b

Stylistic Martin (1996), Garthwaite (2014), Ma-
harjan et al. (2017), Febres and Jaffe
(2017), Zedelius et al. (2019)*, Berger
et al. (2021)*, Brottrager et al. (2022),
Bizzoni et al. (2023b)

Compressibility Measures the extent to which the text can be compressed, serving as an in-
direct indicator of redundancy and lexical variety (Ehret and Szmrecsanyi,
2016).c

Stylistic van Cranenburgh and Bod (2017),
Koolen et al. (2020), Bizzoni et al.
(2023c)

Word and bigram
entropy

Measures the unpredictability in word choices and combinations, with
higher entropy indicating greater variety and stylistic complexity.

Stylistic Algee-Hewitt et al. (2016)

Normalized De-
pendency Distance,
mean & SD
(NDD Mean, NDD
STD)

Quantifies the mean and SD in dependency length, following the proce-
dure proposed in Lei and Jockers (2020) .

Stylistic/
Syntactic

Lei and Jockers (2020)

Nominal verb ratio Quantifies the proportion of nouns and adverbs (over verbs) in the text, re-
flecting the nominal tendency in style, which is often associated with com-
plex linguistic structures, denser communicative code, expert-to-expert
communication (McIntosh, 1975; Bostian, 1983).

Stylistic/
Syntactic

Charney and Rayman (1989)*, Crossley
et al. (2014)*, Wu et al. (2024)

“Of”/“that”
frequencies

Frequency of these function words have been seen to indicate, in the case
of “of”, a more nominal prose, and in the case of “that”, a more declarative
and verb-centered prose.

Stylistic/
Syntactic

Wu et al. (2024)

Function words Frequency of function words (normalized for text length), suggesting a
more information-rich prose when lower.

Stylistic/
Syntactic

Bizzoni et al. (2024a)

Perplexity Represents the predictability of the prose through a self-trained large lan-
guage models (GPT), as outlined in Wu et al. (2024).d Higher values
indicate greater complexity or unpredictability.

Hybrid Sheetz (2018), Wu et al. (2024), Wu
et al. (2024)

Sentiment SD
(SD Sent)

Represents the average variability in sentiment, indicating the range of
sentiment within the narrative.e

Narrative/
Sentiment

Berger et al. (2021)*, Bizzoni et al.
(2023c)

Hurst
exponent

Quantifies the long-term auto-correlation of the sentiment arc,e with
higher values suggesting a more complex, self-similar structure across
different scales.f

Narrative/
Sentiment

Mohseni et al. (2021), Bizzoni et al.
(2021), Bizzoni et al. (2023d)

Approximate en-
tropy
(APEN)

Assesses the predictability of sequences of the sentiment arc,e with lower
values indicating greater regularity or simplicity.f

Narrative/
Sentiment

Hu et al. (2020), Mohseni et al. (2022),
Bizzoni et al. (2023c)

Table 10: Used features related to stylistic and sentiment complexity. “References” refer to studies
that have used the complexity feature showing some relation between it and reader appreciation. *
Denotes studies in domains other than established prose fiction (e.g., online stories, movies).
a We used a common method insensitive to text length: the Mean Segmental Type-Token Ratio (MSTTR). MSTTR-100 repre-
sents the overall average of the local averages of 100-word segments of each text.
b Flesch Reading Ease and New Dale–Chall Readability Formula.
c We calculated the compression ratio (original bit-size/compressed bit-size) for the first 1500 sentences of each text using
bzip2, a standard file-compressor.
d All perplexity calculations were via gpt2 models, done on the byte pair encoding tokenization used in the series of gpt2
models. To get the mean perplexity per novel, we used a sliding window due to maximum input length. For details on the
computation, see Wu et al. (2024).
e All sentiment analysis was performed using the Syuzhet implementation on a sentence-basis (compound score).
f For details on the measure, please refer to Bizzoni et al. (2023d).
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