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Abstract

The integration of large language models
(LLMs) into mental health applications of-
fers promising opportunities for positive so-
cial impact. However, it also presents critical
risks. While previous studies have often ad-
dressed these challenges and risks individually,
a broader and multi-dimensional approach is
still lacking. In this paper, we introduce a tax-
onomy of the main challenges related to the
use of LLMs for mental health and propose
a structured, comprehensive research agenda
to mitigate them. We emphasize the need for
explainable, emotionally aware, culturally sen-
sitive, and clinically aligned systems, supported
by continuous monitoring and human oversight.
By placing our work within the broader context
of natural language processing (NLP) for posi-
tive impact, this research contributes to ongoing
efforts to ensure that technological advances in
NLP responsibly serve vulnerable populations,
fostering a future where mental health solutions
improve rather than endanger well-being.

1 Introduction

Mental health is essential for a healthy life. How-
ever, mental health disorders are a growing global
crisis. According to the World Health Organiza-
tion Mental Health Report!, it was estimated in
2019 that 970 million people worldwide suffered
from a mental health disorder, which corresponds
to a prevalence of 13 %. Despite the increasing
need for mental health support, access remains lim-
ited. Over 75 % of people in low-income countries
lack adequate services, and even in high-income
ones like the United States, barriers such as cost, a
lack of professionals, and social stigma still remain
(Coombs et al., 2021).

In this context, large language models (LLMs)
offer a new way to help reduce the existing gaps,
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Figure 1: Overview of LLM-related risks in mental
health applications as per the proposed taxonomy.

not by replacing traditional professional support,
but by providing an additional option. Even though
there are chatbots created specifically for mental
health, it is now very common for people to use
general-purpose LLMs as informal advisors for all
sorts of questions, including mental health ones.
However, using these technologies also raises eth-
ical and safety questions that need to be carefully
considered.

Building on previous taxonomies in mental
health, such as those proposed by Hua et al. (2024)
and Guo et al. (2024), we note that these stud-
ies address several important risks and challenges,
but their scope remains rather limited. In contrast,
our approach introduces a multi-dimensional tax-
onomy that considers the full spectrum of risks.
This taxonomy is both comprehensive and well-
structured, supported by a visual schema (Figure 1)
and a clearly organized framework. Specifically,
it consists of four dimensions: (1) data-related
risks; (2) model-level concerns; (3) user-facing
risks; and (4) contextual elements. Building on
this taxonomy, we propose a forward-looking re-
search agenda to guide the safe use of LLMs for
mental health. We emphasize that LLMs should
augment, not replace, clinical judgment, and that
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these systems must be designed for continuous hu-
man oversight. Together, these elements guide the
safe and responsible deployment of LLMs in men-
tal health applications, setting our work apart from
existing surveys.

2 Risk Taxonomy

This section presents a taxonomy of risks that is
both application-agnostic and transversal, orga-
nized according to the life cycle of LLM devel-
opment and deployment: data, model, user, and
context.

2.1 Data-related Risks
2.1.1 Data Privacy Breaches

Training Data Privacy concerns are particu-
larly acute in the domain of integration of LLMs
into mental health applications, where both train-
ing and user data often involve highly personal
and emotionally sensitive information. Despite
anonymization efforts, LLMs can infer personal
information from training data. Nyffenegger et al.
(2023) showed that minimal contextual clues in
anonymized datasets can enable re-identification
when provided with enough contextual information.
Additionally, LLMs tend to memorize training con-
tent, particularly as model size increases: larger
models have been found to be more prone to data
leakage and vulnerable to inference attacks due to
their high memorization capacity and instruction-
following ability (Li et al., 2024b). In the case of
mental health, if the LLMs have been fine-tuned
with specific mental health-related data, the im-
pact of a data privacy breach could be particularly
severe. Since mental health data is often highly
personal and regulated under strict privacy laws
(e.g., HIPAA in the U.S. or GDPR in Europe), such
breaches could also result in legal liabilities for
organizations deploying these models.

User Data Even though users often assume their
conversations with chatbots are ephemeral and
overlook the possibility of long-term storage (Gu-
musel et al., 2024), user inputs may be retained and
analyzed in non-transparent ways. Furthermore,
storing user data increases the risk of linkability,
where seemingly trivial information may be cross-
referenced to reveal sensitive details. A privacy
breach might expose sensitive user information,
such as disclosed symptoms. This could lead to
serious ethical, legal, and personal consequences,
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including stigma, discrimination, or emotional dis-
tress for affected individuals.

Privacy Extraction LLMs are also susceptible
to attacks that aim to extract private data by means
of both membership (Galli et al., 2024) — i.e., de-
termining whether someone’s data was used in
training — and attribute (Sabour et al., 2024) — i.e.,
predicting hidden user traits based on output be-
havior — inference attacks. In the case of LLMs
used for mental health, model inversion techniques
have been used to reconstruct training input or in-
fer psychiatric conditions (Li et al., 2024b), with
potentially devastating consequences for the users.

2.1.2 Outdated Information

As LLMs rely on static training data, they could
provide outdated clinical guidance. Recent re-
search has found that over 20 % of responses
from leading models included outdated content
(Mousavi et al., 2024). Due to their large size
and complex training, continually training LLMs is
challenging and existing knowledge-editing meth-
ods have limited effectiveness.

This risk is compounded by hallucinations — con-
fident but fabricated outputs that may fill knowl-
edge gaps. Such hallucinations are particularly dan-
gerous in mental health, where plausible-sounding
misinformation can lead to misdiagnosis or inap-
propriate recommendations (Chung et al., 2023).

2.2 Model-related Risks
2.2.1 Adversarial Attacks

Training-time Attacks LLMs are vulnerable to
data poisoning, where malicious inputs are injected
into training datasets to manipulate model behavior.
In mental health contexts, even minimal poison-
ing (e.g., 0.001 % of The Pile) can lead to mis-
information without degrading benchmark perfor-
mance (Alber et al., 2025; Gao et al., 2020). Ad-
ditional techniques, such as instruction-level back-
doors (Shu et al., 2023) and targeted model editing
(Grimes et al., 2024), allow attackers to embed un-
safe behaviors triggered by specific prompts. Das
et al. (2024) showed that fine-tuning BioGPT on
biased clinical data resulted in flawed treatment ad-
vice. Furthermore, alignment-stage attacks can bias
outputs via corrupted preference data, and small-
scale manipulation during reinforcement learning
from human feedback (RLHF) has been shown to
degrade safety and reliability (Fu et al., 2024).



Inference-time Attacks Adversarial prompts
can override alignment safeguards at inference
time, causing even well-aligned LLMs to generate
unsafe or policy-violating outputs. These vulnera-
bilities can be further exploited through multi-turn
interactions, which gradually erode the model’s
safety constraints (Zou et al., 2023). In this context,
behavioral manipulation can also be used to sub-
tly extract sensitive information or influence user
decisions. A particularly severe form of inference-
time attack is jailbreaking, where attackers craft
inputs that bypass ethical and safety filters entirely.
Recent approaches using gradient-based optimiza-
tion have significantly improved the effectiveness
of jailbreaks while maintaining overall model func-
tionality, which poses a serious risk when LLMs
are used in mental health scenarios for therapeutic
purposes (Zhou et al., 2024).

2.2.2 Bias and Discrimination

LLMs can reinforce mental health disparities
through biases related to gender, race, socioeco-
nomic status, and culture. These types of biases
have been uncovered in medical outputs by means
of adversarial datasets in frameworks, such as Eq-
uityMedQA (Pfohl et al., 2024). Furthermore,
model predictions have been found to vary by de-
mographic background, with the best-performing
LLMs still being outperformed by domain-specific
models like MentalRoBERTa (Wang et al., 2024b).
In this case, fairness-aware prompting improved
both equity and accuracy.

Cultural bias is also prevalent and relevant in
mental health scenarios. In fact, Western-trained
models often misinterpret culturally grounded as-
sociations (Li et al., 2024a), which underscores the
need for culturally adaptive training and data.

2.2.3 Response Inconsistency

LLMs frequently produce inconsistent outputs due
to their sensitivity to prompt structure, language,
and contextual variation. Ghazarian et al. (2024)
found that models like GPT-3.5, Claude, and Mix-
tral vary significantly in their responses to struc-
turally similar prompts. They also exhibit position
bias in multiple-choice formats and verbosity bias,
favoring overly elaborate responses. Multilingual
inconsistencies are also common: identical men-
tal health queries, even in high-resource languages
such as English, German, Turkish, and Chinese,
have been found to yield conflicting recommenda-
tions, reflecting training imbalances and cultural
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variation in medical knowledge (Schlicht et al.,
2025). Low-resource languages, such as Hindi,
Albanian, Irish, and Valencian, typically present
such inconsistencies even to a higher degree. No-
tably, LLMs can contradict themselves in repeated
crisis-related questions within the same session,
even when they are clinically aligned (Park et al.,
2024). These failures undermine consistency in
safety-critical interactions.

2.2.4 Opacity

LLMs operate as black-box systems, limiting trans-
parency in how outputs are generated. In mental
health settings, this opacity undermines trust and
makes it difficult for clinicians or users to evaluate
the rationale behind model responses.

Even when LLMs generate explanations for their
outputs, they often misrepresent their internal rea-
soning. In this context, it is important to differenti-
ate between interpretability, i.e., how models work,
from explainability, i.e., how decisions are com-
municated (Gilpin et al., 2018; Burkart and Huber,
2021). Worryingly, models fine-tuned for mental
health applications have been reported to produce
hallucinated explanations that appear coherent but
are inaccurate (Ji et al., 2023).

Regulatory frameworks such as the EU AI Act re-
quire explainability in automated decision-making
(Chung et al., 2023), but most LL.M-based mental
health tools lack standardized methods to generate
clinically meaningful justifications.

2.2.5 Lack of Veracity and Misinformation

Fluency is frequently conflated with factuality in
LLMs, which generate credible answers that may
not align with clinical evidence. In fact, LLMs
have been found to provide accurate general infor-
mation, yet they frequently fail to deliver contex-
tualized, evidence-based psychiatric guidance (Ma
et al., 2024). Hallucinated responses, especially
when presented in a confident tone, can danger-
ously mislead users (Obradovich et al., 2024).
LLMs trained on public data may amplify
false mental health narratives, reinforcing stigma
(Nguyen et al., 2024) and failing to distinguish be-
tween validated and pseudo-scientific treatments.

2.3 User-related Risks
2.3.1 Lack of Emotional Intelligence

LLMs primarily depend on pattern recognition
rather than true emotional processing (Chen et al.,



2024), a limitation especially problematic in sensi-
tive scenarios, such as mental health. They strug-
gle to recognize and respond to complex emo-
tional cues often misinterpreting mixed or subtle
affective states, reducing empathy and their rele-
vance in mental health contexts (Wang et al., 2023).
Schoene et al. (2024) found that advanced language
models, such as DistilBERT and RoBERTa, clearly
underperform in suicide-related emotion recogni-
tion compared to human experts, specifically in in-
terpreting complex, subtle, or humorous contexts.

Benchmarks, such as EmoBench (Yang et al.,
2024), EQ-Bench (Paech, 2023), and Emotion-
Queen (Chen et al., 2024), assess emotional reason-
ing. However, while advanced models might per-
form well on explicit emotion tasks, they fail with
deeper cues like sarcasm (Sabour et al., 2024) and
lack contextual adaptation to specific emotional
states (Sorin et al., 2024).

2.3.2 Persuasion and Manipulation

LLMs can generate highly persuasive messages,
raising concerns in mental health contexts where
users are frequently in a vulnerable state. Further-
more, it has been shown that LLMs tailor persua-
sive outputs to their users’ psychological profiles,
using rhetorical strategies like emotional appeals
and authority cues (Mieleszczenko-Kowszewicz
et al., 2024), with clear ethical implications.

From a technical perspective, the LLMs persua-
sion capability depends not only on model size
but on their prompt design and fine-tuning (Ro-
giers et al., 2024). Manipulation often occurs sub-
tly, shaping user decisions without overt coercion
(Singh et al., 2024). Such persuasive capabilities re-
quire safeguards to prevent undue influence, partic-
ularly when models interact with distressed users.

2.3.3 Over-reliance

Users and clinicians may overtrust LLMs, treating
their outputs as inherently truthful and reliable. Flu-
ency and confidence in model responses can mis-
lead users into accepting poor advice (Obradovich
et al., 2024), and clinicians with low Al literacy
are especially prone to uncritical acceptance of the
LLMs outputs (Passi and Vorvoreanu, 2022).
Repeated use of chatbots may also lead to emo-
tional dependency and reduced engagement with
human care (Babu and Joseph, 2024). Increased
accessibility and reliance on LLMs can further de-
humanize therapy, while opaque data practices, as
previously noted, may impact user privacy and
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heighten surveillance concerns. Reducing over-
reliance requires a system design that encourages
critical thinking (Favero et al., 2024), human over-
sight, and clear boundaries between Al guidance
and clinical authority.

2.3.4 Poor Crisis Management

While LLMs have the potential for early crisis de-
tection, they remain unreliable for autonomous in-
tervention. Lee et al. (2024) found that GPT-4 can
match clinician-level performance in identifying
suicidal ideation, though accuracy declines with
complex symptom descriptions.

Social media data has proven useful to detect
crisis with 89.3 % accuracy up to 7.2 days before
human recognition (Mansoor and Ansari, 2024),
yet only 2 out of 25 mental health chatbots have
been found to have basic crisis response capabili-
ties (Heston, 2023). Park et al. (2024) introduced
a real-time framework that improved chatbot esca-
lation performance, yet many systems still fail to
consistently provide appropriate referrals. In most
cases, privacy and stigma are valid concerns.

2.4 Contextual Risks
2.4.1 Lack of Standardization

Unlike traditional medical practice, which operates
within well-established frameworks for diagnosis,
treatment, and outcome evaluation, LLLM-based
mental health tools lack standardized guidelines
both for their development and assessment. This
absence of consistent evaluation criteria limits the
ability to assess model safety, effectiveness, and
clinical appropriateness.

At the evaluation level, existing frameworks such
as PsyberGuide (Neary et al., 2021) and FAITA
(Golden and Aboujaoude, 2024) have introduced
structured approaches for assessing digital mental
health tools. However, these frameworks primarily
focus on general usability or content credibility and
do not adequately address technical aspects specific
to LL.Ms, such as factual accuracy, bias detection,
explainability, or clinical validity. As a result, there
is limited capacity to evaluate the specific risks
posed by these systems.

Without standardized guidelines, different mod-
els may generate conflicting advice for the same
condition, creating confusion and undermining
trust. Furthermore, the absence of standardized
safety and ethical guardrails increases the risk of
LLMs producing misleading, overly deterministic,
or even harmful recommendations, especially in



high-stakes scenarios like crisis intervention. The
lack of consistency in model auditing and trans-
parency further exacerbates these risks, making it
difficult for healthcare providers, researchers, and
users to assess the reliability and limitations of dif-
ferent LLLM applications.

3 Research Agenda

Given the previously described risks, we propose
ideas and possible directions for future research
that could improve the safety and effectiveness of
LLMs used in mental health. These suggestions are
based on what authors have proposed in the areas
studied, and are introduced as promising avenues
to explore rather than as solutions to be directly
implemented.

3.1 Data

Data Privacy To strengthen training data in-
tegrity, research should emphasize adaptive filter-
ing mechanisms that detect and exclude personal
data and non-evidence-based content during the
pretraining and fine-tuning stages.

Real-time privacy monitoring is essential. Auto-
mated leak detection systems could monitor model
outputs to prevent inadvertent patient data exposure
(Li et al., 2024b). Additionally, post-training mit-
igation techniques like machine unlearning could
allow models to delete specific interactions without
full retraining. Furthermore, Kafkas (2024) sug-
gest integrating vector databases and graph storage
that can be configured to store only non-sensitive
data without keeping identifiable user data.

Outdated Information A promising solution
to address outdated information is Retrieval-
Augmented Generation (RAG), where LLMs can
retrieve the most up-to-date clinical data from exter-
nal databases rather than being based only on static
training data (Lewis et al., 2020). RAG-augmented
models, applied with psychiatric diagnostic criteria
such as ICD-10-CM, have been found to signifi-
cantly improve accuracy in both medical coding
and mental health recommendations (Boggavarapu
et al., 2024). However, challenges related to ensur-
ing the credibility and integration of the sources
into generated responses still remain.

Although RLHF and human annotation pipelines
contribute to a better alignment with expert knowl-
edge (Casper et al., 2023; Lawrence et al., 2024),
they are still insufficient for removing all residual
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inaccuracies inherited from pretraining. From an ar-
chitectural perspective, hybrid systems combining
LLMs with structured and updated clinical knowl-
edge offer a promising solution (Xu and Wang,
2024). By letting real-time reasoning to external
clinical engines, these systems ensure that mental
health chatbots and Al-driven diagnostic tools are
aligned with latest treatment guidelines, while still
maintaining natural language interaction capabili-
ties.

Another research direction is continuous learn-
ing, where models can automatically evolve with
new medical findings without having to be fully
retrained (Wang et al., 2024a). However, a key
challenge, as highlighted by Mousavi et al. (2024),
is that the new findings learned could override es-
sential prior knowledge or lead to catastrophic for-
getting, lowering the model quality and accuracy.

3.2 Model Development and Training

Adversarial Attacks One of the greatest chal-
lenges in developing mental health LLMs is their
vulnerability to adversarial attacks. Current bench-
marks are unable to detect poisoned models, as
they usually perform well on standard medical NLP
tasks despite having hidden modifications (Alber
et al., 2025). To address this, future training tech-
niques should expose models to poisoning attacks
during training, enabling them to identify and man-
age manipulated data in a better way.

To mitigate prompt injection attacks, models
could be trained using adversarial learning tech-
niques, where they are presented with manipulated
prompts to help models detect and reject them. Ad-
ditionally, integrating dynamic prompt assessments
into model architectures can improve their ability
to prevent real-time adversarial exploitation. Ro-
bust Prompt Optimization (RPO) has shown high
effectiveness as a defense against jailbreak attacks
(Zhou et al., 2024). Through the optimization of
prompt structures and alignment strategies, RPO
significantly reduces the probability of successful
jailbreaks. Furthermore, automated anomaly de-
tection can be integrated to monitor input-output
patterns and identify anomalies that may be indica-
tive of adversarial exploits.

Differential privacy could be integrated to pro-
tect models against model inversion and inference
attacks. It consists of introducing controlled noise
into the training data to prevent attackers from gain-
ing sensitive information without affecting LLM
performance (Li et al., 2024b; Abadi et al., 2016).



An additional approach is federated learning, which
decentralizes model training by keeping sensitive
data on client devices and sending only model up-
dates to a central server, minimizing data expo-
sure and supporting the principles of privacy stan-
dards such as data minimization and focused col-
lection (Kairouz et al., 2021; Németh et al., 2022).
Moreover, analyzing query patterns can help detect
systematic adversarial attempts to extract sensitive
user information. However, as current implementa-
tions tend to reduce model performance, additional
research is necessary to balance privacy and utility
(Li et al., 2024b).

Bias and Discrimination Ensuring fairness
starts with data-level interventions, such as curat-
ing diverse and representative datasets that cap-
ture the full spectrum of linguistic, cultural, and
socio-demographic variations in mental health ex-
periences. Adaptive bias mitigation strategies, in-
cluding bias auditing, counterfactual fairness test-
ing, and adversarial debiasing, can help identify
and correct disparities in model outputs. While
fairness-aware prompting has proven effective in re-
ducing biased responses (Wang et al., 2024b), addi-
tional techniques such as debiasing fine-tuning and
synthetic data augmentation can further strengthen
model robustness against discriminatory patterns.
Beyond dataset and model-level interventions,
real-time bias detection tools can help dynamically
monitor and modify LLM outputs during user in-
teractions, preventing harmful or exclusionary lan-
guage. Context-sensitive rewrites, automated fair-
ness checks, and user feedback loops could be used
to ensure responses align with ethical and clini-
cal guidelines. However, no mitigation strategy is
foolproof, making human oversight essential: clini-
cians, ethicists, and affected communities should
be involved in evaluating and refining these sys-
tems. Moreover, regulatory frameworks, as ex-
plained later, must establish transparency and ac-
countability standards to prevent the perpetuation
of systemic biases in Al-driven mental health care.

Lack of Consistency Consistency in LLM out-
puts relies on advancements in memory-augmented
architectures and prompt optimization strategies.
While conventional LLMs retain context informa-
tion within a single session, memory-augmented
models are capable of retaining and recovering data
over longer periods of time, improving the coher-
ence over time. For instance, MemReasoner allows
models to reason more effectively over long and

16

complex contexts by integrating information across
multiple steps (Ko et al., 2024). In this context, in-
tegrating ephemeral memory may offer a solution,
by automatically clearing the context of the current
session before its closure.

Standardized prompt structures could also help
to minimize variation across outputs. For instance,
Ghazarian et al. (2024) propose a cost-effective
solution that involves augmenting prompts with
few-shot demonstrations, which has been shown to
improve consistency by up to 28 %.

Moreover, current LLMs usually rely on English-
language and Western-centric sources, reducing
their ability to make correct predictions in differ-
ent cultural contexts. To address this issue, the
development of multilingual and culturally inclu-
sive datasets is essential (Li et al., 2024a). A no-
table effort in this direction is the EmoMent cor-
pus, developed by Atapattu et al. (2022), which
includes emotional and clinical annotations in texts
related to mental from social media. This study
highlights the importance of culturally sensitive an-
notations, as well as techniques such as differential
class weighting to handle data imbalances. Ad-
dressing multilingual inconsistencies requires the
development of cross-language alignment mecha-
nisms, as translations may lose language-specific
nuances, affecting the interpretation and reliability
of mental health guidance. Future research should
focus on medical knowledge representation inde-
pendent of the language, allowing LLMs to provide
consistent guidance in different linguistic environ-
ments (Schlicht et al., 2025).

LLMs also require contextual memory upgrades
to track previous interactions, maintain coherence
over time, and improve reasoning. In addition to
MemReasoner (Ko et al., 2024), Hyeongseok Kim
and Wang (2025) propose Constraint Logic Pro-
gramming as a way of improving LLM reliability
by allowing models to generate diagnostic rules
that are verified by a formal logic engine. This ap-
proach improves interpretability and ensures align-
ment with psychiatric standards such as DSM-5-TR
and ICD-11.

Opacity It is important to develop more explain-
able models from their initial design. A promising
strategy is using multi-task learning techniques that
integrate clinically validated auxiliary tasks, such
as the PHQ-9 questionnaire for depression screen-
ing proposed by Zirikly and Dredze (2022). They
empirically demonstrated that this methodology



not only increases the explanatory power of mod-
els, but also significantly facilitates their adoption
by mental health professionals by providing more
accurate and relevant explanations in real clinical
contexts. Similarly, Chua et al. (2022) propose
a unified multitask learning approach capable of
identifying several mental health disorders simul-
taneously, such as depression, PTSD, and suicide
risk. Their adaptive loss-weighting mechanism
keeps balanced training across tasks, improving
stability and generalization, especially in scenarios
with imbalanced data.

To enhance explainability, hybrid Al architec-
tures that blend LLMs with human-in-the-loop val-
idation are a practical solution. This process, in
which human oversight is integrated into model
evaluation, has shown improvements in accuracy,
trustworthiness, and ethical alignment (Mosqueira-
Rey et al., 2023). By combining data-driven learn-
ing and explicit rule-based reasoning, these systems
allow clinicians to examine, edit, and validate Al-
generated recommendations, ensuring better trans-
parency and accountability.

Moreover, explainability-driven fine-tuning
could be adopted, where models are fine-tuned
to generate structured, step-by-step explana-
tions of their decision-making. Notably, Yang
et al. (2023) explored emotion-enhanced Chain-of-
Thought prompting, a technique that guides LLMs
to decompose reasoning into different steps and,
combined with emotional cues and causal reason-
ing structures, it significantly improves the inter-
pretability of mental health assessments.

Lack of Veracity Mental health LLMs should
integrate real-time detection of misinformation, a
vital aspect for high-risk applications in clinical
contexts. Alber et al. (2025) found that biomed-
ical knowledge graphs are effective in censoring
text generated by LLMs from misleading content.
These models contrast medical statements against
trusted knowledge bases and identify potentially
poisoned responses for further review. Knowledge
validation frameworks could also be integrated into
the development pipeline of mental health applica-
tions. For example, designing hybrid Al architec-
tures combining LLMs with structured knowledge
bases so that generated content aligns with estab-
lished clinical standards.
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3.3 User-Centric Research Areas

Lack of Emotional Intelligence To address the
limitations of LLMs handling emotional intelli-
gence, future research should focus on improving
emotional reasoning and contextual adaptation. A
promising direction is multimodal emotional intelli-
gence modeling, where LLMs are able to integrate
textual, audible, and visual information to respond
in a better way to user emotions (Yang et al., 2024).

Another promising direction involves structuring
datasets based on the Component Process Model,
which categorizes emotional expression into behav-
ior, feeling and cognition, improving accuracy in
emotional modeling (Cortal et al., 2023). Moreover,
Harel-Canada et al. (2024) introduced a frame-
work to assess the psychological depth of LLM-
generated text, assessing factors like empathy, au-
thenticity, and narrative richness. Their approach
leverages advanced prompting techniques, such as
Mixture-of-Personas, to enable richer and deeper
emotional conversations.

Persuasion and Manipulation Effective manip-
ulation detection requires diverse, representative
datasets that capture persuasive and deceptive tac-
tics across different cultural and conversational
contexts. While resources like MentalManip pro-
vide a foundation, expanding datasets to include
cross-cultural and multi-domain interactions would
improve model adaptability and reliability, particu-
larly in mental health, where users are vulnerable to
misinformation and coercion (Wang et al., 2024c).

A promising method for improving detection
is Intent-Aware Prompting (IAP), which analyzes
both user intent and model responses to identify
deceptive patterns. Research shows that IAP signif-
icantly reduces false negatives in detecting manip-
ulation, enhancing transparency (Ma et al., 2025).
Moreover, automated benchmarking tools like Per-
suasionBench and PersuasionArena offer struc-
tured frameworks for evaluating coercive interac-
tions, especially in mental health and crisis support
(Singh et al., 2024). By integrating detection meth-
ods with real-time evaluation frameworks, users
can be protected from manipulative influences, re-
inforcing the role of LLMs as positive tools for
mental health support.

Over-reliance To mitigate over-reliance, real-
time monitoring mechanisms should be integrated.
Furthermore, mental health applications should not
only focus on delivering accurate responses but



also recognize situations where professional help is
necessary. Adaptive response strategies, including
escalating concerns to humans or implementing
safety prompts, can help ensure that LLMs serve
as supportive tools rather than replacements for
essential mental health care.

Poor Crisis Management Crisis management
capabilities could be improved with real-time mon-
itoring and adaptive responses. LLMs should be
able to identify and escalate user signals prop-
erly, prompting immediate human intervention or
emergency services when necessary (Park et al.,
2024). A critical domain is the automation of emo-
tional calibration and crisis management, as current
LLMs models tend to use fixed response patterns,
lacking the ability to detect emotional shifts during
the conversation over time. Future models could in-
corporate memory mechanisms and reinforcement
learning strategies to improve sensitivity in mental
health contexts (Wang et al., 2023).

Multilingual and culturally adaptive crisis de-
tection is another research direction (Mansoor and
Ansari, 2024). Moreover, a continued evaluation
of Al-based crisis interventions, including their po-
tential long-term psychological effects, would be
needed to ensure user safety (Heston, 2023). While
LLMs have the potential to identify risk factors,
there is a lack of long-term studies on the impact
of Al-based crisis interventions on mental health
outcomes.

3.4 Contextual Factors

Evaluation Benchmarks A key priority is en-
suring real-time factual precision by evaluating
how well LLMs align with current verified med-
ical knowledge. At the same time, consistency
across prompt variations, linguistic changes, and
repeated queries should be evaluated, while also
being aware to potential biases. In this respect,
although adversarial datasets like EquityMedQA
Pfohl et al. (2024) help identify biases, further
research is needed to develop more comprehen-
sive end-to-end evaluation approaches. Moreover,
Schlicht et al. (2025) suggest the development of
open LLMs to detect fine-grained inconsistencies
for improving the accuracy of these benchmarks.
Explainability benchmarks should also be
adapted for mental health applications. Yang et al.
(2023) introduced human-annotated explanation
benchmarks for providing a standardized evalua-
tion framework for explanation plausibility across
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LLMs, allowing researchers to track and quantify
model’s interpretability improvement over time. To
complement these advances, Ma et al. (2024) em-
phasize the importance of cross-disciplinary collab-
oration between Al researchers and mental health
professionals in designing real-world usability as-
sessments, ensuring that mental health LLMs are
effective under professional supervision.

Regulation Developing Al regulatory policies
tailored specifically to the use of LLMs in men-
tal health is of utmost importance. Establishing
global standardization policies would ensure that
LLMs meet basic safety, ethical, and clinical bench-
marks before their deployment. Moreover, incorpo-
rating specialized evaluation frameworks, such as
EQ-Bench for emotional intelligence assessment,
into regulatory guidelines would further support
the responsible use of LLMs in this sensitive do-
main (Paech, 2023). Regulatory frameworks need
to manage psychological manipulation to prevent
persuasive tactics used against vulnerable users
(Mieleszczenko-Kowszewicz et al., 2024). Finally,
researchers should explore the development of ex-
ternal validation mechanisms and enforce regula-
tory oversight to ensure that these systems are ro-
bust and cannot be manipulated before deployment.

3.5 Discussion

Advancing NLP for positive impact in mental
health requires the development of Al systems
that enhance, rather than replace, human decision-
making. Future LLMs should function within col-
laborative clinical platforms, assisting profession-
als with evidence-based recommendations while
ensuring that final decisions remain in human hands
(Obradovich et al., 2024). To foster responsible Al
use, transparency mechanisms such as explainabil-
ity tools should be integrated to identify and flag
persuasive strategies embedded in model responses.
Additionally, research into adversarial prompting
techniques could help expose hidden persuasive
biases, leading to more resilient and manipulation-
resistant models that align with ethical Al deploy-
ment in mental health care (Rogiers et al., 2024).
Beyond technological improvements, education
and awareness are essential for both patients and
clinicians to leverage Al-generated insights respon-
sibly. Targeted training programs can provide pro-
fessionals with the skills to critically evaluate Al
recommendations, reducing overreliance and blind
trust in automated suggestions. Longitudinal stud-



ies should examine the psychological effects of
Al reliance, ensuring that users do not develop un-
healthy dependencies on Al-driven guidance over
time (Obradovich et al., 2024). By integrating trans-
parent Al, adversarial robustness, and user educa-
tion, NLP can play a transformative and ethical role
in mental health, empowering both professionals
and patients while maintaining human agency and
trust at the core of Al-driven interventions.

4 Conclusion

As the integration of LLMs into mental health ap-
plications continues to expand, it is important to
detect and handle the different risks that may affect
their effectiveness, reliability, and ethical implica-
tions. In this article, we have presented a taxonomy
of risks and a structured agenda of key research
directions that are needed to address these chal-
lenges.

LLMs offer great potential to improve mental
health care, although their implementation must be
carefully designed, regulated, and evaluated. Only
the implementation of fairer, more reliable, safer,
and ethically aligned models will make it possible
to achieve a useful and beneficial integration of
LLMs in the field of mental health.

Ethical and Societal Implications

The ethical and societal implications of using NLP
for mental health are complex, profound, and mul-
tifaceted. State-of-the-art NLP tools, and partic-
ularly LLMs, have a tremendous potential to en-
hance access to mental health support by providing
scalable, personalized, and cost-effective solutions.
Given the prevalence of mental health conditions in
the population worldwide, the opportunity to have
a positive societal impact is unprecedented.

However, as highlighted in this paper, several
risks and ethical concerns must be addressed. Pri-
vacy and data security are paramount as sensitive
mental health information is involved. The accu-
racy and reliability of the tools need to be prop-
erly evaluated to prevent unintended negative con-
sequences. Biases, lack of transparency and vul-
nerability to adversarial attacks are also important
elements to consider. From a user-centric perspec-
tive, there is a need for tools that are emotionally
sensitive to the user’s state, are capable of prop-
erly managing crises and under no circumstance
attempt to manipulate the user’s behavior.

From a societal perspective, the widespread use
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of NLP tools for mental health could change the
nature of mental health care from human-centered
to automated and impersonal, which could exacer-
bate feelings of isolation for individuals who need
human connection. In addition, there could be im-
plications for employment in the mental health field
as Al tools become more sophisticated and their
use becomes more prevalent.

Ultimately, ensuring an ethical deployment of
NLP in mental health requires placing humans and
our well-being at the core of the development of
these systems since their inception, combined with
careful regulation and collaboration with mental
health professionals. We firmly believe that the
opportunity to leverage NLP for mental health can
transform lives for the better, creating a future
where mental health support is accessible, person-
alized, and empowering for all who need it.
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