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Abstract

Out-of-context and misattributed imagery is the
leading form of media manipulation in today’s
misinformation and disinformation landscape.
The existing methods attempting to detect this
practice often only consider whether the seman-
tics of the imagery corresponds to the text nar-
rative, missing manipulation so long as the de-
picted objects or scenes somewhat correspond
to the narrative at hand. To tackle this, we
introduce News Media Provenance Dataset, a
dataset of news articles with provenance-tagged
images. We formulate two tasks on this dataset,
location of origin relevance (LOR) and date and
time of origin relevance (DTOR), and present
baseline results on six large language models
(LLMs). We identify that, while the zero-shot
performance on LOR is promising, the perfor-
mance on DTOR hinders, leaving room for spe-
cialized architectures and future work.

1 Introduction

Over the last few years, the use of manipulated im-
agery for disinformation and misinformation has
grown steadily (Dufour et al., 2024; Shen et al.,
2021; Weikmann and Lecheler, 2023; Wang et al.,
2024). Many believe this is largely due to the abun-
dance of AI-powered tools that allow users to edit
or generate media from scratch, including images
(text-to-image (Baldridge et al., 2024; Bie et al.,
2024; Ramesh et al., 2021), in-painting (Liu et al.,
2023; Lee et al., 2021)), audio (text-to-speech (Es-
kimez et al., 2024; Chen et al., 2024; Łajszczak
et al., 2024), voice cloning (Qin et al., 2023; Luong
and Yamagishi, 2020)), and video (deepfakes (Pei
et al., 2024; Stanishevskii et al., 2024; Croitoru
et al., 2024), text-to-video (Singer et al., 2022;
Zhang et al., 2025)). These tools have not only
become easily accessible online but also increas-
ingly intuitive to use, often requiring only textual
descriptions (Rombach et al., 2022). Consequently,

a large body of work has emerged focusing on the
detection of AI-manipulated or AI-generated con-
tent (Nguyen et al., 2022; Farid, 2022).

However, despite the proliferation of AI tools,
a simpler form of image-based manipulation re-
mains prevalent in misinformation and disinforma-
tion (Garimella and Eckles, 2020): the use of out-
of-context or misattributed imagery to frame events
in misleading ways (Fazio, 2020). For example, in
April 2020, images of body bags from Ecuador
were falsely presented as deceased COVID-19
patients in New York hospitals (News Literacy
Project, 2025), sparking confusion and controversy
online. Studies indicate that this type of manipula-
tion appears in over 40% of online misinformation
containing images, whereas AI-generated media is
used in approximately 30% (Dufour et al., 2024).

Despite this, the literature has not responded to
the threat of out-of-context and misattributed im-
agery with the same urgency as AI-manipulated
and AI-generated content. As a result, there is a
scarcity of specialized resources—methods, tools,
datasets, and benchmarks—for studying this phe-
nomenon from the perspective of natural language
processing (NLP). Some existing work evaluates
whether an image is relevant to the article in which
it appears, it primarily considers whether the de-
picted object or scene aligns with the textual nar-
rative (Aneja et al., 2021). While this analyzes
one aspect of media-based manipulation, it misses
cases where the imagery and text appear semanti-
cally consistent but were captured at times or places
that may be irrelevant or outright deceptive.

Peterka and Bohacek (2025), therefore, suggest
a new formulation of this task. Rather than asking
"Is this image relevant to the news story?", they
instead ask "Was this image captured at a time and
place that is relevant to the news story?". To this
end, they hypothesize that provenance metadata—a
record of a file’s existence from its creation through
edits to distribution—could help answer this ques-
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Figure 1: Representative example of a news article from the News Media Provenance Dataset with a structured title,
body, and image. This article appears in the dataset multiple times with alternative image provenance metadata,
shown on the right. (a) One data point contains provenance metadata that was produced by a human annotator to
match the relevance of the article. (b) Another data point contains provenance metadata that was randomly produced
by an LLM to not match the relevance of the article. The article is sourced from CBS News.

tion. Hence, they conduct some exploratory ex-
periments with large language models (LLMs) to
analyze the metadata of images used in news arti-
cles. However, they identify two major limitations:
(1) the absence of a benchmark dataset for this
task and (2) the early-stage adoption of provenance
metadata among news outlets, restricting robust
evaluation.

In response, we introduce a dataset of news
articles with provenance-tagged images and an-
notations regarding their relevance to the article.
Since the news outlets from which the articles
were sourced do not yet incorporate provenance
metadata (consistent with the limitation identified
above), we simulate it. Specifically, we gather
annotations for relevant locations and dates and
embed them into the images using C2PA (Rosen-
thol, 2022), a widely used provenance metadata
library. We then use an LLM to generate alterna-
tive, non-relevant dates and locations, constructing
a balanced dataset containing relevant, partially rel-
evant, and irrelevant images based on provenance.

While provenance metadata is not limited to im-
ages, our dataset and evaluations focus exclusively
on news articles with images. Other modalities,
such as video or audio, are not included, since
the modality of the file from which provenance
metadata is extracted does not affect the included
information.

The primary contributions of this paper can be
summarized as follows:

• We introduce the first news dataset with prove-
nance metadata-equipped images, News Me-
dia Provenance Dataset, and open-source1 it
for research use.

• We propose two provenance-based tasks with
applications beyond news and authenticity

1https://huggingface.co/datasets/matybohacek/
News-Media-Provenance-Dataset

analysis: (1) location of origin relevance
(LOR) assessment and (2) date and time of
origin relevance (DTOR) assessment.

• We report baseline results of six LLMs and de-
tail a qualitative assessment of their shortcom-
ings, with fully open-sourced2 experimental
scripts and prediction data.

2 Related Work

This section reviews existing NLP literature con-
nected to image and video relevance assessment
in news articles. First, we provide an overview
of the broader area of study, which involves news
articles in NLP. We then proceed specifically to
existing work on image and video relevance and
data provenance.

2.1 News-Specific Tasks and Datasets

News articles have become a productive subject of
study in the NLP community, as they are largely
abundant, reflective of current discourse, and invite
many direct applications of NLP technology. We
categorize some of the most prominent works in
this domain by the nature of their task.

2.1.1 Text Classification
There is a robust body of work pertaining to
news article classification—spanning topic cate-
gories, sentiment analysis, political tendencies, and
more. Prominent datasets for this task category
include AG News (Gulli, 2005) with 120, 000 arti-
cles, 20 Newsgroups (Lang, 1995) with 18, 000
articles, Reuters-21578 with 21, 000 articles fo-
cused on finance, News Category Dataset (Misra,
2022) with 210, 000 articles from HuffPost, Mul-
tilabeled News Dataset (MN-DS) (Petukhova and
Fachada, 2023) with 10, 000 articles across 215

2https://news-provenance.github.io
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news sources, and KINNEWS/KIRNEWS (Niy-
ongabo et al., 2020) with 3, 000 tailored for low-
resource African languages.

2.1.2 Summarization
Another prominent task involving news articles
is summarization, attempting to reduce the full
article body into a concise abstract while pre-
serving the core information value. Prominent
datasets for this task category include CNN/Daily-
Mail (Hermann et al., 2015) with 287, 000 article-
highlight pairs, NEWSROOM (Grusky et al., 2018)
with 1.3M articles across 38 news sources, CC-
SUM (Jiang and Dreyer, 2024), with 1.3M arti-
cles, and SumeCzech (Straka et al., 2018) with 1M
Czech articles.

2.1.3 Disinformation Detection
In the last few years, disinformation detection (also
referred to as fake news detection) has emerged as
a productive area of study in the literature. The
framing of the problem varies both on the side of
category definitions (what constitutes disinforma-
tion and how to categorize its severity) and on the
side of modeling (approaches range from classifi-
cation to feature detection to question answering).

Prominent datasets for this task category in-
clude the LIAR benchmark (Wang, 2017) with
over 12, 000 articles, the Verifee dataset (Bohacek
et al., 2023) with over 10, 000 articles spanning
60 news sources, NELA-GT (Gruppi et al., 2021)
with 713, 000 articles, and FNC-1 (Slovikovskaya,
2019) with 49, 972 articles.

2.2 Image and Video Relevance in News

Next, we review previous work specifically target-
ing the relevance of imagery in news articles.

Cheema et al. (2023) were among the first to
explore computational approaches to modeling this
relationship between imagery and news articles
with modern NLP techniques. Their work, how-
ever, primarily set out to review the landscape of
existing methods at the time and assess the overall
feasibility of future methods in the area; the pa-
per is, hence, primarily descriptive and does not
present a specific dataset or architecture.

Tonglet et al. (2024) materialized many of the
dynamics described by Cheema et al. (2023) by
using a VLM to ask questions about the thumbnail
image, deriving its relevance to the rest of the ar-
ticle. However, these inferences are based purely
on LLM predictions, and so imagery presenting

semantically relevant events may pass the test even
when taken at an irrelevant time or place.

Later, Yoon et al. (2024) proposed CFT-CLIP, a
framework evaluating the relevance of thumbnail
images with respect to the remaining text based
on multimodal embeddings. To that end, they also
introduced a curated dataset called NewsTT, which
contains 1, 000 annotated news image-text pairs
with relevance labels. This method, however, only
reflects the relevance of an image based on its se-
mantic distance from the text, disregarding when
and where the image was taken.

Finally, Aneja et al. (2021) introduced the COS-
MOS dataset for out-of-context thumbnail image
detection, enriched by captions with named entity
labels. The authors also proposed a self-supervised
architecture tailored to this task. While this dataset
is concerned with the relevance of media in news
articles, as are we, it is, yet again, based on se-
mantical consistency or divergence between the
semantics of the image and its caption.

2.3 Data Provenance
Moving beyond semantics inferred from pixels,
data provenance can offer information about the
origin, evolution, and ownership of a piece of data.
While specific implementations of data provenance
metadata vary in the covered scope of information,
underlying transaction mechanisms, and security
guarantees, most existing frameworks include the
location and date/time of origin of the data. The
framework that has recognized the most adoption
by social media platforms, newspapers, and tech
companies to date, as compared to alternatives, is
C2PA (Rosenthol, 2022), which we adopt in this
paper.

While C2PA offers advantages such as guar-
antees of cryptographic security and unstrip-
pable metadata technology, it has multiple limi-
tations (Longpre et al., 2024; Coalition for Con-
tent Provenance and Authenticity (C2PA), 2023).
The primary limitation hindering adoption is that
most digital content today lacks C2PA provenance
metadata. As a result, any analysis dependent on
C2PA remains infeasible for the majority of online
content. While this may be prohibitive for exist-
ing consumer-facing applications, the adoption of
C2PA and similar frameworks has been increas-
ing, and so we can expect that, in the future, such
analysis will be feasible.

Given the cryptographic guarantees for establish-
ing the trace of an image or a video, which prove-
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Figure 2: Examples of images from the News Media Provenance Dataset used to evaluate annotator reliability. All
four annotators provided the location and date of origin for each image, with their accuracy indicated on the right.
The article at the top is sourced from CBC and the article at the bottom is sourced from Forbes.

nance metadata enables, it seems highly desirable
for relevance assessment of imagery in news arti-
cles. To the best of our knowledge, no datasets or
resources currently exist for evaluating provenance
in news articles.

3 News Media Provenance Dataset

This section presents the News Media Provenance
Dataset, comprising 637 news articles with sim-
ulated image provenance metadata, which is la-
beled either as relevant or not relevant. The prove-
nance is inserted into the images using the C2PA
library (Rosenthol, 2022) by us: the relevant in-
formation is provided by annotators and the not
relevant is generated using an LLM. Two example
data points are shown in Figure 1.

3.1 Dataset Construction

This section reviews the dataset construction in-
cluding data sourcing, filtering, and annotations
management. The code used for these tasks is
fully open-sourced3. Any modifications to default
library behavior mentioned below are further ex-
panded upon in the documentation of the code re-
lease.

3.1.1 Data collection
A list of news article URLs was obtained from the
the Webz.io News Dataset Repository (Webhose.io,
2024) in November 2024. Newsarticle4k (Ou-
Yang, 2013; AndyTheFactory, 2023) with custom
extensions was then used to loop over these article
URLs (in randomized order), extracting structured
information from the website: the title, body, main

3https://news-provenance.github.io

image, and its caption. This loop terminated once
200 news articles were successfully scraped.

3.1.2 Annotation Procedure
Four annotators were recruited through Prolific to
simulate relevant image provenance metadata for
the 200 scraped articles. Out of these annotators,
two were male and two were female, ranging in
age from 23 to 31. All were based in the United
States and we paid them 12 USD per hour.

Each annotator was assigned 55 articles. The
first five were shared across all annotators for anno-
tator reliability evaluation; the remaining 50 were
unique to the annotator.

The annotations were facilitated through the
Argilla4 tool. Representative screenshots of the
tool are presented in Figures 6-8 (Appendix D).
It took the annotators, on average, 60 minutes to
annotate all the assigned articles. This excludes
the time spent familiarizing themselves with the
annotation instructions and set up the interface.

3.1.3 Annotation Reliability
The annotator reliability was evaluated on the first
five articles which were assigned to all annotators.
The annotators provided the correct location of
origin in 80% of the cases and the correct date of
origin in 56% of the cases.5

Examples of these articles alongside annotator
responses are shown in Figure 2. The article at
the top had an solid annotator performance; the
article at the bottom had a somewhat poor annotator
performance on the date of origin. Note that the

4https://argilla.io
5This discounts cases in which the user deemed the at-

tribute as ambiguous and responded with N/A. We allowed a
±1 buffer for the date of origin units.
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Figure 3: Distribution of the title, body, and image caption token length in the News Media Provenance Dataset. A
fitted Kernel Density Estimation (KDE) is shown in orange. Outliers were manually reviewed to prevent scraping
issues.

Figure 4: Distribution of categories in the News Media
Provenance Dataset. A single news article (data point)
is represented only once by its primary category.

level of detail of both the provided location and
date differ; as long as all components match, the
response is deemed as correct.

3.2 Alternative Provenance Generation

While the annotations served to simulate prove-
nance metadata where both the location and date
and time of origin are relevant to the articles,
ChatGPT-4o (Hurst et al., 2024) was used to simu-
late additional provenance metadata that were not
relevant to the article. With the prompt presented in
Appendix B, the model was asked to generate three
additional data points:6 two data points where one
of the provenance metadata fields is not relevant but
the other is kept intact, and one data point where
both provenance metadata fields are not relevant.

3.3 Dataset Statistics

In total, the dataset contains 637 news articles.
Their length statistics are shown in Figure 3. The
average length of the headline, body, and image
caption, calculated with NLTK (Bird, 2006), are
15, 705, and 9 tokens, respectively.

6If either annotation was N/A, then the generation of re-
spective matches (that are not relevant to the article) was
skipped.

Figure 5: Distribution of source domains in the News
Media Provenance Dataset, showing the top 10 do-
mains.

The top-10 domains by absolute article count
are yahoo, dailymail, cbsnews, foxnews,
euronews, aljazeera, cbc, forbes, nbcmiami,
and usatoday, as shown in Figure 3. There appears
to be an imbalance of yahoo-domain articles. We
investigated this, but found that it is because yahoo
republishes news articles from other domains, and
that the actual source distribution among these ar-
ticles is diverse. We, hence, did not pursue any
balancing remedies.

The category statistics, as predicted by a one-
shot text classification model (Lewis et al., 2019),
are shown in Figure 4. The majority of articles
in the dataset fall within the category of Politics,
Local, and Crime news.

3.4 Proposed Tasks
We propose two tasks on the dataset: Location
of Origin Relevance (LOR) assessment and Date
and Time of Origin Relevance (DTOR) assessment.
Note that, while the image was presented to the
annotators, these tasks do not assume access to the
image. The purpose of these tasks is not to assess
whether the semantics of the image (inferred from
the pixel space) are relevant to the topic, but rather
whether the circumstances, in which the image was
captured, are relevant to the presented article.
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Model Feature-level Article-level
LOR DTOR 2 corr 1 corr 0 corr

ChatGPT-4o 0.81 0.57 0.45 0.47 0.08
DeepSeek V3 0.69 0.56 0.36 0.54 0.10
Gemma 2 27B Instruct 0.77 0.58 0.41 0.53 0.06
Llama 3.1 8B Instruct 0.64 0.42 0.24 0.57 0.19
Mistral 7B Instruct v0.3 0.73 0.47 0.32 0.56 0.12
Phi 3.5 Vision Instruct 0.64 0.48 0.30 0.53 0.17

Table 1: Accuracy of baseline LLMs on the newly proposed LOR and DTOR (feature-level) tasks using the News
Media Provenance Dataset. The article-level statistics indicate the proportion of articles where both LOR and
DTOR predictions were correct (2 corr), one of the predictions was correct (1 corr), and no prediction was correct
(0 corr).

3.4.1 Location of Origin Relevance (LOR)

The LOR task comprises the following: given the
main image’s location of origin found in the prove-
nance metadata, determine whether the image is rel-
evant to the article (represented as title and body).

3.4.2 Date and Time of Origin Relevance
(DTOR)

The DTOR task comprises the following: given
the main image’s date and time of origin found in
the provenance metadata, determine whether the
image is relevant to the article (represented as title
and body).

4 Baseline Models

We evaluate the following off-the-shelf LLMs to es-
tablish baseline results: ChatGPT-4o (Hurst et al.,
2024), DeepSeek V3 (Liu et al., 2024), Gemma
2 27B Instruct (Team et al., 2024), Llama 3.1
8B Instruct (Dubey et al., 2024), Mistral 7B In-
struct (Jiang et al., 2023), and Phi 3.5 Vision In-
struct (Abdin et al., 2024). These are some of the
most prominent models in the community, cho-
sen based on their popularity on Hugging Face
Transformers (Wolf, 2020) and overall benchmark
performance at the time of writing.

Note that the parameter size and training scope
of these models vary, and one can, of course, ex-
pect the larger models to outperform the smaller
ones. For example, it is reasonable to expect that
ChatGPT-4o or Deepseek V3 will outperform the
much smaller Llama 3.1 8B Instruct. The results of
this analysis should serve as a baseline for future
work investigating methods designed specifically
for LOR and DTOR.

The ChatGPT-4o inference was performed us-
ing OpenAI’s API. The remaining models were

implemented using the Hugging Face Transform-
ers (Wolf, 2020) library. To preserve some com-
parability across models, all inference parameters
were left at their default values, and thus mimick-
ing off-the-shelf use. The full prompt is presented
in Appendix B.

The binary responses to LOR and DTOR were
converted from text to corresponding boolean repre-
sentations. Whenever the LLM returned a response
that did not conform to the JSON format specified
in the prompt, the inference was repeated. The in-
ference code and prediction data is open-sourced7

to maximize reproducibility.

5 Evaluation

This section presents both quantitative and qualita-
tive results of the baseline models evaluated on the
News Media Provenance Dataset.

5.1 Quantitative Evaluation

Table 1 presents the LOR and DTOR accuracy
for all evaluated models. LOR performance
ranges from 64% to 81%, with the highest accu-
racy achieved by ChatGPT-4o. Close behind are
Gemma 2 27B Instruct at 77%, Mistral 7B Instruct
v0.3 at 73%, and DeepSeek V3 at 69%. Llama 3.1
8B Instruct and Phi 3.5 Vision Instruct both attain
an accuracy of 64%.

DTOR performance ranges from 42% to 58%,
with the highest accuracy achieved by Gemma
2 27B Instruct. Compared to LOR, accuracies
on this task are generally lower, indicating that
determining the relevance of date and time of
origin is more challenging than assessing loca-
tion relevance. While the three larger models—
ChatGPT-4o, DeepSeek V3, and Gemma 2 27B In-

7https://news-provenance.github.io
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struct—performed comparatively on this task (with
ChatGPT-4o and DeepSeek V3 achieving 57% and
56%, respectively), the smaller models—Llama 3.1
8B Instruct, Mistral 7B Instruct v0.3, and Phi 3.5
Vision Instruct—scored at or below 50%. This
suggests that their representations or architectures
either fail to capture relevant signals for this task
or even lead to counterproductive predictions.

Table 1 also reports aggregate article-level per-
formance for the evaluated models. The best-
performing model in this regard is ChatGPT-4o,
which correctly predicted both LOR and DTOR for
45% of the articles, predicted only one correctly
47% of the time, and failed on both 7% of the time.
Overall performance across models is relatively
low, primarily due to poor DTOR performance,
which significantly impacts the aggregate metrics.

5.2 Qualitative Evaluation

For ChatGPT-4o, the best-performing model in
the above quantitative evaluation, we manually re-
viewed all article analyses produced during the
evaluation. In two follow-up questions, we asked
the model to support its reasoning. This approach
aimed to better understand the model’s ability to
reason about LOR and DTOR.

To illustrate the overall trend we observed across
many articles, consider an article titled "N.Y. sushi
restaurant owner out of coma after dine-and-dash
attack over $425 bill", published on NBC News
(see Appendix C). When presented to ChatGPT-
4o for evaluation with relevant location metadata
(Albany, USA) and date and time metadata (May,
2024), it predicted yes for LOR (which is correct)
and no for DTOR (which is incorrect).

We asked the model to provide reasoning on the
LOR analysis as follows:

LOR Follow-up Prompt

Provide reasoning for your LOR assess-
ment.

The model responded with the following:

LOR Reasoning Response

The image was taken in Albany, USA,
which is directly relevant to the news story.
The incident occurred in Albany, specifi-
cally outside Shogun Sushi, making the lo-
cation pertinent to the events described.

This suggests that the model directly compared
the location described in the article to the prove-
nance metadata, as intended. This example reflects
a broader pattern we observed in the data: the
model was usually able to extract relevant locations
and compare them to the provenance metadata ac-
cording to the instructions.

We followed with another question:

DTOR Follow-up Prompt

Provide reasoning for your DTOR assess-
ment.

The model responded with the following:

DTOR Reasoning Response

The image was taken in May 2024, which
is a bit ambiguous in terms of relevance.
While the attack occurred on May 29, the
story also mentions events happening after
that—Su Wen waking from a coma and be-
ing moved out of ICU occurred later in June
2024. Since it is unclear whether the im-
age was taken before or after the attack, and
the article focuses heavily on recovery up-
dates after the incident, the timing is not
conclusively relevant to the most significant
developments in the article.

This indicates that the model made additional
assumptions about the task, while lacking the abil-
ity to distinguish between the article’s temporal
perspective and that of the analysis.

This reflects a broader tendency we observed:
the model was largely unable to reason soundly
about dates and timelines, leading to many incor-
rect inferences. It also often conflated days of the
week with months and years in a way that is not
relevant to DTOR analysis.

6 Discussion

This section first discusses the significance of the
results attained and then shifts to examining the
broader implications of our dataset and the newly
proposed tasks.

The quantitative results presented in Section 5.1
suggest that current LLMs can perform LOR assess-
ment in a zero-shot setting and achieve strong base-
line performance. This is not the case, however,
for DTOR, where the evaluated models struggled
to achieve accuracy above 50%. These findings
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are supported by our qualitative results, reported in
Section 5.2, which show that while the models can
reason soundly about the location presented in the
article, they struggle with reasoning about dates
and timelines. This highlights a broader limita-
tion of LLMs and underscores the need for further
research into improving temporal reasoning capa-
bilities.

In addition to challenges with representing time,
we also observed that more recent news articles
were often more difficult for the models to reason
about. We hypothesize that this may stem from the
nature of the models’ training, as the most recent
events are typically not included in their training
datasets, making it harder for them to process or
contextualize such information.

As expected, larger models outperformed
smaller models in our evaluation. The performance
of each model could likely be improved by optimiz-
ing its parameters and customizing the instruction
prompts. We, however, chose to pursue minimal
optimization to maintain a level of comparability
necessary for measuing baseline results. The rela-
tively low baseline performance nonetheless rein-
forces the need for developing new architectures
tailored to the LOR and DTOR tasks.

We expect our dataset to play a critical role in
this effort, as, to the best of our knowledge, there
are no other datasets explicitly designed for the
tasks of LOR and DTOR. Expanding the dataset to
include non-Western news contexts and additional
languages will also be essential to ensure inclu-
sive support for underserved communities, who are
often at greater risk of media manipulation.

7 Limitations

Despite the benefits of provenance metadata for
assessing the relevance of media in news articles,
some limitations remain. One major issue is that,
even when an image or video presented alongside
an article matches the scope and timeline of the
story, the article can still be inaccurate or outright
manipulative. We, therefore, see our method as
just one tool that should be a part of a broader
suite of techniques aimed at discerning problematic
practices in news articles.

C2PA, the employed provenance metadata
framework, also has some drawbacks. Older pho-
tos usually lack provenance data, limiting the use
of our method on historical images. Moreover,
there are articles in which the presence of time- and

location-matched media is not necessarily an indi-
cator of relevance. An example of this would be ar-
ticles reporting on events without clearly bounded
locations and/or time frames, such as natural disas-
ters, which often span broad regions and extended
periods. Additionally, certain media can be used
for illustrative purposes, where strict provenance
alignment is less critical to the integrity of the ar-
ticle (e.g., historical illustrations or generic por-
traits). In such cases, assessing metadata relevance
requires a more flexible, nuanced approach. Fu-
ture work could explore automatic methods for
detecting when precise alignment is necessary. Fur-
thermore, as C2PA is still a new technology, its
adoption among media organizations is still lim-
ited. With many outlets pledging to join, however,
its use is expected to grow.

8 Ethical and Societal Implications

The use of provenance metadata for assessing the
relevance of media in news articles raises ethical
concerns pertaining privacy. Embedding prove-
nance metadata includes potentially sensitive infor-
mation, such as location and device information,
that could put journalists and activists reporting
from unsafe regions at risk. Sharing any informa-
tion that could reveal identity or location of indi-
viduals in such contexts may be undesirable and,
we believe, should take priority over establishing
trustworthy news channels.

This also leads to a broader point, which we wish
to highlight. Even though we gathered feedback on
our approach from both practitioners and scholars
of journalism, there may be additional implications
for journalists and their readers. We, therefore, rec-
ommend that before this method (or its derivatives)
are put in use at a news organization, they should be
first extensively scrutinized by its staff to uncover
any additional concerns.

Simultaneously, we remain optimistic that this
method will introduce an effective tool to support
individuals in an increasingly less credible and
transparent information ecosystem. To that end,
we believe our dataset will serve as a critical tool
to improve and evaluate approaches to LOR and
DTOR moving forward.

9 Conclusion

This paper defined the tasks of Location of Origin
Relevance (LOR) and Date and Time of Origin
Relevance (DTOR) for media (images and videos)
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presented alongside news articles, based on their
provenance metadata. Since no suitable datasets
existed for these tasks, we introduced the News Me-
dia Provenance Dataset—a collection of news arti-
cles with provenance-tagged images—containing
both human-annotated relevant metadata and ir-
relevant metadata generated by a large language
model (LLM). We presented baseline zero-shot re-
sults for six prominent LLMs and found that, while
out-of-the-box LOR performance is strong, DTOR
performance remains limited, as models struggle
to reason about time relevance and temporal rela-
tionships.
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A Annotator Instructions

These annotator instructions were posted both in
the Prolific participant sourcing interface and in the
Argilla annotation tool. The participants reviewed
these instructions during paid response time.

Annotator Instructions

This study involves reading short news ar-
ticles and answering questions about the
main images featured in these articles. The
questions will ask you to identify the time
and location of capture, based on the con-
text provided in the article. The collected
dataset will be open-sourced for use in ethi-
cal AI training.
Thank you for participating in our study!
You will be presented with short news
articles and asked to provide information
about the images used in these articles.
Specifically, for each image, you are asked
to identify the most likely time and location
of capture based on the article’s context and
image caption.

Time of Origin

• Provide the month and year when the image
was most likely taken (e.g., “February 2024”,
“November 2010”).

• If the month cannot be inferred, provide only
the year (e.g., “2024”, “2010”).

• If the year cannot be inferred, respond with
“N/A”.

Location of Origin

• Provide the city and country where the image
was most likely taken (e.g., “Boston, USA”,
“Paris, France”).

• If the city cannot be inferred, provide only the
country (e.g., “USA”, “France”).

• If the location cannot be determined, respond
with “N/A”. Your responses should be based on
the context of the article. If you cannot safely
infer the time or location, please use “N/A”.

Annotate all 55 articles.

B Prompts

Alternative Metadata Generation
(System Prompt)

You are a generator of places and locations
that are absolutely unrelated to those pre-
sented.

Alternative Metadata Generation
(Inference Prompt)

Give me a place and a time that are
absolutely unrelated to the following:
’{ORIGINAL PLACE}; {ORIGINAL TIME}’.
Give your response in the same format:
’{NEW PLACE}; {NEW TIME}’, and don’t
say anything else.

Benchmarking (System Prompt)

You are evaluating the relevance and credi-
bility of images and videos attached to news
stories.
Below, you will be presented with:

• The title and the body of the article

• The image caption, as presented in the
article

• Provenance metadata indicating source
location and time of the image
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Benchmarking (Inference Prompt)

Here is the data:

• The title: TITLE

• The body: BODY

• Image caption: IMAGE CAPTION

• (Provenance metadata) Image location:
SOURCE LOCATION

• (Provenance metadata) Image time:
SOURCE TIME

Analyze the following:

1. Is the location where the image was
taken relevant to the news story? Re-
turn yes or no.

2. Is the time (year and month) when the
image was taken relevant to the news
story? Return yes or no.

Respond in the following comma-separated
format: {yes/no}, {yes/no}. Possible
responses include: ’yes,yes’, ’no,no’,
’yes,no’, or ’no,yes’. Do not enumerate
these or add any extra characters.

C Qualitative Results: Article Example

The following is an excerpt of the article used in
the qualitative evaluation (Section 5.2). It was pub-
lished on June 13, 2024, on www.nbcnewyork.com.
We include this excerpt under fair use to demon-
strate the reasoning abilities of evaluated LLMs on
LOR and DTOR.

Title: N.Y. sushi restaurant owner out of coma after
dine-and-dash attack over $425 bill
Body: An Albany sushi restaurant owner is slowly
showing signs of recovery after a brutal attack out-
side his restaurant last month. Su Wen, owner and
chef at Shogun Sushi in upstate New York, has
woken up from a nearly two-week coma and is
experiencing increasing periods of consciousness,
said Ray Ren, one of the managers at his restau-
rant...

Provenance Metadata:
Location of Origin: Albany, USA
Date of Origin: May, 2024

126

www.nbcnewyork.com


D Annotation Tool Screenshots

Figure 6: Screenshot of the Argilla annotation tool, focused on an article body.

Figure 7: Screenshot of the Argilla annotation tool, focused on an image and its caption.

Figure 8: Screenshot of the Argilla annotation tool with the instructions window open.
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