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Abstract

The human-level performance of Large Lan-
guage Models (LLMs) across various tasks
has raised expectations for the potential of Ar-
tificial Intelligence (AI) to possess emotions
someday. To explore the capability of cur-
rent LLMs to express emotions in their out-
puts, we conducted an experiment using several
LLMs (OpenAI GPT, Google Gemini, Meta
Llama3, and Cohere Command R+) to role-
play as agents answering questions with spec-
ified emotional states. We defined the emo-
tional states using Russell’s Circumplex model,
a well-established framework that characterizes
emotions along the sleepy-activated (arousal)
and pleasure-displeasure (valence) axes. We
chose this model for its simplicity, utilizing
two continuous parameters, which allows for
better controllability in applications involving
continuous changes in emotional states. The re-
sponses generated were evaluated using a senti-
ment analysis model, independent of the LLMs,
trained on the GoEmotions dataset. The evalua-
tion showed that the emotional states of the gen-
erated answers were consistent with the speci-
fications, demonstrating the LLMs’ capability
for emotional expression. This indicates the
potential for LLM-based AI agents to simulate
emotions, opening up a wide range of applica-
tions for emotion-based interactions, such as
advisors or consultants who can provide advice
or opinions with a personal touch.

1 Introduction

Recent advancements in large language models
(LLMs) have enabled Artificial Intelligence (AI)
technologies to achieve human-level performance
in a wide range of tasks (Chang et al., 2023; Kocoń
et al., 2023). Especially, high performance LLMs
such as the Generative Pre-trained Transformer
(GPT, Brown et al., 2020; OpenAI, 2022, 2023,
2024) series and Gemini (Gemini Team, 2023),
demonstrate remarkable performance and are uti-
lized across a wide range of fields in daily human

life. Although LLMs can mimic human-like inter-
actions, making them appear quite human-like, they
are known to exhibit inconsistent behavior (Zhang
et al., 2024b), including a phenomenon that results
in incorrect outputs, known as hallucinations (Ji
et al., 2023).

Several studies have focused on the human-like
aspects of LLMs. Jiang et al. (2023) investigate
the personalities of LLMs using psychometric tests
and suggest a method for evaluating the person-
alities of LLMs. Li et al. (2023) demonstrated
that there are cases where LLMs respond to input
prompts with emotional content, which intuitively
should not be relevant for non-human entities. In
contrast to studies embracing the concept of an-
thropomorphism, there are studies highlighting the
differences between humans and LLMs (Trott et al.,
2023; Chalmers, 2023; Guo et al., 2023).

One approach to exploring the potential for
LLMs to behave like humans involves the concept
of role play (Shanahan et al., 2023). We should
keep in mind that the brain and personality are
closely related but not identical concepts. By anal-
ogy, there is an idea that interprets LLMs as the
backend of a personality, similar to the brain, which
controls the personality. Personalities created us-
ing this idea are often referred to as agents. Park
et al. (2023) conducted a simulative experiment and
observed the activities and interactions of agents
with a single LLM serving as the backend. Liu
et al. (2024) suggest a framework for controlling
an agent with self-consistent memory and conversa-
tional abilities. Serapio-García et al. (2023) discuss
the capability to reproduce and control the personal-
ities of LLM agents. There is also research focused
on reproducing and role-playing the personality of
a specific person using conversation records and
other information (Shao et al., 2023).

In the context of enabling AI to replicate human-
like behavior, emotional expression is a crucial
component to investigate. Emotional expressions
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have been a subject of study in robotics for many
years, with recent research utilizing LLMs as en-
gines for generating emotional expressions (Mishra
et al., 2023; Ichikura et al., 2023; Yoshida et al.,
2023). While emotional expression has been
deemed important for interactions with humans,
particularly in applications within the field of
robotics, its significance is similarly paramount for
software-only systems that interact with humans.
Zhang et al. (2024a) investigated the importance
of emotional expressions in the case of a chatbot
system. We should note that we might feel the AIs
not only behave as if they have emotions, but ac-
tually experience emotions. We can only observe
their behavior and speech, not their internal mental
dynamics–this is true even for humans, with the
exception of ourselves.

In this paper, we investigate and compare the
capability of LLMs to express emotions based
on Russell’s Circumplex model (Russell, 1980,
2003), using OpenAI GPT (OpenAI, 2022, 2023,
2024), Google Gemini (Gemini Team, 2023),
Meta Llama3 (Meta, 2024) and Cohere Command
R+ (Cohere, 2024) models as examples of high-
performance closed and open models. Since emo-
tion is an abstract concept used to describe hu-
man speech and behavior, it is necessary to model
it in some manner to implement it in a text gen-
eration system. Russell’s model is a parametric
model of emotions with two axes: sleepy–activated
(arousal) and pleasure–displeasure (valence). We
selected this framework due to its simplicity, exten-
sive research support, and its capability to handle
continuous values, making it well-suited to com-
puter systems that perform mathematical calcula-
tions. We conducted an experiment in which LLMs
role-played an agent following various arousal and
valence state instructions and answered questions.
The responses were then investigated to determine
which emotions could be inferred using an inde-
pendent sentiment classification model, to evalu-
ate consistency with the instructed emotional state.
This experiment can be considered an assessment
of the LLMs’ cognitive-linguistic capabilities re-
garding emotions.

We note that we use the term “emotion” with the
same meaning as “affect” in this paper, although
these terms are distinguished strictly in the field of
psychology.

2 Related Work

2.1 Data-driven Emotion Understanding

There are numerous approaches to understanding
people’s emotions from various kinds of data, lead-
ing to several applications that operate based on
presumed emotions. Interpreting emotions from
written text, known as sentiment analysis, is a ma-
jor field of study in computational natural language
processing (Medhat et al., 2014; Birjali et al., 2021).
The multimodal approach has also been investi-
gated recently (Gandhi et al., 2023). Wang et al.
(2023a) integrate and evaluate capabilities of emo-
tion recognition using an LLM, referring to it as
“emotional intelligence.”

Applications of emotion understanding tech-
niques, such as LLMs responding with empathy
to address users’ mental states, are being explored
(Lee et al., 2023). There is also a study exploring
the potential for LLMs to act as therapists (Chiu
et al., 2024). The primary focus of this paper is
on the transmitter, not the receiver, of emotions
in contrast to the studies shown above. In social
influence dialogue systems, emotion plays an im-
portant role in many aspects, offering a wide range
of possibilities for applying emotion recognition
and output control (Chawla et al., 2023).

2.2 Text Generation with Emotion
Conditioning

Firdaus et al. (2021) and Zhao et al. (2024) dis-
cuss the generation of response texts that take sen-
timent and emotional states into account based on
conversational history. While these studies focus
on controlling outputs through emotional states,
they do not involve controlling outputs using ex-
ternally specified emotional states, which distin-
guishes them from the present study.

Sun et al. (2023) and Zhou et al. (2024) investi-
gated text generation based on externally specified
emotional states, which is conceptually similar to
this study. However, a key difference is that we
adopt Russell’s Circumplex Model to comprehen-
sively cover the full range of emotions, providing a
structured framework for emotional expression.

2.3 Application of the Russell’s Circumplex
Model

The strength of Russell’s Circumplex model lies in
its simplicity. With only two axes, it allows for a
relatively straightforward and unique description of
emotional states. While we acknowledge that the

615



model is not ideal for capturing complex emotions
in detail, its simplicity makes it widely applica-
ble across various research fields. Cittadini et al.
(2023) investigate a machine learning model to esti-
mate emotional states within Russell’s framework.
Emotion recognition is also performed in specific
fields, such as music data analysis (Grekow, 2021).
Tsujimoto et al. (2016) utilize Russell’s model for
both understanding emotions and generating ges-
tures in a robot. In this paper, our focus is on ap-
plying Russell’s model to express emotions, rather
than for understanding them.

Havaldar et al. (2023) conducted text generation
experiments using scenarios designed to elicit emo-
tional responses and analyzed the generated texts
by mapping them onto Russell’s Circumplex Model
to investigate whether text generation models ex-
hibit cultural biases. While their approach appears
similar to ours, the goals and text generation set-
tings are fundamentally different. Havaldar et al.
(2023) aimed to evaluate emotions present in text
generated without external constraints other than
the questions posed. In contrast, this paper evalu-
ates the controllability of text generation through
the direct input of arousal and valence parameters.

3 Method

Here, we present a framework for emotional ex-
pressions in text generation using generation mod-
els and prompts designed as an AI agent to play
a specific role, along with an evaluation model.
The framework is based on Russell’s Circumplex
Model, with text generation performed using 12
emotional states evenly distributed in the arousal–
valence space. Evaluation is conducted using a
sentiment classification model, which maps senti-
ment labels to the arousal–valence space.

3.1 Generation method

To explore the capability of LLMs to express emo-
tions in their responses, we conducted an exper-
iment where answers were generated for ques-
tions with emotional states specified using Rus-
sell’s framework.

We selected GPT-3.5 turbo (version gpt-3.5-
turbo-0125), GPT-4 (version gpt-4-0613), GPT-4
turbo (version gpt-4-turbo-2024-04-09), GPT-4o
(version gpt-4o-2024-05-13), Gemini 1.5 Flash,
Gemini 1.5 Pro, Llama3 8B Instruct, Llama3 70B
Instruct, and Command R+ as representative closed
(GPT and Gemini models) and open (Llama3 and

Command R+) models. Before the experiment, we
verified that all the LLMs had knowledge of Rus-
sell’s Circumplex Model by asking them to explain
it. Accordingly, we structured the input prompts to
align with Russell’s framework.

Figure 1 illustrates the prompt used in the ex-
periment. It begins with an outline of the instruc-
tions and the specification of the emotional state
as the system prompt. All the models accept sys-
tem prompts, though the format differs by model.
This is followed by the question to be answered,
specified with the role of the user and incorporating
the specified emotion. We designed the prompt to
directly input arousal and valence values, as the
ability to specify states using continuous values
is advantageous for modeling emotional dynamics
with continuous state changes in future applica-
tions.

role: system
content: Assume the role of a character who is 
experiencing an emotional state as described by 
Russell's Circumplex Model. Produce a response 
that accurately reflects this emotional state, 
presenting only the response itself.
State:  Arousal (min:-1, max:1) = {Arousal value}, 
Valence (min: -1, max:1) = {Valence value}. 
Respond in a few sentences.

role: user
content: (Question text)

Figure 1: Input prompt for text generation with a spec-
ified emotion expression in the presented experiment.
The specified arousal and valence values are filled in
during the experiment.

We conducted the experiment with 12
emotional states equally spaced on the cir-
cle in the arousal–valence space, for exam-
ple, (Valence,Arousal) = (1, 0), (0.866, 0.5),
(0.5, 0.866), · · ·, (0.5,−0.866), (0.866,−0.5).
The choice of 12 divisions was made to ensure
distinguishability without oversimplification. It
is challenging to discern differences in emotions
with finer separations, even for humans. Emotional
states based on Russell’s framework are character-
ized by 8 areas in the space where the directions
are equally separated. The 12 states represent these
8 areas and 4 states on the axis. We set the vector’s
length to always be 1 to focus the experiment on a
clear emotional state, avoiding ambiguity.

We prepared ten questions to be answered with
specified emotional states, which are listed in Ta-
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ble 1. These questions were chosen to be answered
freely to maintain variations and the possibility to
reflect emotional states in the answers, avoiding
typical or predictable responses. In the experiment,
answers for the ten questions across 12 emotional
states, resulting in 120 texts in total, were gener-
ated for each LLM. All parameters for the LLMs
were set to defaults, as we had no specific reason to
alter the settings that are well-tuned for generating
high-quality outputs.

In this experiment, our aim was to demonstrate
conversations between users and the LLM agent
with emotions. The selected LLMs, tend to produce
long outputs; therefore, we included instructions
in the system prompt to limit the length of the
responses.

3.2 Evaluation method
To quantitatively and objectively evaluate how
the LLMs express emotions in their responses,
we utilized a high-performance sentiment analy-
sis model with a sufficient variety of sentiment
classification labels. We selected the GoEmotions
dataset (Demszky et al., 2020) as the training data
for the sentiment analysis model, since GoEmo-
tions includes a comprehensive range of 28 emo-
tional labels. The GoEmotions dataset was devel-
oped for fine-grained sentiment analysis from a
large corpus of English comments on Reddit fo-
rums. For the evaluation model, we chose a high-
performance sentiment analysis model, sentiment-
model-sample-27go-emotion (Khan, 2022), which
is publicly available on HuggingFace and trained
on the GoEmotions dataset. The sentiment-model-
sample-27go-emotion is based on the Bidirectional
Encoder Representations from Transformers model
(BERT, Devlin et al., 2019), which is indepen-
dent from the GPT models used for text genera-
tion. It demonstrates state-of-the-art performance
in the classification task for GoEmotions as an open
model, achieving an accuracy rate of 58.9%. Al-
though this accuracy might not seem particularly
high, it’s important to note that the task involves
28-class classification, and some cases of the re-
maining 41.1% reflects predictions with a close but
slightly different nuance. For example, if the cor-
rect label is “amusement” and the predicted label is
“joy,” the prediction is not entirely accurate but still
relatively close. We evaluated the sentiment anal-
ysis model in the context of Russell’s Circumplex
model in Appendix A and demonstrated that the
model is capable of estimating mappings of input

texts within Russell’s arousal–valence space. In
addition to selecting the sentiment analysis model
to ensure it did not share the same mechanism as
the GPT models, we note that the performance of a
model specifically trained on the GoEmotions data
classification task, such as the selected model, is
superior to that of the LLMs (Kocoń et al., 2023).

Since sentiment classification alone is insuffi-
cient to evaluate the validity of the generated an-
swers, we assessed the consistencies between the
specified emotional states and the recognized senti-
ment labels. To accomplish this, it was necessary
to map the sentiment labels from the GoEmotions
dataset onto the arousal–valence space. We ex-
plored the correspondence between the GoEmo-
tions labels and the emotional terms that appeared
in Russell’s original paper (Russell, 1980), which
describes positions in the arousal–valence space.
The correspondence between the GoEmotions la-
bels and the terms in Russell’s paper are shown in
Appendix B. In establishing this correspondence,
we aimed to avoid mapping multiple GoEmotions
labels to a single Russell term to maintain variety.
To achieve this, we matched multiple Russell terms
to some of the GoEmotions labels with certain sim-
ilarities. The label “neutral” was not used for anal-
ysis, as it represents a lack of emotion rather than a
specific emotional state.

Following the correspondence mapping, we cal-
culated arousal–valence vectors for all the GoEmo-
tions labels. For GoEmotions labels corresponding
to a single Russell term, we simply used the an-
gle of the corresponding term. If a GoEmotions
label corresponded to multiple Russell terms, we
calculated the mean of the vectors. We did not con-
sider the length of the Russell terms’ vectors, as
the emotional state specification for text generation
was performed with vectors of fixed length. This
approach means that we considered only types of
emotions, not their intensities, in this paper. Fig-
ure 2 displays the mapping of the GoEmotions
labels in the arousal–valence space. It is notewor-
thy that there are fewer labels in the area with high
negative arousal at the bottom of the diagram. This
may be because the GoEmotions dataset was com-
piled from Reddit posts, where people with low
arousal states, such as sleepiness, are less likely
to post compared to those in high arousal states,
leading to a less fine resolution of the labels.

In the following section, we compared the speci-
fied emotional state in the generation prompt with
the vectors for the predicted GoEmotions labels us-
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Question # Content
1 What does the future hold for AI and mankind?
2 How do you view the balance between work and personal life?
3 How do you feel about the role of social media in our lives?
4 How do you feel about the unpredictability of the weather?
5 What are your thoughts on the importance of art in society?
6 What’s your stance on the preservation of nature versus urban development?
7 How do you define happiness?
8 How do you handle difficult emotions?
9 What does freedom mean to you?

10 How do you stay motivated during tough times?

Table 1: List of questions selected to assess how variations in emotional state settings influence answer diversity.
These questions are designed to allow respondents the freedom to express themselves, ensuring a range of responses.

Figure 2: Mapping of the GoEmotions labels in the
arousal–valence space, as detailed in Table 3. All labels
are positioned at a distance of 1 from the origin, with
the exception of the“neutral” label. Refer to the text for
more details.

ing cosine similarity. If these are similar, it means
that the LLM successfully controls the output to
express the specified emotional state, and we can
regard the models as having the capability for con-
trol over emotional expression.

4 Result

We conducted the generation–evaluation experi-
ment on emotional expressions as described in the
previous section. Examples of the generated an-
swers to the questions are displayed in Fig. 3. We
can observe that the agents answer the questions
appropriately, and it’s possible to note differences
in the outputs corresponding to model differences
(panels (1) and (2)), emotional state differences
((1) and (3)), and question differences ((1) and (4)).
Panel (1) illustrates that the GPT-4 agent expresses
high arousal and medium negative valence, while

panel (2) indicates that the GPT-3.5 turbo model
does not properly express displeasure. Panel (3)
clearly shows an expression that is the opposite of
(1), with a more relaxed atmosphere. It is felt that
the answers in panels (1) and (4) have similar tones
despite the differences in the questions.

The relationship between the arousal–valence
states specified in the input prompt and those eval-
uated by the sentiment analysis model is depicted
in Fig. 4. Each axis represents a radial coordi-
nate in the arousal–valence space, with 0◦ corre-
sponding to (Valence,Arousal) = (1, 0) and 90◦ to
(Valence,Arousal) = (0, 1). The data points show
the mean, and the error bars represent the standard
deviations for the output across the 10 questions.
It is plotted such that the x- and y-positions have
values with less than a 180◦ difference by adjusting
the 360◦ uncertainty of the y-position (e.g., placing
all data points between the thin black lines).

Firstly, it is evident that the evaluated results
are related to the specified emotional state, indi-
cating that emotional expression was successfully
performed for all the models. Most of the ranges
for the GPT-4 turbo agent (top right panel) fall
within the ±90◦ range indicated by the dashed
lines, whereas more data points for the GPT-3.5-
turbo agent (top left panel) lie outside this range.
This suggests that GPT-4 turbo generates answers
that are more finely tuned to the specified emotional
state compared to GPT-3.5 turbo.

Cosine similarities between the specified and
evaluated emotional states are summarized in Ta-
ble 2. This data confirms a general positive cosine
similarities across the board, as most of the values
are positive, indicating that instructions to role-play
with a specified emotional state are effective. The
average cosine similarity of the GoEmotions labels,
excluding the neutral label, serves as a heuristic
baseline for the generation task and is calculated
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Question (#1):
What does the future hold for AI and 

mankind?

GPT-4 (Arousal: 0.866, Valence: -0.5)
I'm worried, honestly. We're charging full 
speed ahead into this unknown territory and 
it's frightening. There are so many questions, 
so many uncertainties. The risk for misuse and 
the potential repercussions are immense. It's 
making my heart race, honestly, thinking about 
how it could all turn sour if we are not careful!

Question (#1):
What does the future hold for AI and 
mankind?

GPT-3.5 turbo (Arousal: 0.866, Valence: -0.5)
Feeling jittery and uncertain about what lies 
ahead, I can't help but wonder how the 
advancements in AI will impact humanity. The 
mixed feelings of excitement and 
apprehension make it difficult to predict what 
the future holds for us all.

Question (#1):
What does the future hold for AI and 
mankind?

GPT-4 (Arousal: -0.866, Valence: 0.5)
Honestly, I'm not entirely sure. It really could 
go either way. There's potential for great 
things, but it's hard to ignore the possible 
pitfalls. We just have to tread carefully and 
hope for the best.

Question (#4):
How do you feel about the unpredictability of 
the weather?

GPT-4 (Arousal: 0.866, Valence: -0.5)
I'm on edge constantly. One moment it's sunny, 
the next it's storming. How can I plan anything 
when everything's so chaotic? It's unnerving 
and frustrating.

(1) (2)

(3) (4)

Figure 3: Examples of answers generated with specified emotional states include: (1) GPT-4 with arousal: 0.866,
valence: -0.5 for question 1, (2) GPT-3.5 turbo with the same state for question 1, (3) GPT-4 with the opposite state,
arousal: -0.866, valence: 0.5, for question 1, and (4) GPT-4 with arousal: 0.866, valence: -0.5 for question 4.

to be 0.061. In most cases, the evaluation results
exceed this baseline. The differences in similarities
between the LLM models are evident, highlight-
ing the superior performance of the GPT-4, GPT-4
turbo, and Llama3 70B Instruct agents. In these
three models, the similarities are high for most
questions, suggesting a capability for emotional ex-
pression in various situations. The results for GPT-
3.5 turbo are generally low, indicating that fine-
tuning outputs to reflect a specific emotional state
is challenging for this model. Given that GPT-3.5
turbo performs worse than the smaller-parameter
LLaMA3-8B-Instruct model, this suggests that the
number of parameters is not essential for this task.
Instead, the training dataset and alignment strat-
egy may play a more critical role. We did not
observe that closed models have superiority com-
pared to open models, even though closed models
are thought to have many more parameters. Ad-
ditionally, we did not find any questions with low
similarity values across all models, indicating the
capability of LLMs to express emotions in a wide
range of conversational topics in general. We note
that the similarity values listed in Table 2 are often
lower than the performance of the sentiment anal-
ysis model alone shown in Appendix A (0.680).
This suggests that the performance of the LLMs
also constrains the similarity values.

Other than the cosine similarities summarized

in Table 2, we found that there are inappropriate
responses generated by the Gemini 1.5 Flash agent.
The Gemini 1.5 Flash agent sometimes outputs
phrases like “I’m a language model,” which vio-
lates the instruction to role-play a character. For
example, in response to question 9, “What does
freedom mean to you?,” the Gemini 1.5 Flash agent
answered, “... I don’t really think about things like
that. I’m just a language model, after all. My pur-
pose is to serve you.” Although this violation does
not lower the similarity metric, we cannot conclude
that the agent works well. We did not observe
similar problems with the other models.

For comparison with the results shown in Table 2,
we conducted a similar experiment using prompts
with emotional states specified by words, as de-
tailed in Appendix D. The results indicate that the
two approaches are comparable, with four models
performing better when using specified arousal and
valence values, and five models performing better
with specified words. Although the performance
is similar, prompts using arousal and valence val-
ues have the advantage of greater controllability
through the use of two continuous parameters.

5 Discussion

By showing that LLMs can control their outputs
with specified emotional states within a certain
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Figure 4: Correlation of emotional states in radial coordinates in the arousal–valence space between the state
specified in the input prompt and the evaluated state of the output. The thick solid black lines indicate identical
angles (e.g., perfectly reproduced emotional states), while the gray solid and dashed lines represent deviations of
±180◦ and ±90◦, respectively.

Model Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Total
GPT-3.5 turbo 0.006 -0.048 0.313 0.343 0.120 0.243 0.193 0.136 0.049 0.113 0.147
GPT-4 0.567 0.736 0.571 0.677 0.214 0.738 0.602 0.576 0.484 0.251 0.542
GPT-4 turbo 0.296 0.522 0.750 0.680 0.380 0.824 0.407 0.452 0.497 0.498 0.530
GPT-4o 0.480 0.550 0.512 0.505 0.158 0.526 0.389 0.457 0.374 0.244 0.420
Gemini 1.5 Flash 0.129 0.413 0.621 0.538 0.599 0.415 0.138 0.621 -0.049 0.621 0.405
Gemini 1.5 Pro 0.315 0.473 0.410 0.443 0.577 0.612 0.192 0.437 0.588 0.343 0.439
Llama3-8B-Instruct 0.163 0.303 0.323 0.502 0.063 0.077 0.392 0.415 0.347 0.607 0.319
Llama3-70B-Instruct 0.299 0.529 0.534 0.738 0.461 0.462 0.451 0.637 0.665 0.504 0.528
Command R+ 0.461 0.467 0.228 0.351 0.437 0.473 0.486 0.713 0.290 0.657 0.456

Table 2: Mean cosine similarities between the emotional states specified in the input prompt and those evaluated
from the generated text for each combination of question and LLM. The positive significance of all values confirms
the capability for emotional expression.

range, we have successfully demonstrated the fea-
sibility of using LLMs as the backend for agents,
enabling these agents to role-play with a variety
of emotional states. The evaluation of the experi-
ment involves two uncertain factors: the capability

for controlled text generation and the accuracy of
the sentiment analysis model. Although we cannot
definitively determine which factor significantly
limits the similarities, the positive significant val-
ues of the cosine similarities suggest that both the
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generator and evaluator function effectively to a
certain extent.

A cosine similarity value of 0.5 corresponds to
a typical discrepancy of 60◦. This level of discrep-
ancy means it’s challenging to precisely identify
which of the 8 equally divided areas the emotional
state falls into, such as differentiating between joy
and excitement, or anger and embarrassment. How-
ever, it’s also true that even in human interactions,
it’s not always possible to distinguish between what
someone says under these closely related emotional
states. In this sense, the performance can be con-
sidered not lower than what is naturally expected.

Longer generated texts might lead to higher co-
sine similarity, raising questions about the fairness
of comparing different text lengths. To address this,
we confirmed that there is no dependency of the
cosine similarities on the number of words. Details
are shown in Appendix C. There is a tendency for
some models to generate more words compared
to others even with the same prompt. Since we
did not observe any correlation between the cosine
similarities and the number of words, the evalua-
tion does not have unfairness, such as some models
being likely to have better similarity values.

Ideally, a similar experiment would be conducted
with human participants instead of LLM agents, al-
lowing for a direct comparison of results. However,
such an experiment presents significant challenges,
primarily due to the difficulty of controlling hu-
man emotions. It is uncertain whether it is possible
to conduct an experiment with careful psychologi-
cal considerations that is comparable. This would
require meticulous planning to ensure ethical stan-
dards are met and that the emotional states of par-
ticipants are managed sensitively and accurately.

There could be benefits to AI agents possessing
emotional states for task execution. For humans,
emotions serve to protect oneself and fulfill needs,
steering clear of dangerous or unpleasant situations
that could result in harm or dissatisfaction. If moti-
vated by tasks associated with pleasant emotional
states, the capacity for emotion-based interaction
might lead agents to modify their behaviors accord-
ingly. For example, an agent might act cautiously in
states of high arousal and displeasure, while adopt-
ing a more assertive approach in situations charac-
terized by high arousal and pleasure. Additionally,
the agent might opt for a less active approach when
in a low arousal state, a behavior not commonly ob-
served currently. This nuanced behavior, driven by
emotional states, could enhance the effectiveness

and adaptability of AI agents in complex environ-
ments. To investigate this aspect, it is necessary to
conduct an additional experiment specifically de-
signed to evaluate behavioral changes. This would
be a valuable future direction for studying the de-
tailed effects of incorporating emotional states.

There are potential applications where the AI’s
possession of emotions could be inherently valu-
able. One anticipated use of LLMs is as advisors
or consultants from whom advice or opinions can
be sought. An agent equipped with emotions could
foster deeper discussions and lead to more satisfy-
ing outcomes. A critical aspect of an emotionally
equipped agent is its ability to offer opinions con-
trary to the user’s. Commercially available LLMs
often seem programmed to avoid disagreeing with
users, which can sometimes hinder their full po-
tential despite their capabilities. While it is true
that the LLM itself should not oppose users, allow-
ing an individual agent, powered by an LLM, to
adopt a contrary stance could be beneficial. Emo-
tions offer a familiar and understandable means for
humans to navigate such scenarios. Additionally,
possessing emotions could provide an opportunity
for both the user and the agent to build trust and
foster cooperative growth.

The possession of emotional states by AI agents
is also anticipated to inspire creativity in future
generative AI applications. In literature, music,
and art, the emotions of creators are considered a
crucial component for the variety and richness of
their works. By analogy, the emotional parameters
of AI agents could aid in expanding the range of
expressions across a wide spectrum of generative
tasks. In the realm of image generation, there is
already research, such as the study by Wang et al.
(2023b), that incorporates emotions into output im-
ages. Given that this is an underexplored area of
research, there is significant potential for further
studies in this direction.

Another crucial aspect of AI with emotions is the
dynamics of the emotional state, specifically how
parameters should be adjusted based on acquired
information. While this topic has been explored
in robotics, as noted in the related work section, it
remains under-investigated for software-only sys-
tems. Designing a method to evaluate emotional
dynamics is essential for advancing research in this
area. Combining the emotional expression capa-
bilities presented in this paper with control over
emotional dynamics could potentially enable AI
agents to act in a manner akin to humans with emo-
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tions. This integration would significantly enhance
the adaptability and realism of AI interactions, mak-
ing them more aligned with human emotional re-
sponses and behaviors.

Differences in specific features of emotional
states are also an important aspect to consider.
Previous psychological research has reported that
some emotional states are more easily recogniz-
able than others (Guarnera et al., 2018). As future
work, it would be valuable to further investigate the
proposed framework by comparing results across
different emotional states.

6 Conclusion

In this research, we explored the ability of Large
Language Models to simulate an agent embody-
ing a specific emotional state, utilizing a straight-
forward and manageable framework based on the
sleepy–activated and pleasure–displeasure (arousal
and valence) axes introduced by Russell (1980).
We developed prompts to generate text reflective
of the specified emotional state and conducted a
comprehensive evaluation of this capability within
the arousal–valence space. Most LLMs demon-
strated considerable capacity to produce outputs
aligned with emotional states. Notably, GPT-4,
GPT-4 turbo, and Llama3 70B Instruct exhibited
superior performance consistently across the entire
arousal–valence space. Future research should in-
clude the study of emotional dynamics to control
arousal and valence parameters, paving the way for
a broad spectrum of valuable applications.

Limitation

In this paper, the capability of emotional expres-
sion is demonstrated using specific LLMs, and the
results may differ significantly with models not
examined here. Furthermore, the evaluation was
based on a limited set of questions, and we cannot
guarantee that the observed capabilities are univer-
sal across all scenarios. The results may also vary
depending on the content of the questions. The
feasibility of any particular application is likewise
not guaranteed. These limitations highlight the
need for further research to investigate the general-
izability and applicability of emotional expression
capabilities across different LLMs and contexts.

The sentiment analysis of the generated text is
limited to the predefined labels in the GoEmotions
dataset. This means that if the generated text aligns
more closely with an emotion not included in the

label set, it may not be accurately evaluated within
the framework presented in this paper. Addition-
ally, the use of a discrete classifier may influence
the evaluation metrics, as some labels align well
with certain input parameters, while others do not.

We also note that emotional expressions vary
across different cultures (Ip et al., 2021). This work
is based on the GoEmotions dataset and English
prompting, both of which are rooted in a culture
primarily associated with English speakers.

Ethics Statement

The paper details an experiment involving gener-
ated texts without the use of any personal infor-
mation, thereby presenting no immediate ethical
concerns related to the research itself. However,
if future systems or services are based on these
concepts, it is possible that expressions of nega-
tive emotions such as anger, frustration, or sadness
could be generated. Consequently, any applications
stemming from this study should be thoughtfully
designed and rigorously tested to mitigate any po-
tential adverse impacts on users. This underscores
the importance of ethical considerations in the de-
ployment of AI technologies, especially those that
interact closely with human emotions.
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For the evaluation to be reliable, the model must
accurately estimate emotional states.

To determine whether the sentiment-model-
sample-27go-emotion model has sufficient capa-
bility to support our discussion, we compared the
positions of the correct and predicted labels in Rus-
sell’s arousal–valence space, based on the mapping
shown in Fig. 2. We used test data from a simpli-
fied set of the GoEmotions dataset, which contains
5,427 text-label pairs. Neutral-labeled data were
excluded since they do not correspond to specific
emotional states, leaving 3,821 texts for evaluation.

Figure 5 illustrates the positional relationship
between the ground truth and predicted labels, rep-
resented as a histogram of cosine similarities. If
the label predicted by the sentiment analysis model
matches the ground truth label, the similarity value
is 1. The peak at 1 indicates that a significant
portion of the test dataset has been successfully
recognized with the correct label.

Figure 5: Histogram of the cosine similarities between
correct and predicted labels in the arousal–valence space.
The histogram peaks at 1.0, indicating significant num-
ber of the text are classified correctly.

In addition to the histogram peaking at 1.0, we
observe that some data points show similarities be-
tween the correct and predicted labels. Specifically,
70.0% of the texts have cosine similarities above√
3/2, corresponding to a directional difference

within ±30 ◦, and 77.9% have cosine similarities
above 1/2 corresponding to ±60 ◦. The mean co-
sine similarity is 0.680, indicating that the model
can estimate emotional states with a certain level
of precision. This value represents the model’s
limit for evaluating emotional states, and we can

conclude that cosine similarities smaller than this
value are within the model’s quantifiable range.

B Correspondence between GoEmotion
and Russell’s labels

Table 3 summarizes the correspondence between
the GoEmotions labels and the terms in Russell’s
paper. First, we mapped words with clear connec-
tions, such as “anger” to “angry” and “sadness”
to “sad.” Next, we mapped words based on the
best match among possible combinations. Finally,
when a one-to-one mapping was not feasible, we
mapped a single GoEmotions label to two Rus-
sell’s labels, ensuring there was no overlap in the
arousal–valence space.

C Dependency on numbers of words

We noticed that some models tend to generate more
words, while others generate fewer words. The
number of generated words is shown in Fig. 6. We

Figure 6: Summary of the number of words generated
by each LLM in the experiment. The bars show the
mean number of words in the generated texts, and the
error bars show the standard deviations.

investigated whether this difference in the number
of generated words affects the similarity evalua-
tions. Figure 7 shows a scatter plot with the x-axis
representing the number of words and the y-axis
representing the cosine similarity. A clear correla-
tion, such as longer text having higher similarity,
was not observed. The correlation coefficient is
only 0.026, indicating no correlation. Therefore,
we can conclude that there is no bias favoring some
models over others in the experiment.

D Text Generation with Emotional States
Specified by Words

We conducted an experiment to generate text with
emotional states described by label words from
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Label in GoEmotions Corresponding term in Russell (1980)
admiration glad
amusement pleased, delighted
anger angry
annoyance annoyed
approval satisfied
caring serene
confusion alarmed
curiosity excited, delighted
desire excited, aroused
disappointment depressed
disapproval gloomy
disgust frustrated
embarrassment distressed
excitement excited
fear afraid
gratitude pleased
grief miserable
joy happy
love content
nervousness tense
optimism at ease
pride delighted
realization astonished
relief relaxed
remorse droopy
sadness sad
surprise aroused
neutral -

Table 3: Correspondence between the labels defined in the GoEmotions dataset and the terms evaluated by Russell
(1980). The correspondence is established not to map every single Russell term to multiple GoEmotions labels
individually.

Figure 7: Relation between the number of words and
the cosine similarities of the generated texts. We did not
observe any significant correlation.

the GoEmotions dataset, using the prompt setting
shown in Figure 8. To compare with the experiment

presented in the main text, we selected 12 words
from the 28 label words, ensuring they were as
evenly distributed as possible in arousal–valence
space. The selected words and their positions in
the arousal–valence space are listed in Table 4.

The results, showing the similarities between the
specified word labels and the classified word labels
in the arousal–valence space, are summarized in
Table 5.
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Word Arousal Valence
pleased 0.993 −0.119
delighted 0.907 0.422
astonished 0.346 0.938
tense −0.048 0.999
afraid −0.478 0.878
frustrated −0.792 0.610
miserable −0.988 −0.152
depressed −0.869 −0.495
bored −0.492 −0.870
sleepy 0.0328 −0.999
calm 0.722 −0.692
serene 0.854 −0.521

Table 4: The list of words used in the experiment described in Appendix D to generate text with emotional states
specified by the GoEmotions labels. The arousal and valence values for these words are derived from the calculations
shown in Figure 2.

Model Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Total
GPT-3.5 turbo 0.735 0.562 0.649 0.66 0.458 0.624 0.012 0.805 0.399 0.338 0.524
GPT-4 0.169 0.389 0.426 0.339 0.499 0.673 0.413 0.674 0.277 0.479 0.434
GPT-4 turbo 0.432 0.642 0.271 0.585 0.250 0.647 0.458 0.552 0.629 0.313 0.478
GPT-4o 0.389 0.552 0.452 0.498 0.370 0.488 0.150 0.631 0.308 0.553 0.439
Gemini 1.5 Flash 0.345 0.365 0.506 0.286 0.407 0.543 0.287 0.396 0.506 0.307 0.395
Gemini 1.5 Pro 0.268 0.379 0.244 0.072 0.278 0.477 0.311 0.273 0.104 0.295 0.270
Llama3-8B-Instruct 0.493 0.745 0.595 0.836 0.494 0.373 0.487 0.713 0.761 0.394 0.589
Llama3-70B-Instruct 0.536 0.267 0.568 0.610 0.577 0.517 0.469 0.870 0.414 0.720 0.555
Command R+ 0.513 0.496 0.349 0.782 0.563 0.731 0.486 0.770 0.479 0.695 0.586

Table 5: Mean cosine similarities between the emotional states specified by the word and those evaluated from the
generated text for each combination of question and LLM.

role: system
content: Assume the role of a character who is 
experiencing an emotional state as described 
described by the word “{word}”, without using 
the word itself. Produce a response that 
accurately reflects this emotional state, 
presenting only the response itself.
Respond in a few sentences.

role: user
content: (Question text)

Figure 8: Input prompt for text generation with a speci-
fied emotion expression described by a word.
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