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Abstract
To improve the performance of sentence pair
modeling tasks, we propose an additional pre-
training method, also known as transfer fine-
tuning, for pre-trained masked language mod-
els. Pre-training for masked language modeling
is not necessarily designed to bring semanti-
cally similar sentences closer together in the
embedding space. Our proposed method aims
to improve the performance of sentence pair
modeling by applying contrastive learning to
pre-trained masked language models, in which
sentence embeddings of paraphrase pairs are
made similar to each other. While natural lan-
guage inference corpora, which are standard
in previous studies on contrastive learning, are
not available on a large-scale for non-English
languages, our method can construct a train-
ing corpus for contrastive learning from a raw
corpus and a paraphrase dictionary at a low
cost. Experimental results on four sentence
pair modeling tasks revealed the effectiveness
of our method in both English and Japanese.

1 Introduction

Sentence pair modeling (Lan and Xu, 2018), which
estimates the relationship between two texts, is an
important technique for various natural language
processing tasks, from semantic textual similar-
ity estimation (Cer et al., 2017) and recognizing
textual entailment (Bowman et al., 2015) to in-
formation retrieval (Wang et al., 2024) and ques-
tion answering (Zhang et al., 2023). For sen-
tence pair modeling tasks, surface matching such
as bag-of-words and word embeddings such as
word2vec (Mikolov et al., 2013) have traditionally
been used, followed by task-specific neural net-
works (He and Lin, 2016; Chen et al., 2017), and
recently fine-tuning pre-trained masked language
models such as BERT (Devlin et al., 2019) has
become the de facto standard. However, training
in masked language modeling does not necessarily
bring semantically similar sentences closer together

in the embedding space (Li et al., 2020). Therefore,
to maximize the effectiveness of fine-tuning for
sentence pair modeling tasks, it is useful to follow
the pre-training of masked language modeling with
additional pre-training to estimate the semantic re-
lationships between texts, also known as transfer
fine-tuning (Arase and Tsujii, 2019).

One such method recently been attracting atten-
tion is contrastive learning. Contrastive learning
for sentence embeddings, like SimCSE (Gao et al.,
2021; Chuang et al., 2022; Liu et al., 2023), uses
annotated corpora of natural language inference
(NLI) to bring embeddings of entailing and en-
tailed sentences closer together and to separate
embeddings of contradictory sentence pairs. How-
ever, while NLI corpora with hundreds of thou-
sands of sentence pairs, such as Stanford NLI
(SNLI) (Bowman et al., 2015) and Multi-Genre
NLI (MNLI) (Williams et al., 2018), are available
for English, there are no large-scale NLI corpora
for other languages, making it difficult to obtain
high-quality sentence embeddings by contrastive
learning for languages other than English.

To improve the performance of sentence pair
modeling in various languages, we propose a
method of contrastive learning that does not rely on
the NLI corpus. Our method uses a raw corpus and
a paraphrase dictionary to automatically generate
a large-scale training corpus for contrastive learn-
ing at a low cost. Since paraphrase dictionaries
are available in many languages,1 this method is
widely applicable.

Experimental results in English and Japanese re-
vealed that the proposed method could improve
the performance of the masked language mod-
els in four types of sentence pair modeling tasks
(product retrieval, similarity estimation, recogniz-
ing textual entailment, and paraphrase identifi-

1For example, the Multilingual PPDB (Ganitkevitch and
Callison-Burch, 2014) collects millions to hundreds of mil-
lions of paraphrase pairs in 23 languages.
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Figure 1: Overview of our paraphrase-based contrastive learning.

cation). Regarding the average performance of
all tasks, the proposed method achieved the best
performance for both English and Japanese com-
pared to existing methods that learn paraphrases
but do not use contrastive learning (Arase and Tsu-
jii, 2019), contrastive learning with raw corpus or
NLI corpus (Gao et al., 2021), and state-of-the-art
RankCSE (Liu et al., 2023).

2 Related Work

2.1 Contrastive Learning
Contrastive learning is a method that brings seman-
tically close data closer together in vector space
and separates semantically distant data apart in
vector space. Methods for acquiring sentence em-
beddings by applying contrastive learning to pre-
trained masked language models have been actively
studied in recent years (Gao et al., 2021; Chuang
et al., 2022; Liu et al., 2023).

Previous studies of sentence embedding based
on contrastive learning have relied on the NLI cor-
pus (Bowman et al., 2015), in which sentence pairs
are labeled with semantic relations of entailment,
contradiction, and neutral, for training. However,
annotating such corpora in non-English languages
at high-quality and on a large-scale is expensive,
so this study proposes a lower-cost alternative.

2.2 Paraphrasing for Additional Training
Paraphrasing is the task of generating text that is
semantically equivalent to the input text. This tech-
nique can be applied to pre-editing (Mehta et al.,
2020; Miyata and Fujita, 2021) and data augmen-
tation (Effendi et al., 2018; Okur et al., 2022) to
improve the performance of various natural lan-
guage processing applications.

One such promising application of paraphras-
ing is additional training of pre-trained models.
Pre-trained encoders can be additionally trained
on the paraphrase identification task to increase the

fine-tuning performance of similarity estimation
and recognizing textual entailment (Arase and Tsu-
jii, 2019). Similarly, pre-trained encoder-decoder
models can be additionally trained on the para-
phrase generation task to enhance the fine-tuning
performance of style transfer and text simplifica-
tion (Kajiwara et al., 2020). This study combines
paraphrasing and contrastive learning to further im-
prove additional training for pre-trained encoders.

3 Proposed Method

We improve the performance of sentence pair mod-
eling with masked language models by contrastive
learning that does not rely on the NLI corpus. As
shown in the following steps, we boost the effec-
tiveness of fine-tuning by conducting additional
training between pre-training and fine-tuning.

1. Pre-training: masked language modeling

2. Our contrastive learning

3. Fine-tuning: supervised learning on the target
task of sentence pair modeling

As shown in Figure 1, our contrastive learning
uses paraphrase sentence pairs instead of entail-
ment pairs in the NLI corpus. (1) Paraphrase an
input sentence from the raw corpus based on the
dictionary, (2) Select the most fluent paraphrase
among the candidates, and (3) Conduct contrastive
learning, which brings embeddings of the input sen-
tence and the paraphrased sentence closer together
and separates embeddings of the input sentence
from the rest of the sentences in the batch.

3.1 Paraphrase-based Contrastive Learning
Although the proposed method employs the same
contrastive learning loss as SimCSE (Gao et al.,
2021), we use paraphrase sentence pairs (described
in § 3.2) instead of entailment sentence pairs as pos-
itive instances for contrastive learning, and other
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Train Dev Test

Shopping Queries 1,254,438 138,625 425,762
STS-B 5,749 1,500 1,379
SICK 4,439 495 4,906
SNLI 549,367 9,842 9,824
PAWS 49,401 8,000 8,000

Table 1: Number of sentence pairs for English datasets.

sentences in the batch instead of contradictory sen-
tence pairs as negative instances. Since this study
assumes no semantic relationship between sen-
tences in a batch, the other sentences xj in the batch
work as negative instances that are semantically un-
related to the input sentence xi. The paraphrase
of the input sentence is x+i and embeddings of the
paraphrase pair are hi and h+

i , respectively, and we
train to minimize the loss function in Equation (1):

ℓi = − log
esim(hi,h

+
i )/τ

∑N
j=1 e

sim(hi,h
+
j )/τ

, (1)

where N is the batch size, τ is the temperature pa-
rameter and sim(·) is the cosine similarity between
sentence embeddings.

3.2 Generating Paraphrase Sentence Pairs

We automatically generate paraphrase sentence
pairs to be used as positive instances for contrastive
learning, from a raw corpus and a paraphrase dictio-
nary.2 Our paraphrase dictionary consists of three
pairs of source phrase s, target phrase d, and para-
phrase probability p(d|s). In this study, we employ
only paraphrase pairs {(s, d) | p(d|s) ≥ θ} that
have a paraphrase probability above a threshold θ.
The paraphrase dictionary is applied to the input
sentence from the raw corpus xi ∈ D, substituting
phrases s into d to generate paraphrase candidates.

Here, as shown in Figure 1 (2), paraphrase candi-
dates may include ungrammatical expressions. To
avoid the negative effects from such ungrammatical
sentences, we select the most fluent candidate with
minimum perplexity to use as positive instances for
contrastive learning.

2For paraphrase generation, we can also employ methods
based on machine translation (Hu et al., 2019; Kajiwara et al.,
2020) or large language models (Witteveen and Andrews,
2019). Comparison with them is left for our future work. In
this study, we employ a dictionary-based paraphrase method
that is computationally inexpensive and highly interpretable.

Train Dev Test

Shopping Queries 294,874 32,272 118,907
JSTS 11,205 1,246 1,457
JSICK 4,500 500 4,927
JNLI 18,065 2,008 2,434
PAWS-X 49,401 2,000 2,000

Table 2: Number of sentence pairs for Japanese datasets.

4 Experiments

We evaluated the effectiveness of the proposed
method for four types of sentence pair modeling
tasks in both English and Japanese.

4.1 Tasks

Our evaluation tasks are product retrieval, simi-
larity estimation, recognizing textual entailment
(RTE), and paraphrase identification. Statistics for
each dataset are shown in Tables 1 and 2.

Retrieval Product retrieval is a four-class classi-
fication task of the relationships between product
titles and their search queries, and we employed
both English and Japanese versions of the Shop-
ping Queries dataset3 (Reddy et al., 2022).

Similarity Similarity estimation is a regression
task that estimates the semantic similarity between
two sentences, and we employed datasets of STS-
B4 (Cer et al., 2017) and SICK5 (Marelli et al.,
2014) for English and JSTS6 (Kurihara et al., 2022)
and JSICK7 (Yanaka and Mineshima, 2022) for
Japanese.

RTE RTE is a three-class classification task of
semantic relationships between two sentences, and
we employed datasets of SNLI8 (Bowman et al.,
2015) and SICK for English and JNLI6 (Kurihara
et al., 2022) and JSICK for Japanese.

Paraphrase Paraphrase identification is a two-
class classification task of synonymity between
two sentences, and we employed datasets of
PAWS9 (Zhang et al., 2019) for English and PAWS-
X9 (Yang et al., 2019) for Japanese.

3https://github.com/amazon-science/esci-data
4http://ixa2.si.ehu.es/stswiki/index.php/

STSbenchmark
5https://zenodo.org/records/2787612
6https://github.com/yahoojapan/JGLUE
7https://github.com/verypluming/JSICK
8https://nlp.stanford.edu/projects/snli/
9https://github.com/google-research-datasets/

paws
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For evaluation metrics, we used the micro-f1
score for the retrieval tasks, Spearman’s rank cor-
relation coefficient for the similarity tasks, and the
macro-f1 score for both the RTE and the paraphrase
tasks.

4.2 Implementation Details

We fine-tuned English BERT10 (Devlin et al., 2019)
and Japanese RoBERTa11 (Liu et al., 2019) on the
sentence pair modeling tasks in Section 4.1. We
want to evaluate whether the performance of each
task can be improved by applying additional train-
ing of the proposed method or comparative meth-
ods before fine-tuning.

Pre-processing We used Wikipedia text from
Wiki-40B12 (Guo et al., 2020) for our con-
trastive learning. As pre-processing, we ap-
plied sentence segmentation and word seg-
mentation with Moses13 (Koehn et al., 2007)
for English, and sentence segmentation with
ja_sentence_segmenter14 and word segmentation
with MeCab (IPAdic)15 (Kudo et al., 2004) for
Japanese. In addition, language identification by
langdetect16 was performed, and only sentences
with a confidence level of 99% or higher were used
in each corpus for English and Japanese. Finally,
we excluded both short sentences of 5 words or less
and long sentences of 50 words or more.

Paraphrase For paraphrase dictionary, we used
PPDB 2.017 (Pavlick et al., 2015) for English and
EhiMerPPDB18 for Japanese. These dictionaries
cover phrases of up to six words in English and
seven words in Japanese. To filter paraphrase can-
didates, perplexity was calculated with English19 or
Japanese20 models of GPT-2 (Radford et al., 2019).

Hyperparameters The learning rate was set to
5 × 10−5, temperature to τ = 0.05, batch size

10https://huggingface.co/google-bert/
bert-base-uncased

11https://huggingface.co/rinna/
japanese-roberta-base

12https://www.tensorflow.org/datasets/catalog/
wiki40b

13https://github.com/moses-smt/mosesdecoder/
14https://github.com/wwwcojp/ja_sentence_

segmenter
15https://taku910.github.io/mecab/
16https://pypi.org/project/langdetect/
17http://paraphrase.org/#/download
18https://github.com/EhimeNLP/EhiMerPPDB
19https://huggingface.co/openai-community/gpt2
20https://huggingface.co/rinna/

japanese-gpt2-medium

to 64 sentence pairs, and Adam (Kingma and
Ba, 2015) was used as our optimization method,
and training was terminated when the loss on the
Dev set did not improve for 3 consecutive epochs.
In addition, we selected the threshold for para-
phrase probability θ ∈ {0.1, 0.2, 0.3, 0.4, 0.5} and
the number of sentences for additional training
|D| ∈ {10k, 20k, 40k, 80k, 160k} to maximize
metrics on the Dev set among these combinations.

4.3 Comparative Methods
To evaluate the effectiveness of paraphrase-based
contrastive learning, we compare the proposed
method to existing methods that employ para-
phrase but not contrastive learning (Transfer Fine-
Tuning) (Arase and Tsujii, 2019), contrastive learn-
ing without paraphrase (both unsupervised and su-
pervised SimCSE (Gao et al., 2021) and state-of-
the-art RankCSE (Liu et al., 2023)), and fine-tuning
without additional training.

Transfer Fine-Tuning (Arase and Tsujii, 2019) is
a method for additional training to identify phrasal
paraphrases on approximately 30 million para-
phrase pairs. Since we use the official trained
model21 in English, it is compared only in English
experiments. Unsupervised SimCSE (Gao et al.,
2021) is dropout-based contrastive learning with
raw corpora, and we replicate it with Wikipedia
in the same settings as in § 4.2. Supervised Sim-
CSE (Gao et al., 2021) is contrastive learning with
NLI corpora, and we replicate it with SNLI (Bow-
man et al., 2015) and MNLI (Williams et al., 2018)
for English, and with JSNLI,22 a Japanese transla-
tion of SNLI, for Japanese. RankCSE (Liu et al.,
2023) is a state-of-the-art contrastive learning that
incorporates ranking consistency and ranking dis-
tillation, and we replicate it using the English23

or Japanese24 SimCSE as a teacher model. The
hyperparameters of SimCSE and RankCSE are the
same as those of the proposed method in § 4.2.25

4.4 Results
Experimental results are shown in Table 3. Our
method achieved performance better than the base-

21https://github.com/yukiar/TransferFT
22https://nlp.ist.i.kyoto-u.ac.jp/?%E6%97%A5%

E6%9C%AC%E8%AA%9ESNLI%28JSNLI%29%E3%83%87%E3%83%
BC%E3%82%BF%E3%82%BB%E3%83%83%E3%83%88

23https://huggingface.co/princeton-nlp/
unsup-simcse-bert-base-uncased

24https://huggingface.co/cl-nagoya/
unsup-simcse-ja-base

25Since JSNLI has less than 160k sentence pairs, we set the
maximum number for additional training to 140k pairs.
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Retrieval Similarity RTE Paraphrase

English Shopping Queries STS-B SICK SNLI SICK PAWS Avg.

w/o Additional Training 0.654 0.824 0.815 0.904 0.858 0.913 0.828
Transfer Fine-Tuning 0.652 0.854 0.821 0.902 0.860 0.901 0.832
Unsupervised SimCSE 0.655 0.830 0.806 0.904 0.868 0.918 0.830
RankCSE 0.652 0.858 0.821 0.903 0.854 0.912 0.833
Supervised SimCSE 0.655 0.857 0.824 0.901 0.865 0.913 0.836
Ours 0.655 0.841 0.842 0.904 0.866 0.918 0.838

Retrieval Similarity RTE Paraphrase

Japanese Shopping Queries JSTS JSICK JNLI JSICK PAWS-X Avg.

w/o Additional Training 0.576 0.859 0.890 0.785 0.839 0.793 0.790
Unsupervised SimCSE 0.587 0.861 0.886 0.781 0.837 0.790 0.790
RankCSE 0.574 0.855 0.893 0.829 0.838 0.779 0.795
Supervised SimCSE 0.576 0.825 0.886 0.843 0.843 0.800 0.796
Ours 0.587 0.861 0.896 0.828 0.856 0.791 0.803

Table 3: Evaluation of four sentence pair modeling tasks. Retrieval is a product retrieval task and reports Micro-F1.
Similarity is a semantic textual similarity estimation task and reports Spearman correlation. RTE and Paraphrase are
tasks of recognizing textual entailment and paraphrase identification, respectively, and report Macro-F1.

line w/o additional training on all tasks in English,
and better than the baseline on all tasks except the
paraphrase identification task in Japanese. Here,
PAWS-X focuses on word reordering, which may
be incompatible with our paraphrase, which does
not reorder but only substitutes phrases. Neverthe-
less, our method is effective for many other tasks.

Compared to the existing methods, our method
achieved the best average performance in both En-
glish and Japanese. Our method has the advantage
of achieving higher performance at a lower cost
than traditional contrastive learning because it does
not require expensive annotation like NLI corpora.

4.5 Analysis: Paraphrase Quality

The quality and quantity of paraphrases may affect
the performance of our contrast learning. There is
a trade-off between quality and quantity of para-
phrases, which can be controlled using the para-
phrase probabilities listed in the dictionary. In other
words, if only paraphrases with high probability are
targeted, a high quality and small quantity of para-
phrases will be used.

The average performance of the sentence pair
modeling tasks on the Dev set for each paraphrase
probability threshold is shown in Figure 2. We
found that the best performance was achieved by
using only paraphrases with a probability of 0.4 or
higher in both English and Japanese.

0.1 0.2 0.3 0.4 0.5
Paraphrase probability 

0.81
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Figure 2: Relationship between paraphrase probability
and average performance of sentence pair modeling.
The larger the probability, the higher quality and smaller
quantity of paraphrases we use in our training.

5 Summary and Future Work

In this study, we proposed paraphrase-based con-
trastive learning to improve the performance of
sentence pair modeling. Our method can achieve
high performance from automatically generated
corpora, even though it is freed from the expen-
sive annotation of NLI corpora that traditional con-
trastive learning relies on. Experimental results
reveal performance improvements in a wide range
of tasks, including product retrieval, similarity esti-
mation, recognizing textual entailment, and para-
phrase identification, in both English and Japanese.
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Our future work includes both further improve-
ment of positive instances and negative instances.
Especially for positive instances, paraphrase gen-
eration could be based on machine translation or
large language models.

Limitations

Language Dependency: While our method does
not require expensive annotation like the NLI cor-
pus, it relies on a raw corpus and a paraphrase
dictionary. Even though paraphrase dictionaries
already exist for many languages, they vary in size
and quality. Since our experiments are conducted
in two languages, English and Japanese, we can-
not necessarily guarantee the effectiveness of the
proposed method in other languages.

Training Time: We added a new training step
between pre-training and fine-tuning of masked
language models. This requires about 30 minutes
of additional training time when running on a single
NVIDIA RTX A6000 GPU with 48 GB memory.
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