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Abstract
This paper presents a research thesis proposal
to develop a generalizable Native American lan-
guage identification system. Despite their cul-
tural and historical significance, Native Ameri-
can languages remain entirely unsupported by
major commercial language identification sys-
tems. This omission not only underscores the
systemic neglect of endangered languages in
technological development, but also highlights
the urgent need for dedicated, community-
driven solutions. We propose a two-pronged
approach: (1) systematically curating linguis-
tic resources across all Native American lan-
guages for robust training, and (2) tailored data
augmentation to generate synthetic yet linguis-
tically coherent training samples. As proof of
concept, we extend an existing rudimentary
Athabaskan language classifier by integrating
Plains Apache, an extinct Southern Athabaskan
language, as an additional language class. We
also adapt a data generation framework for low-
resource languages to create synthetic Plains
Apache data, highlighting the potential of data
augmentation. This proposal advocates for a
community-driven, technological approach to
supporting Native American languages.

1 Introduction

Language is more than a means of communica-
tion; it is a vessel of culture, history, and identity
(Miller and Hoogstra, 1992; Bucholtz and Hall,
2004; Sirbu, 2015). For many Indigenous commu-
nities, the loss of a language represents not just lin-
guistic erosion but the disappearance of traditions,
worldviews, and ways of knowing (Grenoble and
Whaley, 1998; Khawaja, 2021). Despite increasing
efforts in computational linguistics to support low-
resource languages (Ranathunga et al., 2023; Singh
et al., 2024), the landscape remains starkly imbal-
anced. Google’s LangID (Caswell et al., 2020), one
of the most commercialized language identifica-
tion systems, covers over 200 languages, but over-
looks almost all North American Native languages.

Figure 1: A simplified, stylized rendition of the pro-
posed generalizable Native American Language identi-
fication system.

This exclusion is an alarming reflection of how
centralized language technologies systematically
marginalize Indigenous voices (Khubchandani,
2016; Yim, 2024).

The state of New Mexico (NM) stands as a cru-
cial focal point in this discussion. Home to eight
Native American languages1 (New Mexico Sec-
retary of State, 2025), the state exemplifies both
the resilience and fragility of Indigenous linguistic
heritage. While computational linguistics has ex-
plored the most-widely spoken Navajo to some ex-
tent (Liu et al., 2021; Yang et al., 2025b), progress
remains constrained by the scarcity of accessible
linguistic data (Meek, 2012; Goswami et al., 2024).
To address the current gap in commercialized lan-
guage technologies, we propose a research agenda
to build a generalizable Native American language
identification system, the first of its kind, as exem-
plified in Figure 1.

Our approach consists of two key initiatives: (1)
Data Resource Aggregation: A comprehensive, sys-
tematic effort to manually collect and curate lin-
guistic datasets across all available Native Amer-

1The eight languages are Tiwa, Tewa, Keres, Towa, Zuni,
Navajo, Mescalero Apache and Jicarilla Apache. There are
eleven New Mexico counties with Native American lands.
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ican languages, ensuring high-quality, representa-
tive training data. (2) Synthetic Data Generation:
Applying an established data augmentation frame-
work for endangered languages to expand exist-
ing data, particularly for languages with few or no
remaining fluent speakers. For proof of concept,
we manually curated a small dataset of 25 Plains
Apache sentences, an extinct Southern Athabaskan
language, and successfully integrated it into an ex-
isting rudimentary Athabaskan language classifier
(Yang et al., 2025b). We then adapted a data gener-
ation framework for low-resource languages (Yang
et al., 2025a) to create 5 syntactically-coherent new
Plains Apache sentences, displaying the promise
of our approach. This paper serves as both a re-
search thesis proposal and a call to action, work-
ing towards a future where Native American
languages are not only included but actively sup-
ported by commercialized language technolo-
gies.

2 Related Work

Efforts to develop Natural Language Processing
(NLP) technologies for endangered languages are
hindered by scarce datasets (Maimaiti et al., 2022)
and non-specialized model architectures (Lin et al.,
2018). This section reviews emergent research in
two key areas: Native American language classi-
fication, and synthetic data generation for endan-
gered languages.

2.1 Native American Language Classification

Yang et al. (2025b) exposed the shortcomings of
centralized NLP systems in handling Native Amer-
ican languages. Google’s LangID system (Caswell
et al., 2020), despite covering over 100 languages,
failed to include any Native American languages,
even the most widely spoken Navajo (Palakurthy,
2022). To address this gap, they developed a Ran-
dom Forest classifier (Ho, 1995) trained on Navajo
and 20 of its most frequently confused languages,
achieving a near-perfect accuracy (97-100%). Fur-
ther experiments revealed that the classifier gener-
alized well to other Athabaskan languages2 under
the same family tree, suggesting potential scala-
bility across related language families. However,
while this work introduced a novel approach to
Native American language identification, its scope

2The languages tested with the Navajo classifier were West-
ern Apache, Mescalero Apache, Jicarilla Apache and Lipan
Apache, which are all Southern Athabaskan languages.

was limited, covering only five languages. Expand-
ing its applicability requires broader generalization
across diverse linguistic groups.

2.2 Synthetic Data Generation for
Endangered Languages

Data scarcity is a persistent challenge in low-
resource NLP (Ghafoor et al., 2021; Adimulam
et al., 2022), particularly for languages with few
or no fluent speakers (Bansal et al., 2021). Yang
et al. (2025a) demonstrated the effectiveness of
synthetic data augmentation for endangered lan-
guages on Nüshu, a near-extinct ancient Chinese
script (Congrong, 2024). Using a language-specific
data generation framework, they produced a novel
dataset of 98 linguistically coherent synthetic sen-
tences in Nüshu, demonstrating a viable approach
to language revitalization.

Applying this approach to Native American lan-
guages presents both opportunities and challenges.
Unlike Nüshu’s text-to-text structure (Di, 2024),
many Indigenous languages require careful han-
dling of phonetic, morphological, and orthographic
variation (Link et al., 2021). Still, a synthetic data
pipeline remains a promising strategy for expand-
ing training resources, especially for those on the
verge of extinction.

2.3 Towards a Unified Approach

Building on prior work, this paper proposes a hy-
brid approach that combines language classification
and synthetic data generation to create a scalable
Native American language identification system.
Unlike previous efforts that addressed classification
or data expansion in isolation, we argue that both
are essential for developing a truly generalizable,
resource-efficient, and community-driven model.
By integrating rigorous classifier development with
targeted augmentation, we aim to surpass exist-
ing limitations and advance linguistic inclusivity in
commercialized language technologies.

3 Native American Language Landscape

Native American languages form a vast and diverse
linguistic ecosystem (Oberg and Olsen-Harbich,
2022), reflecting centuries of cultural, historical,
and geographical significance (Clements, 2021).
While many of these languages once flourished
across North America, colonization (Huang, 2024),
forced assimilation policies (Ellinghaus, 2022), and
systemic marginalization (Sear and Turin, 2021)
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Figure 2: Family Tree for Athabaskan Languages

have led to widespread language loss. Today, their
survival depends on urgent and deliberate revitaliza-
tion efforts (De Costa, 2021), including the devel-
opment of computational tools for language preser-
vation and accessibility.

3.1 Statistics

At the time of European contact, over 300 Na-
tive American languages were spoken across North
America (Williams, 2022), belonging to numerous
distinct language families (Sutton, 2021). These
languages exhibited immense structural diversity,
with some featuring polysynthetic morphology
(e.g., Mohawk, Inuktitut) (Arkadiev, 2023), com-
plex tone systems (e.g., Athabaskan languages)
(Uchihara, 2023), or elaborate evidential marking
(e.g., Quechua) (Kalt, 2021). In present-day United
States, about 175 Native American languages are
still spoken (Antoine, 2021). While some lan-
guages like Cherokee and Navajo are better doc-
umented, with existing text corpora (Zhang et al.,
2021; Goldhahn et al., 2012), many others have
little to no surviving linguistic records (Leonard,
2023).

3.2 Endangered Status and Language Loss

The vast majority of Native American languages in
the United States are either moribund (Dorzheeva
et al., 2021), where they are spoken only by the el-
derly, or critically endangered (Estrada et al., 2022),
where fewer than 100 speakers remain. The statis-
tics are stark: Only about 20 Native American lan-
guages are being acquired by children as a first
language (Clifton, 2021), and by 2050, at least 90%
of Native American languages are predicted to be-
come extinct (Yerian and Halima, 2024).

These figures highlight an accelerating crisis -
one driven not only by natural language shift but by
centuries of forced assimilation policies, including
residential schools that punished Indigenous chil-

dren for speaking their native tongues (Lomawaima
and McCarty, 2025). Even today, Native Ameri-
can communities face systemic barriers to language
transmission, from limited access to bilingual edu-
cation (McCarty and Brayboy, 2021) to the short-
age of digital language tools that support continued
learning and usage (Meighan, 2021). Without delib-
erate investment in technological solutions tailored
to Indigenous languages, these languages risk fur-
ther exclusion from digital spaces, thus accelerating
their decline.

4 Language Detection Experiments

To demonstrate the feasibility of our proposed
approach mentioned in Section 2.3, we conduct
a small-scale experiment using Plains Apache
(Saxon, 2023), an extinct member of the Southern
Athabaskan language family. This proof of concept
serves as as a preliminary step in our broader effort
to build a generalizable Native American language
identification system.

4.1 Why Plains Apache?

Plains Apache presents a unique case study for
two key reasons. Firstly, the Athabaskan language
classifier proposed by Yang et al. (2025b) covered
nearly all Southern Athabaskan languages except
Plains Apache. Given its linguistic proximity to
Navajo and other Apache languages, as shown in
Figure 2, incorporating it into the classifier offers a
straightforward and scalable expansion. Secondly,
unlike Navajo, which still has thousands of speak-
ers, Plains Apache is extinct (Tellmann, 2021), with
no known fluent speakers. This makes it an ideal
candidate for synthetic data augmentation using
the text generation framework for endangered lan-
guages proposed by Yang et al. (2025a). If suc-
cessful, this experiment could serve as a blueprint
for generating linguistically sound training data for
other highly endangered or extinct Native Ameri-
can languages. By implementing the classifier ex-
pansion and synthetic data pipeline with the Plains
Apache language, we aim to evaluate the feasibility
of our broader research approach on a small scale
before scaling to a multi-language setting.

4.2 Manually Gathering Plains Apache Data

Due to the absence of publicly available digital
corpora for Plains Apache, we manually scraped
and transcribed sentences from various linguistic
sources (Wikipedia, 2025; Morgan, 2012). As an
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Figure 3: Sample sentences of manually curated Plains
Apache text

initial effort, we curated 25 Plains Apache sen-
tences in CSV format, with a small sample shown
in Figure 3. This manually curated dataset under-
scores the challenges of working with endangered
and extinct Indigenous languages, highlighting the
urgent need for automated, scalable solutions such
as data augmentation.

4.3 Integration into Athabaskan Classifier
Integrating Plains Apache as an additional lan-
guage class into the Random Forest classifier
yielded interesting results. With all other train-
ing weights of the original classifier unchanged,
Plains Apache sentences were classified as Navajo
with 100% likelihood, as shown in Table 1. In
the original experiments conducted by Yang et al.
(2025b), Western Apache and Mescalero Apache
had the highest classification rates as Navajo at
96.00% and 100%, respectively, while Jicarilla
Apache and Lipan Apache performed lower at
92.32% and 62.16%. This disparity was previ-
ously attributed to subgroup distinctions, as Jicar-
illa and Lipan Apache belong to the Eastern branch
of Southern Athabaskan, whereas Navajo, Western
Apache, and Mescalero Apache fall under the West-
ern subgroup, as illustrated in Figure 2. However,
Plains Apache, despite being its own distinct sub-
group, exhibited classification behavior identical
to Mescalero Apache. This raises new questions
about the lexical and syntactic relationships among
the Southern Athabaskan subgroups, warranting
further analysis.

4.4 Synthetic Data Generation for Plains
Apache

We applied the framework introduced by Yang et al.
(2025a) to expand our Plains Apache text. Orig-
inally developed for the endangered Nüshu lan-

Language Classified as Navajo Total Sentences

Western Apache 96.00% 25
Mescalero Apache 100.00% 32
Jicarilla Apache 92.31% 13
Lipan Apache 62.16% 37
Plains Apache 100.00% 25

Table 1: Classification Results for Apache Languages:
Percentage of sentences classified as Navajo and total
number of sentences examined for each Apache lan-
guage, with the addition of Plains Apache, highlighted
in pink.

guage, this approach combines few-shot prompt-
ing with language-specific tailoring to generate
new synthetic data. Using the GPT-4o model, we
provided a dataset of 25 Plains Apache sentences
and prompted the model to generate 5 new arti-
ficial sentences, which it successfully produced3.
While this represents a small-scale test, it high-
lights the potential of synthetic augmentation for
highly endangered Indigenous languages, even in
cases of extreme data scarcity. Moving forward,
this methodology could be extended to other extinct
or moribund Native American languages, signifi-
cantly increasing the amount of available data for
classification, modeling, and revitalization efforts.

5 Conclusion

This paper presents a long-term research vision
for developing a generalizable Native American
language identification system, addressing the crit-
ical absence of Indigenous languages in commer-
cial language technologies. By building on ex-
isting work in Native American language classifi-
cation and synthetic data generation, we propose
a unified approach that leverages both to bridge
this gap. Our small-scale experiments integrating
Plains Apache demonstrate the promise and fea-
sibility of this method. Beyond its technical con-
tributions, this work serves as a call to action for
the broader NLP community to invest in decentral-
ized, community-driven language technologies that
prioritize linguistic diversity. Through collective
efforts, we can ensure that these languages are not
only preserved, but actively recognized and used in
the digital age.

3These generated sentences have not yet been rigorously
validated beyond a visual review; we propose this as a viable
method for data augmentation rather than asserting complete
accuracy.
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Limitations

While this study lays the groundwork for Native
American language identification, limitations re-
main. The Plains Apache experiment, though in-
formative, is constrained by scarce natural data,
and while synthetic augmentation mitigates this, it
cannot fully replicate the depth of naturally spoken
language. Our focus on Athabaskan languages also
raises questions about the broader applicability of
this approach to other linguistic families. Addition-
ally, reliance on synthetic data poses risks of cap-
turing artifacts rather than true linguistic features.
Beyond identification, future work must explore
applications like translation and speech recogni-
tion for meaningful impact. Expanding datasets,
refining augmentation techniques, and engaging
Indigenous communities will be essential to ensur-
ing these technologies support both linguistic and
cultural preservation.

Ethics Statement

Ethical considerations are important when develop-
ing technologies for Native American languages,
which have a big role in cultural, spiritual, and his-
torical settings. This study recognizes that these
languages are not only tools for communication
but also symbols of culture and heritage. Thus, the
development of language technologies for Native
American languages should happen in close collab-
oration with community members and leaders to
ensure language preservation rather than cultural
homogenization and appropriation. We are actively
engaging with the Native American and Indigenous
Languages department at our institution to ensure
this project is conducted in a thoughtful, respectful,
and community-centered manner.
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A Exploration with Support Vector
Machines

While not discussed in detail in this paper, we also
explored Support Vector Machines (SVM) as a po-
tential alternative or complement to the proposed
Random Forest classifier. We initialized an SVM
classifier with a linear kernel and probability out-
puts, using GridSearchCV with cross-validation
on the F1 score for hyperparameter tuning. Due
to the computational demands of SVM training,
we leveraged research computing resources, setting
n_jobs to 32 for parallel processing. Initial results
were largely coherent, though further investigation
is needed to assess its comparative effectiveness.
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