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Abstract

Instruction-following LLMs have recently al-
lowed systems to discover hidden concepts
from a collection of unstructured documents
based on a natural language description of the
purpose of the discovery (i.e., goal). Still,
the quality of the discovered concepts remains
mixed, as it depends heavily on LLM’s reason-
ing ability and drops when the data is noisy
or beyond LLM’s knowledge. We present
Instruct-LF, a goal-oriented latent factor discov-
ery system that integrates LLM’s instruction-
following ability with statistical models to han-
dle large, noisy datasets where LLM reasoning
alone falls short.

Instruct-LF uses LLMs to propose fine-grained,
goal-related properties from documents, esti-
mates their presence across the dataset, and
applies gradient-based optimization to uncover
hidden factors, where each factor is represented
by a cluster of co-occurring properties. We eval-
uate latent factors produced by Instruct-LF on
movie recommendation, text-world navigation,
and legal document categorization tasks. These
interpretable representations improve down-
stream task performance by 5-52% than the
best baselines and were preferred 1.8 times as
often as the best alternative, on average, in hu-
man evaluation.

1 Introduction

Algorithms for discovering interpretable latent
structures from observed data is a long-standing
challenge in AI (Fayyad et al., 1996), with applica-
tions to bioinformatics (Liu et al., 2016), social sci-
ence (Ramage et al., 2009), e-commerce (McAuley
and Leskovec, 2013), and beyond. These methods
help users make sense of large amounts of unstruc-
tured data to draw insights for various needs.

We seek to develop an instruction-following la-
tent factor discovery system that can adapt its dis-
covery process based on user instructions. For ex-
ample, as shown in Figure 1, a movie streaming
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Figure 1: An example of the output of our sys-
tem, Instruct-LF, on discovering different types of user
interest about movies from a conversation corpus.

platform (the user) may wish to analyze a dialogue
corpus where its customers chat about movies, with
the goal of gaining insights into different types of
movies their customers are interested in. In this
case, the latent factor discovery system should ide-
ally discard properties in the data that are irrelevant
to the platform’s goal, for example, article words
in LDA (Blei et al., 2009)’s output. Meanwhile,
the system should also produce informative latent
factors with fine-grained details, which existing
LLM-based frameworks (e.g., Pham et al. (2024))
cannot consistently generate for noisy data.

Importantly, we focus on the case where we do
not rely on the properties of specific datasets to
guide gradient-based latent factor models. Such
a constraint makes setting up task-specific super-
vision signals, e.g., auxiliary loss functions that
exploit the structure of the corpus (such as senti-
ment labels or co-clicks associated with each doc-
ument (McAuley and Leskovec (2013); McAuley
et al. (2015)) infeasible.

Classic latent factor models such as Latent
Dirichlet Allocation (LDA) (Blei et al., 2009) and
BertTopic (Grootendorst, 2022) are popular choices
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in mining latent patterns from data, however, they
cannot flexibly follow user instructions. Further, in-
terpreting the latent space of classical latent factor
models frequently requires reading-the-tea-leaves
interpretations, such as examining clusters of key-
words (Blei et al., 2009) or interpreting sampled
documents (Kingma and Welling, 2013). As we
will later show in our experiments, these noisy ex-
planations only provide good interpretability for
users when the most salient signals (i.e., words) in
the dataset align with the user goal well.

Another recent emerging paradigm is to prompt
LLMs for pattern discovery from documents (Wang
et al., 2023; Zhong et al., 2023; Pham et al.,
2024). While these LLM-based frameworks can
adapt their behavior based on user instructions,
these methods do not scale well to large-scale,
noisy datasets. In particular, LLM-based meth-
ods generally first prompt LLMs to generate po-
tentially interesting pattern descriptions, such as
topic names, prompted with the input data, then use
LLMs to link data points to these generated descrip-
tions (Wang et al., 2023; Pham et al., 2024). How-
ever, since such a process is purely LLM-driven,
its success is conditioned on an LLM’s ability to
reason over the dataset of interest, which fails when
the observed data exceeds the content understand-
ing ability of LLMs (Pham et al., 2024). As we will
later show in our experiments, when dealing with
noisy, out-of-distribution data, these pure LLM-
based methods fail to consistently produce coherent
results that are helpful for users.

To address these challenges, we pro-
pose Instruct-LF1, a framework that combines
the Instruction-following task-adaptability of
LLMs with classical gradient-based Latent
Factor modeling algorithms. Unlike existing
works on using LLMs for topic proposal and
assignment (Pham et al., 2024; Wang et al., 2023),
we propose simplifying LLM-based operations
in our framework to a minimum: an property
proposal step that simply prompts LLMs for
goal-related properties based on an input docu-
ment, where each property is a natural language
statement that describes a goal-oriented attribute
of the input data point. After this, we estimate
the occurrence of each candidate property across
the dataset by factorizing and filling a sparsely
filled data-property matrix, where an observed
data-to-property linkage with high estimated score

1https://github.com/allenai/instructLF

means a property is more likely generated from
a data point via the property proposal step.
Finally, our framework clusters these properties
into groups by estimating their correlation through
their estimated occurrence across the dataset. The
grouped properties then become explanations
of the discovered latent factors, similar to how
topic models use grouped keywords as discovered
topics.

We evaluate our proposed method on three sce-
narios: (1) analyzing a dialogue corpus where users
recommend movies to each other, with the goal
of understanding different types of user interest,
(2) analyzing user-environment interaction logs on
a text-based world simulator, Alfworld (Shridhar
et al., 2021), with the goal of discovering different
meaningful states that are relevant to task com-
pletion, and (3) analyzing a set of American bill
summaries, with the goal of discovering categories
of bills. The first two scenarios require a model
that can adapt to users’ goal of discovery, while the
third provides a testbed where classic latent factor
models are known to perform well. Automatic and
human evaluation show Instruct-LF can discover
informative and task-relevant patterns from data,
and rated as the best-picked model across various
baselines in human evaluation.

Our contributions are as follows: We develop
a new method, Instruct-LF, that uncovers latent pat-
terns that are relevant to the users’ goal of discovery
expressed in natural language from unstructured
data. Second, Instruct-LF is the first work, to our
best knowledge, to combine LLM reasoning with
classical gradient-based methods for latent pattern
mining. Finally, we perform comprehensive eval-
uations and show that our system uncovers goal-
relevant, coherent, informative, and interpretable
latent factors from data and is chosen most fre-
quently as the best model against state-of-the-art
baselines in human evaluation.

2 Related Work

Latent Factor Models Latent factor models
(LFMs) assume observed data in a dataset are gov-
erned by a set of latent factors. Traditional al-
gorithms for estimating latent factors from data
such as LDA (Blei et al., 2009), PCA (Jolliffe
and Cadima, 2016), and Autoencoders (Rumelhart
et al., 1986). Oftentimes, practitioners gain insight
into the dataset by interpreting the learned factors,
such as reading the topics in an LDA model or
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Figure 2: The proposed framework. Instruct-LF generates a set of natural language property descriptions from data,
i.e., documents (1a); then estimates the compatibility between each data point and each property (1b), and perform
correlation-based grouping of properties to discover latent factors (2). The compatibility between each property is
efficiently computed using a distilled dense text representation model. We provide additional details and examples
in Figure 4 and Appendix J.

generating samples from the latent space of a vari-
ational autoencoder (Kingma and Welling, 2013).

LLMs for Insight Mining Recently, there have
been some successes in using LLM-based systems
for analyzing textual documents, such as using
LLMs to discover topics from documents (Pham
et al., 2024) or clustering documents (Wang et al.,
2023). The most relevant framework to our work is
TopicGPT (Pham et al., 2024), which uses LLM to
propose potential topics by sequentially iterating
over the dataset and generating new topics based
on prior outputs.

Key Differences While drawing insprirations
from the above areas, Instruct-LF is the first work to
combine LLMs’ instruction-following ability with
statistical models for goal-conditioned latent factor
discovery. In contrast to pure-LLM-based frame-
works, our method only rely on LLMs to document
interesting properties from data, which is less re-
liant on LLMs’ reasoning ability. By combining
these LLM-proposed, goal-oriented properties with
statistical-model-based latent factor models, we
later show in our experiments that Instruct-LF is the
only method that can discover informative patterns
from noisy data such as conversation and embodied
navigation logs. We provide further discussion on
other related research areas in Appendix I.

3 Instruct-LF

Overview As shown in Figure 2, there are two
key steps in Instruct-LF. First, we perform a goal-
oriented data transformation step where we gen-
erate a set of goal-related properties using LLMs

and and transform the input unstructured dataset
into a data-property matrix by learning a property-
compatibility score for each document. That is,
each entry in this matrix is a compatibility score
between a natural language property description
and a data point, denoting how likely the property
describes the data point. Then, we perform a latent
factor discovery step where we group correlated
properties into clusters representing higher-level
abstract concepts.

During goal-oriented data transformation, we
learn a mapping function g that maps the high-
dimensional input space to a property space
g(X) → C, where each dimension ci ∈ C
represents a goal-related property. For exam-
ple, when the user’s (e.g., a streaming platform’s)
goal is to discover different types of customer in-
terest in movies, a goal-related property can be
“Disneyland Movies", which is a property related
to “the genres of movies that interests customers."

We then perform the latent factor discovery step
by learning a transformation f(C) → Z, where Z
is a low-dimensional latent space that preserves the
covariance in C. I.e., properties with high corre-
lations should be grouped together, which reflects
higher-level, more abstract meanings; similar to
how a set of words reflects a topic in topic mod-
els (Blei et al., 2009; Grootendorst, 2022). In this
way, each dimension in Z is a latent high-level
concept corresponding to a set of dimensions in C,
and can thus be explained by its associated prop-
erties in the property space. Compared to recent
works that rely on LLMs to directly propose and
refine higher-level concepts (Pham et al., 2024),
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our method relies less on LLMs’ reasoning ability,
and can benefit from gradient-based learning from
larger datasets.

3.1 Goal-oriented Data Transformation

Goal-oriented data transformation takes as input a
set of unstructured input data and the users’ descrip-
tion of the goal for discovery in natural language.
It then returns a matrix where each row represents
a data point, and each column is a property related
to the user’s goal. To achieve this, we implement
an property proposal step, where we prompt LLMs
to generate a set of candidate properties, and a
data-property link prediction step, where we pre-
dict compatibility between each property and each
data point.

Property Proposal For each data point in the
dataset, we prompt an LLM to generate a set of
properties that describe the goal-oriented proper-
ties of this data point (see Appendix H for details).
While prior work rely on LLMs to generate high-
level concepts that are comprehensive and general-
izable over a batch of data (Pham et al., 2024), our
property proposal step only prompt LLMs to
document detailed attributes of a single data point
(see Appendix G for additional details).

This formulation allows our framework to cap-
ture fine-grained details of the dataset (since the
LLM can focus on details from only one datapoint),
and is less demanding for an LLM’s intrinsic ability
to propose high-quality properties that generalize
across the dataset.

Data-property Link Prediction After we col-
lected a pool of properties in the property proposal
stage, the next step is to estimate the occurrence of
each seen property across the whole dataset. Pre-
vious work generally prompt LLM to determine
whether a property is relevant given a data point.
However, this formulation requires N ∗ |C| LLM
calls, where N is the number of data points of
interest, making the algorithm inefficient (further
discussions in Appendix L). Further, in our abla-
tion experiments (Section 9), we find LLMs’ abil-
ity to determine compatibility between properties
and data lags behind its ability to generate plausi-
ble properties. To this end, we propose to train a
dual-embedding model to estimate the values in the
data-property matrix by leveraging higher-quality
linkages generated in the proposal stage as supervi-
sion signals.

Specifically, we adapt the widely used neural
matrix factorization setting (He et al., 2017), where
we learn a neural encoder Φ to estimate the com-
patibility score between a property c and data point
x space dot product:

score(c, x) = Φ(c)TΦ(x), (1)

where a higher score indicates the corresponding
property and data points are more likely to be
linked.

To learn the parameter weights of the encoder,
we fine-tune an off-the-shelf dense retriever model2

using a batch-wise-negative-sampling-based loss
function (Henderson et al., 2017) to predict whether
a property c is generated from a data point x in the
property proposal stage. Specifically, for any given
data point in the training dataset, our framework
estimates the probability of its corresponding prop-
erty as

p(c|x) = exp(score(c|x))
∑K

j=1 exp(score(c|x))
, (2)

where we consider K − 1 randomly sampled neg-
ative samples given a positive property-data point
pair. This negative sampling scheme assumes ran-
domly sampled pairs are most frequently incom-
patible pairs, which is a common assumption in
matrix factorization applications such as recom-
mender systems (He et al., 2017).

After learning the encoder, we can efficiently
perform goal-oriented data transformation f as a
linear transformation of the input data:

WTΦ(x),where Wi = Φ(ci), (3)

where the weight matrix W is a pre-computed ma-
trix where each row is the representation for a prop-
erty. The output of this operation is a matrix, in
which each value represents an estimated compat-
ibility score between a property and a data point.
Next, we group properties with high covariance in
the matrix into clusters representing latent factors.

3.2 Latent Factor Discovery
Properties generated by LLMs are naturally noisy,
and can contain duplicate or highly correlated
phrases. Without further processing, these raw
properties would result in an overly complex sys-
tem that is hard to interpret, similar to how each
individual word in a topic model is uninformative

2sentence-transformers/all-MiniLM-L6-v2
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about latent patterns in a dataset (Blei et al., 2009;
Grootendorst, 2022). In other words, these proper-
ties need to be grouped into higher-level patterns
before they can be of use to end users. To this end,
we propose to cluster the properties by their corre-
lations in the estimated compatibility matrix. Thus,
we propose to treat the proposed properties C as
observed variables, and seek to infer higher-level
latent patterns Z from their estimated compatibility
score matrix from the goal-oriented data transfor-
mation step.

There are various model choices for learning
latent variables from a set of properties from a tab-
ular dataset. However, another challenge in this
case is we want to not only learn a model of fit,
but also cluster potentially large quantities of cor-
related properties. To this end, we adopt Linear
Corex, a state-of-the-art model in latent structure
learning (Steeg et al., 2019) that scales well with in-
put dimensionality, and cast this clustering problem
into learning a modular latent factor model over
the (gaussianized compatibility scores of) proper-
ties that aims to satisfy the following condition:
TC (C|Z) + TC(Z) = 0 and ∀i,TC (Z|Ci) = 0,
where TC stands for the total correlation for a ran-
dom variable:

TC (Y ) =
N∑

i=1

H(Yi)−H(Y ). (4)

In this case, H denotes differential entropy. This
formulation encourages each property to be as-
signed to only one latent dimension in Z via the
modular TC (Z|Ci) = 0 constraint, and are thus
suited for our goal of clustering the properties.

To this end, we fit a linear latent factor model
with the loss function proposed by Steeg et al. to en-
courage the solution to better align with conditions
discussed above (see Appendix M for details). We
can then group properties assigned to (i.e. has high
mutual information with) the same latent concept
into a discovered latent factor. Importantly, since
each of our property is associated with a natural
language description, the grouped set of properties
provides interpretability of the discovered latent
factor.

4 Problem Setup

Quantitatively evaluating task-oriented latent factor
discovery is challenging in that there is not always
an intuitive method to measure whether the discov-
ered latent factors are truly informative and related

to the users’ discovery goal. To this end, we se-
lect three use cases where the task usefulness of
the discovered latent factors can indeed be quan-
titatively evaluated with task-specific evaluations.
Specifically, we adopt popular choice of evalua-
tion in representation learning (Nozawa and Sato,
2022), and use performance derived from latent
representations on downstream tasks as a proxy for
evaluating the latent space of latent factor discov-
ery models. The trends from automated evaluation
are then corroborated via user studies.

In particular, we experiment with (1) discover-
ing factors related to users’ interest in movies from
conversational recommendation dialogues, (2) dis-
covering factors related to users’ actions from em-
bodied navigation action logs, and (3) discover-
ing factors related to document topics from a set
of documents. Each of these scenarios embeds a
goal whose success can be quantitatively evaluated
via downstream predictive tasks, namely conver-
sational recommendation (Section 6), user action
prediction (Section 7), and document labeling (Sec-
tion 8), which helps to verify the effectiveness of
latent factor discovery systems. We provide de-
tailed discussion on task-specific evaluations in
experiment sections.

5 Experiments

Baselines We compare our method with (1) clas-
sic gradient-based baselines (LDA (Blei et al.,
2009) and BERTopic (Grootendorst, 2022)), and
(2) TopicGPT (Pham et al., 2024), a recent state-of-
the-art LLM-reasoning-based framework for topic-
modeling. We adapt TopicGPT by additionally
including users’ goal for discovery into its prompts.
By default, TopicGPT use early-stopping that stops
the topic proposal process when a pre-defined num-
ber of duplicate concepts (100 in practice) are gen-
erated. To this end, we also experiment with an-
other variant with such constraint lifted, denoted
by TopicGPT-full.

While not all these frameworks are designed
to take user goal into account, they represent the
most applicable current method for uncovering
goal-oriented latent factors from unstructured data.
Other than the default setting for Instruct-LF, we
additionally evaluate a binarized version of our
model, Instruct-LF-BIN, where the estimated com-
patibility score in C are binary. This model vari-
ant represents the extreme case where the user
wants to have full interpretabilty on whether cer-
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tain property is related to a data point as a binary
value. For all LLM-based methods, we evaluate
with two representative LLMs: GPT-3.5 and GPT-
4o. To evaluate whether Instruct-LF is indeed less
reliant on a strong base LLM, we also report per-
formance using Mistral-7b (Jiang et al., 2023), an
open-source language model which prior work find
cannot produce coherent topics due to noisy gen-
eration results (Pham et al., 2024). We discuss
hyper-parameters (Appendix H), efficiency (Ap-
pendix L), case studies (Appendix D) and prompt
stability (Appendix G) in the appendix.

6 Movie Recommendation

Model H@1 H@5 H@20

Majority 4.32 9.13 21.15
LDA 0.96 0.96 1.92
BERTopic 1.92 1.92 2.88
TopicGPT-3.5 1.90 2.40 2.80
TopicGPT-3.5-full 2.40 3.36 3.80
TopicGPT-4o 0.48 0.48 1.44
TopicGPT-4o-full 1.92 1.92 2.88

Instruct-LF-Mistral 4.80 11.53 24.03
Instruct-LF-3.5-BIN 1.90 10.50 23.00
Instruct-LF-3.5 4.30 13.90 23.50
Instruct-LF-4o 3.84 12.90 20.60

Table 1: Performance (Hit at k) on movie recommenda-
tion on the Inspired dataset.

On conversational recommendation (CR) task,
we use the Inspired (Hayati et al., 2020) dataset,
a widely used CR dataset with semantically rich
multi-turn dialogues. We follow the same dataset
split procedures as in prior works (Xie et al., 2024;
He et al., 2023), randomly partitioning the dataset
into 731 training and 211 test samples. We pro-
vide additional dataset details in Appendix H. To
compare the quality of different methods on the
dataset, we adopt NBCRS (Xie et al., 2024), a
retrieval-based conversational recommender sys-
tem that makes recommendations by outputting
popular movies in a semantic neighborhood with
any document representation methods.

Concretely, given a test dialogue history (i.e.,
previous interactions between the user and the as-
sistant) and a method that is being tested, we en-
code the history into embedding using the latent
space discovered by the corresponding method, and
retrieve its k nearest neighbor in the embedding
space. Following recent works on conversational

recommendation (Xie et al., 2024; He et al., 2023),
we evaluate the performance of systems by Hit@k
w.r.t. the ground-truth movie mentioned in the re-
sponse to the dialogue history, where k ∈ 1, 5, 20.
The performance of the models is as shown in Ta-
ble 1. As shown in the table, our method is the
only latent factor model that can meaningfully or-
ganize data points in the latent space and has good
performance. Notably, our method still performs
well when the model is binarized. This shows that
our methods discover task-relevant and informative
latent properties from data.

7 Embodied Navigation on Alfworld

Model Seen Task Unseen Task

Majority 5.60 8.67
LDA 33.1 17.34
BERTopic 20.30 22.47
TopicGPT-3.5 1.69 0.65
TopicGPT-3.5-full 4.30 5.08
TopicGPT-4o 1.04 5.12
TopicGPT-4o-full 1.43 2.36

Instruct-LF-Mistral 48.63 32.45
Instruct-LF-3.5-BIN 45.37 33.24
Instruct-LF-3.5 48.10 33.77
Instruct-LF-4o 49.28 34.42

Table 2: Performance on next-action prediction for em-
bodied navigation on Alfworld.

For the second scenario, we evaluate the perfor-
mance of our method on next action prediction on
Alfworld (Shridhar et al., 2021) navigation logs.
Specifically, given a user interaction log with the
Alfworld environment in the test set, we retrieve the
most similar training interaction log in the latent
space from the training set using cosine similarity,
and then check whether the next action associated
with the training interaction log is the same as the
test-time ground truth.

We chose next action prediction instead of di-
rectly aiming for a higher score on Alfworld since
this is a direct evaluation to test latent representa-
tion quality than a whole systems’ end performance.
This is similar to how model-based probing method
requires simple models rather than complex sys-
tems to check latent representation quality in prior
works (Nozawa and Sato, 2022). We provide fur-
ther discussions on this in Appendix C. To create
the test dataset, we take trajectories from both the
Seen tasks and Unseen tasks categories from the
test set of Alfworld, and break the trajectories into
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context-and-next-action pairs. I.e., given a trajec-
tory sequence < s1, a1, s2, a2, ..., sn, an >, any
< s1, a1, ..., si > is a valid state, where the next
action is ai. Since the interaction logs on Alfworld
are purely text-based, the whole trajectory then be-
comes an unstructured data point in the context
of Instruct-LF.

The performance of Instruct-LF against base-
lines is as shown in Table 2. Our method out-
performs the baseline method, and notably, has
minimal degradation when the compatibility score
between a data point and a property is binarized.
We hypothesize that this is due to properties on Alf-
world are often highly un-ambiguous (e.g., “the
user is tasked with cleaning an item"), and
thus, in this case, binarized compatibility scores are
already sufficiently expressive. On the other hand,
we observe that due to the reliance on an LLMs’
ability to handle both topic generation and assign-
ment, TopicGPT has degraded performance on this
task. We hypothesize that this is due to TopicGPT
being designed for topic modeling, where the docu-
ments to be categorized are often in the pre-training
distribution of an LLM, versus Instruct-LF does not
rely on LLMs in proposing high-level topics, thus
are less reliant on LLMs’ knowledge, and is thus
more robust to the noisy, out-of-distribution inter-
action logs on Alfworld.

8 The American Bills Dataset

Model High-level Fine grained

Majority 11.57 5.90
LDA 40.72 19.52
BERTopic 52.94 27.55
TopicGPT-3.5 51.18 19.11
TopicGPT-3.5-full 55.76 22.59
TopicGPT-4o 51.14 19.13
TopicGPT-4o-full 49.40 14.49

Instruct-LF-Mistral 49.29 28.46
Instruct-LF-3.5-BIN 47.11 25.25
Instruct-LF-3.5 51.50 31.09
Instruct-LF-4o 52.40 29.30

Table 3: Performance on document categorization on
the Bills dataset.

Finally, we experiment with the American Bills
dataset (Hoyle et al., 2022). We pick this dataset
since this is a widely-used dataset for topic model-
ing, and is the only dataset for which the prompt
for our LLM-based baseline (Pham et al., 2024) is
publically available. To this end, the purpose of

this dataset is to show that under a more classical
setting where the users’ goal is obvious from the
dataset, our method still performs well compared to
the baselines. The original dataset subset in Pham
et al. contains 16,242 American bill summaries. To
ensure there is a sufficient number of documents in
both the training and evaluation set, we moved half
of the original evaluation set into the training set at
random, resulting in a dataset of 8981 training data
points and 7261 evaluation data points.

To evaluate the quality of our latent-factor-
discovery method against baselines, we apply
decision-tree-based probing to see if we can de-
rive both high-level and fine-grained labels in the
dataset by training a classifier on the representa-
tion produced by Instruct-LF and baseline meth-
ods on the evaluation set. We report the average
class-balanced accuracy score from five-fold cross-
validation (training the decision tree only) for de-
riving both high-level and fine-grained labels using
latent representations produced by each baseline.

The performance of the methods is as shown
in table 3. All methods except LDA have com-
parable performance on recovering high-level top-
ics. However, our method outperforms the baseline
methods for recovering fine-grained topics, show-
ing that Instruct-LF can discover informative latent
factors even on a traditional dataset that suits topic
models well. Meanwhile, we observe that Top-
icGPT and BERTopic also demonstrate competi-
tive performance in this case, showing that prior
methods are still a viable solution for uncovering
hidden topics from unstructured documents that
clearly exhibit meaningful topics.

9 Human Evaluation and Ablations

Task-relevance and Informativeness While we
quantitatively demonstrate the task-effectiveness of
our framework with automated evaluation, a core
requirement of a successful latent-factor discov-
ery system is that it should uncover informative,
task-relevant features and present the findings via
interpretable signals to the user. To this end, we
run a human evaluation on Amazon Mechanical
Turk with the question of whether Instruct-LF can
uncover good-quality latent properties. To assess
the overall performance of different frameworks,
we also ask human evaluators examine a discov-
ered factor from all methods, and pick out one or
more frameworks they prefer to use most when
tasked to understand patterns in a dataset (see Ap-
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Number of Wins Task Relevance Informativeness Overall

Inspired Alfworld Bills Inspired Alfworld Bills Inspired Alfworld Bills

LDA 15 16 26 6 6 9 13 12 18
BERTopic 13 11 20 9 6 13 9 12 22
TopicGPT 11 3 5 18 3 1 10 3 2
Instruct-LF 26* 32* 28 23 45* 33* 26* 37 26

Table 4: Human evaluation results: number of wins each method had in 50 head-to-head comparisons where users
select multiple best methods. An asterisk (*) indicates methods that are statistically significantly better than the
second-best with p < 0.05.

Insp. Alf. Bills

BERTopic 5.0 3.86 3.62
Instruct-LF 1.66 1.18 1.62

Table 5: Average number of outlier property @ 10,
lower number indicates better performance. Differences
are significant with p < 0.05.

pendix K for details). The results, as shown in Ta-
ble 4, confirm the effectiveness of our method. It
outperforms the baseline method in terms of task-
relevance and informativeness, and is consistently
rated as the overall best model in human evalua-
tions, reinforcing its effectiveness and user prefer-
ence. This corroborates the automated evaluation
results.

Quality of property grouping We are addition-
ally interested in evaluating whether the grouping
in Instruct-LF can correctly assign meaningfully
correlated properties into the same latent factor. To
this end, we randomly sample 10 properties from
our framework and ask the human evaluator first
to identify a topic from the keywords or phrases,
then report the number of outliers in the samples.
To establish a baseline for this evaluation setting,
we pick BERTopic, the best-performing baseline
that groups keywords into properties, and select
the top 10 keywords for each topic it discovers. As
shown in Table 5, Instruct-LF can produce coherent
clusters of fine-grained properties, in that human
evaluators find fewer outliers in the latent factor
interpretations identified by our framework.

Why not prompt LLMs to link properties and
data points? In this section, we show LLMs are
better at generating properties than assigning prop-
erties to data points. Specifically, recent studies
show generative (language) models do not under-
stand their own-generated contents well (Qiu et al.,
2024). To this end, we demonstrate that this phe-
nomena is also true in the context of using LLM to
link properties to data.

Inspired Alfworld Bills
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Figure 3: LLMs are better property proposers than gen-
erators for GPT-3.5. See Figure 8 for results on GPT-4o,
where the trend is consistent.

We conduct a human evaluation to compare
LLMs’ ability to generate property from a data
point versus the their ability to predict the entail-
ment between a property and a data point by an-
swering “yes" or “no". In particular, after gener-
ating the properties on each scenario, we prompt
LLM to predict whether a property applies to a data
point and collect a set of data-property pairs linked
via LLM assignment. We then ask human evalu-
ators to judge the validity of data-property pairs
linked from both property proposal and assignment
on a 5-score Likert scale, where a score of 4 and 5
indicates “likely correct" and “absolutely correct",
with the remaining scores denoting “neutral" or
worse. We report the number of “likely correct"
or beyond out of 50 trials in Table 5. As shown,
LLMs’ ability to assign properties to data points
lags behind its ability to generate properties. We
hypothesize that this is because generating descrip-
tive properties based on an input document is more
common in LLMs’ pre-train corpus than property
assignments, where a decision of entailment natu-
rally follows a document and a set of properties.
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10 Conclusion and Future Works

We develop Instruct-LF, a latent factor discovery
framework that uncovers task-relevant, informa-
tive, and interpretable latent concepts from unstruc-
tured data based on users’ instruction in natural
language. Instruct-LF combines the instruction-
following ability of LLMs and the scalability of
gradient-based latent factor models, demonstrat-
ing the promise of improving statistical algorithms
with LLM reasoning ability.

11 Limitations

Similar to a body of recent works, our frameworks
require an LLM with reasoning ability, and we
opt to evaluate our method on two widely used
close-source models and an open-source model
following prior works on LLM reasoning (Yu et al.,
2023; Wang et al., 2024; Nottingham et al., 2023;
Qiu et al., 2024). While our framework relieves
in reliance on a strong LLM than baseline (Pham
et al., 2024), it would be an interesting direction
to explore future frameworks that can work well
with a smaller generative model, such as a fine-
tuned T5 (Raffel et al., 2019) model. Finally, we
note that dot product is not the only viable option
for estimating the compatibility scores between
documents and properties, and leave exploration
to other alternatives such as cosine similarities to
future works.

12 Potential Risks and Ethical Concerns

We note that LLM are known to suffer from halluci-
nations in its generated content (Zhao et al., 2024).
To this end, we advise practitioners to carefully
verify the generated content from our framework
before deploying it in critical decision-making sce-
narios.
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A Can Instruct-LF Faithfully Follow
Users’ Instruction?

The best way to evaluate whether Instruct-LF can
adapt it’s discovery based on users’ goal is to ob-
serve the output of the framework on the same

dataset with different user goals. To this end, we
conduct an additional experiment where we in-
struct Instruct-LF to categorize different aspect
mentioned in a peer-review dataset, with the goal
of discovery latent properties related to "clarity of
writing" and "topics", respectively. Specifically,
we use the ACL and ICLR 2017 reviews that are
associated with a "clarity" aspect from the Peer-
Read dataset (Kang et al., 2018), a dataset with
peer-reviews collected from OpenReview. This se-
lection of dataset ensures the dataset contains valid
variations in two directions: quality of writing and
topic of contents.

To evaluate the success of our method in adapt-
ing to user goals, we prompt LLMs with a property
generated by our framework, and let the LLM de-
cide whether it is more relevant to the subject of
writing style or content. In this case, a higher ac-
curacy indicates a better framework at following
user instruction. GPT-3.5 and GPT-4o has accuracy
of recovering the goal from the generated topics at
83.9 and 90.1, respectively, indicating our frame-
work can indeed adapts its discovery process based
on user intruction.

B Discussion on Binarized Variant
of Instruct-LF

Since our method outputs continuous values for its
latent space, one might wonder if this contributes to
the superior performance of Instruct-LF, and if so,
by how much. Further, in some cases, users might
want to understand our systems’ decision on ex-
actly whether a property is linked to a training data
point (e.g. a document). To this end, we included
a binarized version of our method where we treat
the top 10 percent of data-property links (sorted
by the estimated compatibility score) as positive
linkages with value 1, and else as negative link-
ages with value 0. As shown in Table 2, Table 3,
and Table 1, binarized variant of Instruct-LF’s per-
formance is slightly degraded, but nevertheless out-
performs baselines methods consistent with the
trends of vanilla Instruct-LF.

C Task Difficulties

The difficulty of each tasks we choose can be ob-
served from the performance of a trivial "Majority"
baseline that always picks the most popular out-
come (a movie, a next action, or a document label).
As shown, all tasks requires models to learn the no-
tion of data point similarities in latent space beyond

11124

https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://openreview.net/forum?id=fe2S7736sNS
https://openreview.net/forum?id=fe2S7736sNS
https://openreview.net/forum?id=fe2S7736sNS
https://doi.org/10.18653/v1/2023.emnlp-main.439
https://doi.org/10.18653/v1/2023.emnlp-main.439
https://api.semanticscholar.org/CorpusID:270286174
https://api.semanticscholar.org/CorpusID:270286174
http://arxiv.org/abs/2303.18223
http://arxiv.org/abs/2303.18223
http://papers.nips.cc/paper_files/paper/2023/hash/7e810b2c75d69be186cadd2fe3febeab-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2023/hash/7e810b2c75d69be186cadd2fe3febeab-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2023/hash/7e810b2c75d69be186cadd2fe3febeab-Abstract-Conference.html


trivially modeling popularity.
Another choice we made is converting the em-

bodied navigation task on Alfworld to next ac-
tion prediction. We note this task, while eliminat-
ing other variations that affects a models’ perfor-
mance (e.g. an LLMs’ compatibility to a particular
prompt in navigation), is still a challenging task for
LLMs. In early stage of the experiments, we exper-
imented with a ReAct (Yao et al., 2023) GPT-3.5-
based agent on next action prediction. This method
cannot outperform Instruct-LF on next-action pre-
diction, even when enhanced with kNN-ICL (Xu
et al., 2023), a recent state-of-the-art method for
in-context example selection.

D Case Studies

Example non-cherry-picked latent topic discovered
by Instruct-LF and baselines are as shown in Ta-
ble 6, Table 7, Table 8, Table 9. In each of the
evaluation scenarios, our framework can identify
a set of correlated properties following a coherent
theme, and produce more meaningful results than
the description of a topic as produced by TopicGPT.
Importantly, these properties are grouped together
in a task-oriented manner. For example, the the
case of Alfworld, our framework can identify vari-
ous concepts related to “user needs to interact with
sofa", a task-relevant concept. This is in contrast to
outputs from BertTopic and LDA, where the key-
words do not always follow the users’ goal and
contain irrelevant words.

E Open Source Models

In Pham et al.’s work, it was observed that open-
source LLM, such as Mistral-7B (Jiang et al.,
2023), does not have strong enough reasoning abil-
ity to correctly organize the generated concepts,
and as a result causes TopicGPT to fail to pro-
duce coherent results. We hypothesize that this
is due to the complexity of model instructions in
TopicGPT. To this end, we conduct an additional
experiment on the Inspired dataset to see if our
method can make open-source models have good
performance. Using Mistral-7B (Jiang et al., 2023),
our method continues to have stable performance
across datasets. This shows that our method in-
deed can mitigate the reliance on a stronger LLM
than prior works. In contrast, we also run another
variant of TopicGPT, TopicGPT-4 with GPT-4 on
movie recommendation, but find it cannot help the
pure-LLM based framework to handle noisy dia-

logues. The Hit@1, 5, 20 are 0.48, 1.40, and 2.40
respectively, which is comparable to other variants
of TopicGPT and less performant than Instruct-LF.

F Comparison Between LLMs
on Instruct-LF

In our experiments, the LLMs (GPT-3.5, GPT-
4o, Mistral) show comparable performance, and
there is no single method that’s the best perform-
ing across all scenarios. We hypothesize that this
is due to our property proposal step is not de-
pendent on an LLMs’ reasoning ability, and thus,
these recent LLMs can all provide viable results
for our method (in contrast to prior work such as
TopticGPT).

G Discussion on Prompts Used

We provide the prompts we used on each dataset
for Instruct-LF (Table 10, Table 11, and Table 12)
and TopicGPT (Table 14, Table 15, and Table 16).
As shown, since Instruct-LF only requires the
LLM to propose interesting properties, the prompt
for Instruct-LF is shorter, contains less instructions
for different situations, and relies less on in-context
examples. We note that this is a core advantage of
our method, in that our method are less demanding
on a strong LLM that can faithfully follow various
instructions.

To evaluate the stability of our prompt, we con-
duct an additional experiments on the Inspired
dataset, where we use GPT-3.5 to rephrase all the
prompts we use for Instruct-LF-3.5. The Hit@k ∈
1, 5, 20 is 3.36, 13.46, and 22.11, respectively. This
shows that our framework is robust to variation of
prompts.

H Implementation Details

Dataset Statistics The datapoints used for train-
ing and evaluation is as described in Section 6, Sec-
tion 7, and Section 8

Model Parameters and Computing Resources
In this section we list the parameters of our mod-
els. GPT-3.5 and GPT-4o are propriety mod-
els whose parameter is unknown. The sen-
tence embedding model we use across all ex-
periments is a small distilled embedding model
with state-of-the-art performance3, containing 22.7
million paramters. For Linear Corex, we use

3sentence-transformers/all-MiniLM-L6-v2 on Hugging-
face Transformers library (Wolf et al., 2020)
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Dataset Latent Factor Correlated properties

Insp. Dark Humor Movies Absurdism, Absurdist elements, Absurdist humor, Blend
of dark comedy, suspense, and drama, Blend of humor
and deeper story elements, Clown Character, Clown
Theme, Coen Brothers film, Comical Gore, Quirky or
unique premise, Raunchy humor elements

Alf. user needs to interact with Sofa arby objects that matter for completing the task are the
diningtable 1 and the sofa, relevant objects for completing
the task are the coffeetable 1 and the sofa, sofa is present
in the room and is relevant to the task completion. tasked
with putting both remote controls in the sofa, user is
currently located near the sofa’

Bills Civil Benefit Cemetery Benefits, Central Intelligence Agency Retire-
ment and Disability System, Child’s Insurance Benefits
under Social Security Church Organizations and Em-
ployee Benefits Civil Service Retirement System Cost-
of-Living Allowances for Government Employees Death
Benefits Elderly Financial Security

Table 6: Discovered Latent Topics by Instruct-LF in Three Different Datasets

Dataset Topics

Insp. User prefers critically acclaimed movies (Count: 3): the user tends to prefer movies that are
critically acclaimed.

Alf. Partially complete the task by addressing 1 item of 1 (Count: 37): The user has completed
one step towards the task by cleaning the cup.

Bills Transportation (Count: 32): Mentions policies related to transportation benefits for employ-
ees.

Table 7: Discovered Latent Topics by TopicGPT in Three Different Datasets

the implementation open-sourced by Steeg et al.;
Steeg et al., available at https://github.com/
hrayrhar/T-CorEx. We note that Linear Corex is
a linear model whose parameter weights is equal
to the number (types) of properties generated by
LLMs on each dataset. There are 8569 unique con-
cepts generated on Inspired, 41020 unique property
generated on Alfworld, and 7580 unique concepts
generated on bills dataset. Following prior works
in crowd-sourcing labels for a dataset (Bragg et al.,
2013), we note that there can be additional methods
to speed-up the property generation process, e.g.
by estimating the number of novel properties that
won’t be generated in the future; we leave this to
future works.

Experiments are conducted on a server with
Nvidia RTX A6000 GPUs with 48GB memory

each.

Hyperparameters Unless specifically specified,
we use default hyper-parameters in the above-
discussed code-bases and libraries we use in this
work).

I Further Related Work

Aside from core related works discussed in the
main content sections, our work is also in-line with
goal-oriented clustering with LLMs (Wang et al.,
2023), LLM for label taxonomy creation (Wan
et al., 2024), and LLM for feature engineer-
ing (Zhang et al., 2024; Oikarinen et al., 2023a).
However, these works focus on other setting than
latent factor discovery (or closely related area such
as topic modeling). Our work also shares insights
with concept bottleneck models (Koh et al., 2020),
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Dataset Topics

Insp. user, system, that, documentary, about, it, you, of, any, the, and, movie, like, historical,
interesting, good, to, action, in, would

Alf. ottoman, laptop, bowl, plate, newspaper, 25, sofa, coffeetable, diningtable, vase, 18, key-
chain, tissuebox, armchair, pencil, remotecontrol, drawer, inon, book, two

Bills ’phosphate’, ’phosphor’, ’lanthanum’, ’harmonized’, ’tariff’, ’suspension’, ’schedule’, ’yt-
trium’, ’duty’, ’oxide’, ’coprecipitates’, ’cerium’, ’activated’, ’extend’, ’temporary’, ’eu-
ropium’, ’terbium’, ’magnesium’, ’united’, ’temporarily’

Table 8: Discovered Latent Topics by BertTopic in Three Different Datasets

Dataset Topics

Insp. system, user, movie, good, nice, think, movies, yes, new, action, watching, trailer, see, know,
called, screenplay, talking, enjoy, love, stanley

Alf. countertop, cup, task, put, matter, completing, nearby, user, objects, given, cool, still, per,
needs, cooled, accomplished, successfully, process, fridge, picking

Bills patient, making, decision, providers, expert, understanding, item, specify, require, aids,
implemented, secretary, timely, consultation, shared, establish, act, considering, steps,
service

Table 9: Discovered Latent Topics by LDA in Three Different Datasets

label-free concept bottleneck models (Oikarinen
et al., 2023b), and related concept-based explain-
able machine learning models, but focuses on dis-
covering informative concepts rather than leverag-
ing concepts for explainability.

J Additional Explanation for Our
Framework

In this section, we provide additional explanation
for our framework using a more detailed figure (Fig-
ure 4) to Figure 2. For each data point (document)
in the copus, we first prompt LLM with the users’
goal to generate a few key properties that describes
the characteristics of the document (1a). After this,
we use a dense embedding model to estimate the
compatibility score between each document and
all possible properties that ever generated (even for
properties generated from other document, such as
kung-fu movies). Finally, highly-correlated prop-
erties (based on estimated scores in 1b) will be
grouped, representing higher-level concepts.

K Human Evaluation Details

We perform our human evaluation on Amazon Me-
chanical Turk (https://www.mturk.com/). We
request for workers with a life-time approval rate

of 95% or beyond from United States. Instruc-
tions to the Turk crowd workers is as shown in Fig-
ure 5, Figure 6, and Figure 7. The majority of sin-
gle turker tasks ( Figure 5, Figure 6) are awarded 1
dollar per evaluation, which takes a minte to two.
Outlier detection ask ( Figure 7) takes less than 1
minute so we pay 0.5 dollar per task. These results
yields approximately doubles the baseline wage in
most states (e.g. Arizona, Colorado).

L On the efficiency and cost
of Instruct-LF

Finally, we demonstrate that Instruct-LF is an effi-
cient method in that all components in our frame-
work are parallelizable. This is in contrast to Pham
et al., where the topic/property proposal phase
is non-parallelizable. For example, on the Alf-
world dataset, we show that the topic-proposal
steps of Instruct-LF finish in 60 minutes (including
training of the embedding model), resulting in 50
times speed-ups compared to TopicGPT.

Since our method scales well to weaker, open-
source models, one can run over framework with-
out incurring API costs. Still, non of our experi-
ment runs on GPT-3.5 and GPT-4o costs more than
5 dollars, as of October 2024.
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Data Point 
User: find me 
heartwarming 

disneyland 
movies… 

User Goal
Summarize 

users’ various 
interest in my 

dataset

LLM

LLM-generated Property 
Descriptions

Disneyland Movies, 
Heartwarming movies… 

For each data point in dataset do: Data Point 
User: find me 
heartwarming 

disneyland 
movies… 

Dense 
Embedding 

Scoring Model

(user wants) 
Disneyland 

Movies

(1a) (1b)

Heart-warming 
movies

Kung-fu 
movies

……

Disneyland/Animated 
Movie that are 

heartwarming…

Action movies

Kung-fu/action 
movies, Jackie Chan 

Movies…

(2)

Figure 4: The proposed framework with concrete examples. See Appendix J for discussion.

Prompt for Instruct-LF on Inspired

Prompt to generate initial property: help me analyze the following dialogue between the user and a movie recommender
assistant. We are particularly interested in factors that affects what movie should the assistant discuss/recommend in the
next response. Pay special attention to the task the current topic and the users’ expressed interest in movie.

Here is the interaction log:
<request>

Generate a one sentence description of the dialogue’s current state w.r.t. what type of movie to recommend next. what’s the
users’ preference? are any properties of the next movie to discuss known to us?
—
Prompt to format initial property: Now, given your inferred current dialogue situation, propose a numbered list of
property keywords that the next movie being discussed likely satisfy. E.g., "Romantic Genre", "Comedy Genre", "Features
actor X", "Superhero movie", "Dark humor elements", etc. Your numbered list of properties:

Table 10: Prompts we use on Inspired.

Prompt for Instruct-LF on Alfworld

Prompt to generate initial property: help me analyze the following action log ("input)" of a user. We are particularly
interested in factors that affects what the user would do next. Pay special attention to the task the user is given and the users’
newest state in the interaction log.

Here is the interaction log:
<InteractionLog>

Generate a one sentence description of the users’ current process w.r.t. completing the given task - what still needs to be
accomplished? what’s already accomplished? Any nearby objects/utensils that matters for completing the task? what’s the
user’s given task?
—
Prompt to format initial property: Now, given your inferred current user situation, propose a numbered list of property
keywords that describes the users’ current status w.r.t. task completion, e.g. "already cleaned an item", "a microwave is at
current location", "the user is tasked with cleaning an item", "the user needs to find a pot", etc. Your numbered list of
properties:

Table 11: Prompts we use on Alfworld.

M Detail for Linear Corex

Let νCi|Z be the conditional mean of Ci

given Z under the factorization p(ci|z) =
p(ci)/p(z)Πjp(zj |ci), which is implied by the

modular TC(Z|Ci) = 0 constraint, the specific
loss function that Linear Corex (Steeg et al., 2019)
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Prompt for Instruct-LF on Bills

Prompt to generate initial property: help me analyze the following bill summary from U.S. congresses. We are
particularly interested in factors that governs the topic this document addresses, e.g. trades, foreign trades, agriculture, etc.

Here is the document:
<document>

Generate a one sentence description of the key topics/directions addressed by this document.
—
Prompt to format initial property: Now, given your inferred current user situation, propose a numbered list of property
keywords that describes the users’ current status w.r.t. task completion, e.g. "already cleaned an item", "a microwave is at
current location", "the user is tasked with cleaning an item", "the user needs to find a pot", etc. Your numbered list of
properties:

Table 12: Prompts we use on Inspired (GPT-rewritten).

Prompt for Instruct-LF on Bills

Prompt to generate initial property: Assist me in analyzing the following dialogue between a user and a movie
recommendation assistant. Specifically, identify the key factors that influence which movie the assistant should recommend
next. Focus on the current task, the conversation’s topic, and the user’s expressed preferences.

Below is the interaction log: <request>

Generate a brief one-sentence summary of the dialogue’s current state, particularly regarding the type of movie to
recommend next. What are the user’s preferences? Do we know any characteristics of the next movie to discuss?
—
Prompt to format initial property: Based on the current state of the dialogue you’ve inferred, create a numbered list of
property keywords that the next movie being discussed is likely to match. For example: "Romantic Genre," "Comedy
Genre," "Features actor X," "Superhero movie," "Dark humor elements," etc. Your list of properties:

Table 13: Prompts we use on Inspired, rewritten from the original prompt by GPT-3.5, to analyze the prompt-stability
of Instruct-LF.

optimizes for is:
p∑

i=1

Qi
1

2
logE

[
(Ci − νCi|Z)

2
]
+

m∑

j=1

1

2
logE

[
Z2
j

]
.

N Potential Risks and Ethical Concerns

We note that LLM are known to suffer from halluci-
nations in its generated content (Zhao et al., 2024).
To this end, we advise practitioners to carefully
verify the generated content from our framework
before deploying it in critical decision-making sce-
narios.

O AI Assistant Usage Statement

Writings in this work benefited from Gram-
marly (https://app.grammarly.com/) for gram-
mar suggestions.

P Potential Risks and Ethical Concerns

We note that LLM are known to suffer from halluci-
nations in its generated content (Zhao et al., 2024).

To this end, we advise practitioners to carefully
verify the generated content from our framework
before deploying it in critical decision-making sce-
narios.
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Prompt for TopicGPT on Inspired

You will receive a document that is a conversation log between user and system. Your task is to identify generalizable traits
(topics) that can act as top-level topics in the hierarchy. If any relevant topics are missing from the provided set, please add
them. Otherwise, output the existing top-level topics as identified in the document.
A topic in this case is a characteristic of the current dialogue history that determines what movie we should recommend next
to the user.

[Top-level topics]
Topics

[Instructions]
Step 1: Determine topics mentioned in the document.
- The topic labels must be as GENERALIZABLE as possible. They must not be document-specific.
- The topics must reflect a SINGLE topic instead of a combination of topics.
- The new topics must have a level number, a short general label, and a topic description.
- The topics must be broad enough to accommodate future subtopics.
Step 2: Perform ONE of the following operations:
1. If there are already duplicates or relevant topics in the hierarchy, output those topics and stop here.
2. If the document contains no topic, return "None".
3. Otherwise, add your topic as a top-level topic. Stop here and output the added topic(s). DO NOT add any additional
levels.

[Examples]
Example 1: Adding "[1] User expressed interest in action movies"
Document:
System: what movies do you like? User: I like action movies! System:

Your response:
[1] User expressed interest in action movies: the user expressed in some way that he/she enjoys action movie.

Example 2: Duplicate "[1] User expressed interest in action movies", returning the existing topic"
Document:
System: Hi there, can you tell me what movies you typically watch? User: Well, i watch a bunch of action movies after
work usually. System:

Your response:
[1] User expressed interest in action movies", returning the existing topic

[Document]
Document

Focus on topics that are relevant to what the system should recommend text. Please ONLY return the relevant or modified
topics at the top level in the hierarchy.
[Your response]

Table 14: Prompts TopicGPT (Pham et al., 2024) use on Inspired.
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Prompt for TopicGPT on Alfworld

You will receive a document that is an interaction log between user and an environment. Your task is to identify generalizable
traits (topics) that can act as top-level topics in the hierarchy. If any relevant topics are missing from the provided set, please
add them. Otherwise, output the existing top-level topics as identified in the document.
A topic in this case is a characteristic of the users’ current state w.r.t. the given task that helps us reason about what should
the user do next.

[Top-level topics]
Topics

[Instructions]
Step 1: Determine topics mentioned in the document. - The topic labels must be as GENERALIZABLE as possible. They
must not be document-specific.
- The topics must reflect a SINGLE topic instead of a combination of topics.
- The new topics must have a level number, a short general label, and a topic description.
- The topics must be broad enough to accommodate future subtopics.
Step 2: Perform ONE of the following operations:
1. If there are already duplicates or relevant topics in the hierarchy, output those topics and stop here.
2. If the document contains no topic, return "None".
3. Otherwise, add your topic as a top-level topic. Stop here and output the added topic(s). DO NOT add any additional
levels.

[Examples]
Example 1: Adding "[1] The user just started the task: the user has not take any action yet."
Document:
"text": "[’state’: ’-= Welcome to TextWorld, ALFRED! =-You are in the middle of a room. Looking quickly around you,
you see a bed 1, a desk 1, a drawer 8, a drawer 7, a drawer 6, a drawer 5, a drawer 4, a drawer 3, a drawer 2, a drawer 1, a
dresser 1, a garbagecan 1, a shelf 5, a shelf 4, a shelf 3, a shelf 2, and a shelf 1.Your task is to: find two bowl and put them in
desk.’]"

Your response:
[1] The user just started the task: the user has not take any action yet.

Example 2: Adding "[1] Partially complete the task by addressing 1 item of 2: The user has dopped some of the required
item by the task to the target location" Document:
[’state’: ’-= Welcome to TextWorld, ALFRED! =-You are in the middle of a room. Looking quickly around you, you see a
bed 1, a desk 1, a drawer 8, a drawer 7, a drawer 6, a drawer 5, a drawer 4, a drawer 3, a drawer 2, a drawer 1, a dresser 1, a
garbagecan 1, a shelf 5, a shelf 4, a shelf 3, a shelf 2, and a shelf 1.Your task is to: find two bowl and put them in desk.’,
(’action’, ’go to shelf 3’), ’state’: ’You arrive at loc 21. On the shelf 3, you see a bowl 1, and a creditcard 1.’, (’action’, ’take
bowl 1 from shelf 3’), ’state’: ’You pick up the bowl 1 from the shelf 3.’, (’action’, ’go to desk 1’), ’state’: ’You arrive at loc
18. On the desk 1, you see a laptop 1, and a pen 2.’, (’action’, ’put bowl 1 in/on desk 1’), ’state’: ’You put the bowl 1 in/on
the desk 1.’]

Your response:
[1] Partially complete the task by addressing 1 item of 2: The user has dopped some of the required item by the task to the
target location

Now, look at the following document, and generate your description about the users’ status w.r.t. the task.

[Current Document]
Document

Now, give me description about the users’ current state w.r.t. completing the given task in the document. Please ONLY
return the relevant or modified topics at the top level in the hierarchy.
Remember, your response should start with the level of the topic, e.g. [1]: <short description>:<details>
[Your response]

Table 15: Prompts TopicGPT (Pham et al., 2024) use on Alfworld.
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Prompt for TopicGPT on Bills

You will receive a document and a set of top-level topics from a topic hierarchy. Your task is to identify generalizable topics
within the document that can act as top-level topics in the hierarchy. If any relevant topics are missing from the provided set,
please add them. Otherwise, output the existing top-level topics as identified in the document.

[Top-level topics]
Topics

[Examples]
Example 1: Adding "[1] <topic-label>"
Document:
<doc-example-1>

Your response:
[1] <topic-label>: <topic-desc>

Example 2: Duplicate "[1] <topic-label>", returning the existing topic
Document:
<doc-example-2>

Your response:
[1] <topic-label>: <topic-desc>

[Instructions]
Step 1: Determine topics mentioned in the document.
- The topic labels must be as GENERALIZABLE as possible. They must not be document-specific.
- The topics must reflect a SINGLE topic instead of a combination of topics.
- The new topics must have a level number, a short general label, and a topic description.
- The topics must be broad enough to accommodate future subtopics.
Step 2: Perform ONE of the following operations:
1. If there are already duplicates or relevant topics in the hierarchy, output those topics and stop here.
2. If the document contains no topic, return "None".
3. Otherwise, add your topic as a top-level topic. Stop here and output the added topic(s). DO NOT add any additional
levels.

[Document]
Document

Please ONLY return the relevant or modified topics at the top level in the hierarchy.
[Your response]

Table 16: Prompts TopicGPT (Pham et al., 2024) use on Bills.

Figure 5: The instruction for our main human evaluation, results as shown in Table 4
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Figure 6: The instruction for our human evaluation to verify that LLMs are better concept generators than assigners.

Figure 7: The instruction for our human evaluation to check the number of outliers among each learned latent
pattern. Results are as shown in Table 5
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Figure 8: LLMs are better property proposers than gen-
erators. This figure shows results on GPT-4o.
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