
Proceedings of the 2025 Conference of the Nations of the Americas Chapter of the Association for Computational Linguistics: Human Language Technologies
(Volume 1: Long Papers), pages 8611–8630

April 29 - May 4, 2025 ©2025 Association for Computational Linguistics

Reverse Thinking Makes LLMs Stronger Reasoners

Justin Chih-Yao Chen1*, Zifeng Wang2, Hamid Palangi2, Rujun Han2,
Sayna Ebrahimi3, Long T. Le2, Vincent Perot3, Swaroop Mishra3,

Mohit Bansal1, Chen-Yu Lee2, Tomas Pfister2
1UNC Chapel Hill, 2Google Cloud AI Research, 3Google DeepMind

Abstract

Reverse thinking plays a crucial role in human
reasoning. Humans can reason not only from a
problem to a solution but also in reverse, i.e., start
from the solution and reason towards the prob-
lem. This often enhances overall reasoning per-
formance as it enables consistency checks between
their forward and backward thinking. To enable
Large Language Models (LLMs) to perform re-
verse thinking, we introduce Reverse-Enhanced
Thinking (REVTHINK), a framework composed of
data augmentation and learning objectives. In REV-
THINK, we augment the dataset by collecting struc-
tured forward-backward reasoning from a teacher
model, consisting of: (1) the original question, (2)
forward reasoning, (3) backward question, and (4)
backward reasoning. We then employ three objec-
tives to train a smaller student model in a multi-task
learning fashion: (a) generate forward reasoning
from a question, (b) generate a backward question
from a question, and (c) generate backward rea-
soning from the backward question. Experiments
across 12 datasets covering commonsense, math,
and logical reasoning show an average 13.53%
improvement over the student model’s zero-shot
performance and a 6.84% improvement over the
strongest knowledge distillation baselines. More-
over, our method demonstrates sample efficiency
– using only 10% of the correct forward reasoning
from the training data, it outperforms a standard
fine-tuning method trained on 10× more forward
reasoning. REVTHINK also exhibits strong gener-
alization to out-of-distribution held-out datasets.1

1 Introduction

“Invert, always, invert.” — Carl Jacobi.
*Work done as a student researcher at Google Cloud AI

Research. Correspondence to: cychen@cs.unc.edu.
1Code and data are publicly available at this url.
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Figure 1: Comparison between symbolic knowledge
distillation (SKD) and our method. (1) the teacher
model generates multiple reasoning chains for a given
question, (2) SKD supervised fine-tunes on the correct
reasoning chains, and (3) our method incorporates bidi-
rectional reasoning, learning from both Q-to-A and A-
to-Q using our multi-task objectives.

Reverse thinking plays a crucial role in the human
reasoning process (Branchini et al., 2021). Take a
math test for example. An effective way to improve
test scores is to reason both forward and backward.
In forward reasoning, we begin with the question
and work step by step to an answer. Reverse think-
ing, on the other hand, starts from the predicted
answer and works backward to the original ques-
tion. This two-way approach allows us to verify
the accuracy of the solution and identify potential
errors. Consider a simple math problem: Emma
has two apples, and Jack has three. How many do
they have together? Forward reasoning leads to the
calculation 2+3 = 5. Using reverse reasoning, we
start with the conclusion that they have five apples.
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If Emma has two, we can ask: how many does Jack
have? The result is three, which matches the orig-
inal problem and confirms the solution is correct.
However, if forward reasoning mistakenly predicts
the answer as six, reverse reasoning would reveal a
conflict: They have six apples, Emma has two, so
Jack must have four, which contradicts the origi-
nal problem. This discrepancy signals the need to
reassess and improve the solution.

Prior work has shown that Large Language Mod-
els (LLMs) benefit from forward-backward rea-
soning in math (Jiang et al., 2024; Weng et al.,
2022). This is largely due to two factors: (1) the
highly structured nature of math, which facilitates
a clear inverse relationship between forward and
backward reasoning, and (2) the ability to create
new math problems by simply replacing variables
like names or numbers. These factors lead to the
first research question: Can reverse thinking be
applied to broader, less structured domains? More-
over, these methods operate at test time, serving as
a verification purpose: given solution, we can ask
the LLM to think backward and see whether the for-
ward reasoning is correct or not. While they show
moderate improvements over other test-time meth-
ods such as Self-Consistency (Wang et al., 2022),
it prompts the second question: Instead of using
backward reasoning for verification at test time,
can we train a model to inherently think backward,
thereby improving its forward reasoning?

To address these research questions, we propose
REVTHINK, a framework that consists of data aug-
mentation and novel learning objectives designed
to instill reverse thinking in language models. We
begin by augmenting the dataset using a larger,
more capable teacher model. Reasoning bench-
mark data typically consists of a question and an-
swer. We extend this by generating (1) forward rea-
soning, (2) a backward question, and (3) backward
reasoning, all through few-shot prompting from
the teacher model. Both forward and backward
reasoning are Chain-of-Thought (Wei et al., 2022).
We retain only those data points where the for-
ward reasoning is accurate (verified against ground
truth) and where the backward reasoning aligns
with the original question (validated by prompting
the teacher model). After augmenting the dataset,
we propose three key objectives for training the
smaller student model. Specifically, the student
learns to: (1) generate correct forward reasoning
from the question, (2) generate a backward ques-
tion from the original question, and (3) generate

backward reasoning from the backward question.
The rationale for these objectives is threefold. First,
generating correct reasoning from a question is
a standard method of knowledge distillation (Li
et al., 2023a; West et al., 2022). Second, producing
a reverse question encourages the student model
to “think” about how to invert a problem and deter-
mine the right question to ask. Lastly, solving the
backward question reinforces the student’s ability
to reason backward. At test time, the student model
is prompted with the question, and it generates only
forward reasoning, similar to standard zero-shot in-
ference. In essence, our pipeline internalizes the
ability to reason backward during training, while
keeping test-time computation as efficient as zero-
shot approaches. As shown in Fig. 1, conventional
supervised fine-tuning focuses on unidirectional
reasoning, from the question to the answer. In con-
trast, REVTHINK introduces bidirectional thinking
by learning to reason in both directions through our
data augmentation method and proposed objectives,
resulting in greater improvements.

We evaluate REVTHINK on 12 diverse datasets
across commonsense reasoning, mathematical rea-
soning, logical reasoning, and natural language
inference, using two models: Mistral-7B-Instruct
(Jiang et al., 2023) and Gemma-7B-Instruct (Team
et al., 2024). Our results demonstrate that learning
to think backward through our pipeline consistently
improves performance, with an average gain of
13.53% over the student’s zero-shot performance
and 6.84% over the widely-used Symbolic Knowl-
edge Distillation (SKD) method. REVTHINK also
shows similar 4.52% − 7.99% gains compared to
other data augmentation baselines. Our analysis
further highlights that REVTHINK exhibits sample
efficiency, where in a low-resource regime, using
just 10% of the training instances (augmented by
our method) surpasses the performance of SKD ap-
plied to the full training set (using forward reason-
ing). Moreover, REVTHINK scales positively with
the student model size from 2B to 176B, achieving
better results on a 7B model than a 176B model’s
zero-shot performance, despite the latter having
25× more parameters. Furthermore, REVTHINK

generalizes well to unseen datasets and comple-
ments existing data augmentation techniques.

2 Related Work

Reasoning with LLMs. A large body of re-
search has shown that LLM reasoning can be im-
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proved via advanced test-time approaches, such
as prompting and aggregation. Representative
methods include Chain-of-Thought (CoT) (Kojima
et al., 2022; Wei et al., 2022) and Self-Consistency
(Wang et al., 2022), Tree-of-Thought prompting
(Yao et al., 2024), Self-Reflection (Shinn et al.,
2024; Madaan et al., 2024; Yao et al., 2022), Multi-
agent collaboration (Du et al., 2023; Liang et al.,
2023; Wang et al., 2023; Lu et al., 2024; Feng
et al., 2024; Chen et al., 2023). Several works
have been proposed to leverage backward reason-
ing to verify the chain-of-thought and improve
math reasoning (Weng et al., 2022; Xue et al., 2023;
Jiang et al., 2024). While effective, these methods
operate on test time, showing moderate improve-
ments compared to other test-time methods like
self-consistency (Wang et al., 2022). Also, these
methods have mostly been developed for mathe-
matical tasks, limiting their generalizability. In
contrast, REVTHINK trains the student model us-
ing carefully curated data, enabling it to develop
backward reasoning skills in a structured manner.
This approach maintains the same test-time effi-
ciency as zero-shot prompting, while delivering
greater improvements and better generalizability.
Knowledge Distillation. Knowledge distillation
is an effective way to transfer knowledge from a
larger teacher model to a smaller student model.
Classic knowledge distillation learns from the
teacher model’s distribution, and the objective is to
minimize the student distribution with the teacher
(Hinton et al., 2015; Buciluǎ et al., 2006; Chen
et al., 2020). Recent advancements in LLMs have
shifted the focus toward leveraging the outputs
of these larger models. Teacher models provide
Chain-of-Thought rationales, which can be sam-
pled directly from the teacher (West et al., 2022;
Li et al., 2023a; Hsieh et al., 2023; Fu et al., 2023;
Magister et al., 2022; Mukherjee et al., 2023; Mi-
tra et al., 2023), generated via bootstrapping (Ze-
likman et al., 2022; Lewkowycz et al., 2022; Li
et al., 2023b), or obtained from multiple teacher
models (Chen et al., 2024; You et al., 2017). Ad-
ditionally, teacher model outputs can be used to
augment ground truth data (Ding et al., 2024). Our
method aligns with this recent trend, leveraging the
teacher model to generate CoT reasoning, along
with backward questions and backward reasoning
to augment data. A line of work focuses on improv-
ing math reasoning by bootstrapping math-specific
datasets (Yu et al., 2024; Li et al., 2024; Yuan et al.,
2023), as we argue in Section 1, math reasoning

is inherently structured, making it more suitable
for bootstrapping via modifications to names and
variables. Similarly, Guo et al. (2024) reverse ex-
isting math datasets and find that even powerful
LLMs struggle to solve them – implying that these
models may be memorizing the problems without
genuine comprehension. To the best of our knowl-
edge, we are the first attempt to teach a smaller
student model to reason backward, across a broad
spectrum of reasoning tasks.
Dual Learning. Dual learning has been exten-
sively studied in machine translation (Sennrich
et al., 2016; Xia et al., 2018; He et al., 2016), dialog
generation (Lv et al., 2023; Shen et al., 2018; Li
et al., 2021), and question-answering (Tang et al.,
2017). The core concept is to leverage the primal-
dual structure inherent to a task, such as the bidirec-
tional relationship between English and German in
translation. This duality acts as a form of regular-
ization during training, thereby enhancing perfor-
mance across both tasks. REVTHINK also incorpo-
rates backward question generation and backward
reasoning as forms of regularization to improve rea-
soning capabilities. While dual learning is closely
related to our work, the dual relationships estab-
lished in prior studies—such as source-target lan-
guage pairs in machine translation—are relatively
straightforward. In contrast, we focus on the mu-
tually inverse relationship between a question and
its backward counterpart. In our reasoning tasks,
backward questions and backward reasoning are
often absent and must be generated by LLMs. Our
innovation lies in establishing connections between
forward questions with forward reasoning and back-
ward questions with backward reasoning, thereby
exploiting the consistency of this connection within
our training objectives.

3 Method

REVTHINK mainly consists of two stages. In Sec-
tion 3.1, we provide a formal description of the
problem setup. Section 3.2 then describes the de-
tails of training data creation. Lastly, in Section 3.3,
we introduce the learning objectives.

3.1 Problem Setup

Let D = {(Q(i), A(i))}ni=1 denote a dataset of n
samples, where each sample comprises a question
Q(i) and its corresponding answer A(i). We assume
black-box access to a teacher model T , where we
can get the output but not logits from the teacher,
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Figure 2: REVTHINK consists of two stages: (1) Data augmentation and (2) Student model learning. First, given
a dataset D = {(Q(i), A(i))}ni=1, we augment it by prompting the teacher model to generate forward reasoning,
backward question, and backward reasoning. We keep instances only with correct forward reasoning (validated
by the ground truth) and consistent forward-backward reasoning (validated by the teacher model). This yields
an augmented dataset Daug = (Q(i), R

(i)
f , Q

(i)
b , R

(i)
b )ni=1. Next, we train the student model with three objectives:

Q → Rf , Q → Qb and Qb → Rb, enabling the student to reason in both directions during training. At test time,
the student model performs only forward reasoning, making test-time compute as efficient as zero-shot prompting.

and our objective is to train a smaller student model
S and enhance its reasoning capabilities. During
the training phase, we augmentD with the teacher’s
demonstrations of backward questions and back-
ward reasoning to produce Daug. A backward ques-
tion is one that reverses the original question. For
example, given the math word problem: John has
3 apples, and Emma has 2; how many apples do
they have in total? The corresponding backward
question would be: John and Emma have 5 apples
in total. If Emma has 2, how many does John have?
Backward reasoning refers to the process of solv-
ing this reversed question. We then use Daug to
train the student model S . At test time, the student
model is prompted only with the original question,
similar to zero-shot prompting.

3.2 Data Augmentation

Given a reasoning dataset D = {(Q(i), A(i))}ni=1,
we begin with augmenting it to produce Daug,
where each data point in Daug consists of
(Q(i), R

(i)
f , Q

(i)
b , R

(i)
b ), representing the original

question, forward reasoning, backward question,
and backward reasoning, respectively. Note that
Rf , Qb, Rb are all generated by the teacher model
T . First, we generate forward reasoning Rf by
prompting T , and we only keep the samples that
Rf is leading to the correct answer, i.e., g(Rf ) =
A, where g is an answer extraction function. Then,
we generate the backward question by conditioning
on the original question Q and the ground truth

answer A, using a detailed instruction Ibq (see Ap-
pendix B): Qb = T (Q,A; Ibq).

After obtaining the backward question, we
prompt the teacher model to generate the back-
ward reasoning by answering the backward ques-
tion: Rb = T (Qb). To filter inconsistent pairs (i.e.,
the backward reasoning is causing conflict with the
original question), we prompt T with an instruction
Icon (see Appendix C) to check for the consistency:
c = T (Q,A,Qb, Rb; Icon), where c ∈ {0, 1} rep-
resents whether the forward-backward reasoning
is consistent. We filter out the data points that are
not consistent, i.e., c = 0. That is, we augment
D by prompting the teacher model to incorporate
backward question and backward reasoning, and
we only keep samples when (1) the forward reason-
ing is correct, and (2) the backward reasoning that
is consistent with the question.

3.3 Learning Objectives

We train the student model S with the augmented
dataset Daug. To internalize the backward reason-
ing process, we use the following objectives:

L =
1

3n

n∑

i=1

[
`(S(Q(i)), R

(i)
f )︸ ︷︷ ︸

(a) forward reasoning

+ `(S(Q(i)), Q
(i)
b )︸ ︷︷ ︸

(b) backward question

+ `(S(Q(i)
b ), R

(i)
b )︸ ︷︷ ︸

(c) backward reasoning

]

(1)
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where ` is the cross-entropy between the predicted
and target tokens. Specifically, the objective func-
tion L is composed of three losses that make full
use of our augmented data: (a) learning from gen-
erating forward reasoning, (b) learning from gen-
erating backward questions, and (c) learning from
generating backward reasoning, conditioned on the
(b) generated backward question. Below we intro-
duce details of each component.
(a) Generate Forward Reasoning. The student
model takes an original Q as input and generates a
forward reasoning Rf , similar to symbolic knowl-
edge distillation (West et al., 2022; Li et al., 2023a).
(b) Generate Backward Question. The student
model still takes Q as input, but instead learns to
generate the backward question Qb, i.e., a question
that is inversely connected to Q.
(c) Generate Backward Reasoning. The student
model takes the backward question Qb as input,
and generate backward reasoning Rb to answer Qb.
Our proposed objectives aim to tie all the compo-
nents together in a multi-task learning way. The
objectives of learning to generate backward ques-
tions and learning to generate backward reasoning
(objectives (b) and (c)) are treated as auxiliary tasks
– during inference, we only prompt the trained stu-
dent model to answer the original question. We
show in Table 1 and Fig. 4 that learning these two
auxiliary tasks can further improve the performance
at test time. Another possible way for multi-task
learning is to separate the three objectives as three
instances, and apply different instructions for fine-
tuning. Empirically, we find our proposed objec-
tives are more effective, as later shown in Table 2.

4 Experimental Setup

We use Gemini-1.5-Pro-001 (Reid et al., 2024) as
the teacher model T , with Mistral-7B-Instruct-v0.3
and Gemma-7B-Instruct as the student model S.
For training, we use LoRA fine-tuning (Hu et al.,
2022) with rank 32. We use vllm (Kwon et al.,
2023) and greedy decoding (with temperature = 0)
for all baselines as well as our method. The stu-
dent model is fine-tuned for 3 epochs on math rea-
soning tasks (MATH and GSM8K) and 10 epochs
for all other domains. For Mistral-7B-Instruct-
v0.3, we set the learning rate to 5e-6, while for
Gemma-7B-Instruct, we use a learning rate of 2e-
4. These configurations remain consistent across
all baseline comparisons. We evaluate our method
on a wide range of tasks: Commonsense reason-

ing: StrategyQA (SQA; Geva et al., 2021), Com-
monsenseQA (CSQA; Talmor et al., 2019), ARC-
challenge (ARC; Clark et al., 2018). Math rea-
soning: MATH (Hendrycks et al., 2021), GSM8K
(Cobbe et al., 2021). Tabular data reasoning:
TabMWP (Lu et al., 2023). Natural Language
Inference: ANLI (Nie et al., 2020). Logical Rea-
soning: Date Understanding (bench authors, 2023).
We compare with three categories of baselines as
follows. (1) Zero-shot: We compare with the stu-
dent’s zero-shot performance (Kojima et al., 2022)
as a reference. (2) Knowledge distillation: We
compare with Symbolic Knowledge Distillation
(SKD; Li et al., 2023a; West et al., 2022) that gen-
erate CoT from the teacher model, and apply next-
token prediction loss as the objective. We also
compared with Distilling Step-by-Step (Hsieh et al.,
2023), which employs a loss to predict the label in
addition to the CoT rationale. (3) Data augmen-
tation: This set of baselines uses various methods
to augment the dataset while applying the same
next-token prediction objective. We compare with:
(a) Question Rephrasing (Yu et al., 2024), which
asks the teacher model to paraphrase the question
to create a new one. (b) Question Augmentation
(Li et al., 2024), where the teacher model generates
a new question based on the original. (c) Answer
Augmentation (Yu et al., 2024), which samples
another correct reasoning chain from the teacher
model for each question.

5 Results and Analysis

5.1 Main Results

We present our main result in Table 1. First, REV-
THINK demonstrates superior average performance,
outperforming all baselines across datasets and
models. Compared to the zero-shot performance
of the student model, REVTHINK achieves an av-
erage improvement of 12.68% with Mistral and
14.37% with Gemma. When compared to SKD
and Distill Step-by-Step, which rely on supervised
fine-tuning using the correct reasoning chains from
the teacher model, REVTHINK shows substan-
tial improvements of 6.44% to 7.15%. REV-
THINK also exhibits greater performance gains
compared to augmentation-based baselines, par-
ticularly on commonsense reasoning, tabular rea-
soning and date understanding. While some of
these augmentation methods, e.g., Answer Aug-
mentation (AnsAug) are effective for math reason-
ing, they tend to show less improvements in other
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SQA CSQA ARC MATH GSM8K TabMWP ANLI Date Avg.

Gemini-1.5-Pro-001 (Teacher Model)

Zero-shot (Kojima et al., 2022) 77.39 76.72 91.51 55.90 93.73 94.27 70.12 80.00 79.76

Mistral-7B-Instruct

Zero-shot (Kojima et al., 2022) 53.89 62.57 73.68 10.42 54.71 65.59 43.92 39.64 50.55
SKD (Li et al., 2023a; West et al., 2022) 63.76 71.86 74.66 12.48 56.16 78.19 44.90 48.50 56.08
Distill Step-by-Step (Hsieh et al., 2023) 64.19 71.92 75.32 11.54 56.01 76.78 44.42 49.63 56.26
Rephrase Question (Yu et al., 2024) 65.07 70.19 74.51 12.98 55.10 76.31 43.58 45.51 55.41
Question Aug (Li et al., 2024) 65.07 72.23 73.32 13.64 58.70 80.11 42.20 47.21 56.56
Answer Aug (Yu et al., 2024) 66.38 69.12 76.77 14.78 59.08 79.67 45.01 49.12 57.49
REVTHINK (Ours) 70.97 75.76 78.50 15.28 60.88 85.44 48.58 70.40 63.23

Gemma-7B-Instruct

Zero-shot (Kojima et al., 2022) 56.33 66.26 68.34 8.58 41.09 55.67 37.92 40.24 46.80
SKD (Li et al., 2023a; West et al., 2022) 56.77 72.48 73.29 16.86 52.24 60.52 45.42 59.62 54.65
Distill Step-by-Step (Hsieh et al., 2023) 56.77 73.01 72.92 16.04 51.88 62.11 44.23 60.91 54.73
Rephrase Question (Yu et al., 2024) 54.15 70.22 72.37 16.96 53.07 57.62 43.07 57.99 53.18
Question Aug (Li et al., 2024) 55.10 68.11 72.74 17.76 56.38 63.16 41.22 59.83 54.29
Answer Aug (Yu et al., 2024) 57.21 73.01 73.92 18.92 57.37 65.93 42.72 64.14 56.65
REVTHINK (Ours) 64.19 74.53 75.09 19.96 57.21 84.71 47.36 66.27 61.17

Table 1: On 8 held-in datasets, REVTHINK outperforms different knowledge distillation and data augmentation
baselines. Specifically, our method outperforms the best distillation baseline, Distill Step-by-Step, by 6.97% and
6.44% using Mistral and Gemma, respectively, and the best data augmentation baseline, Answer Augmentation,
by 5.74% and 4.52%. While augmentation-based methods like Answer Augmentation work well for math datasets,
REVTHINK provide consistent improvements on a wide range of tasks.

domains, suggesting that math, being a more struc-
tured domain, scales better with additional data
(Li et al., 2024; Yuan et al., 2023). In contrast,
REVTHINK consistently improves performance
across a variety of reasoning tasks. Later in Ta-
ble 3, we also show that when evaluating on held-
out datasets, REVTHINK shows larger gains on an
out-of-domain math dataset, pointing to its stronger
generalizability compared to AnsAug.

5.2 Additional Analysis

REVTHINK exhibits sample efficiency. Hav-
ing demonstrated that REVTHINK outperforms all
baselines with the full training set, we now ex-
plore the performance of REVTHINK and the SKD
baseline with varying portions of the training data,
denoted by p ∈ {0.1, 0.25, 0.5, 1.0}. For instance,
when p = 0.1, we sample 10% of the correct for-
ward reasoning for SKD fine-tuning and apply our
data augmentation approach, as described in Sec-
tion 3, for our fine-tuning. Results shown in Fig. 3
demonstrate that REVTHINK exhibits strong sam-
ple efficiency. Across multiple reasoning tasks,
REVTHINK consistently outperforms SKD at all
levels of p, even surpassing SKD at p = 1.0 with
only 10% of the data on StrategyQA. Furthermore,
while SKD stagnates with varying p on Date Under-

standing, REVTHINK shows a clear upward trend
in performance when p increases.

Backward question generation alone already
boosts performance, but the full use of our
dataset yields the best performance. Recall
that each instance in our teacher data is a tu-
ple (Q(i), R

(i)
f , Q

(i)
b , R

(i)
b ), consists of the original

question, forward reasoning, backward question
and backward reasoning. We analyze which combi-
nation of components enhances the student model
the most. In Fig. 4, we find that learning from
all components leads to the best performance. Be-
sides this, we find: (1) only learning from answer-
ing backward questions hurts the performance. In
Fig. 4, using only Qb → Rb results in the worst
performance and can even fall below the original
student model’s zero-shot performance. This is
likely because reverse questions are not fully in-
domain, and focusing solely on them can lead to
distributional shifts, which harms overall perfor-
mance. (2) learning to generate backward ques-
tions can improve the student model. Here we refer
to (Q → Rf )&(Q → Qb), where in this setting,
the student model has two learning objectives: one
is to answer the question by generating forward rea-
soning, and two is to generate the reverse question
given the original question. We observe that adding
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Figure 3: Comparison of REVTHINK and the SFT baseline with different sample sizes. Notably, REVTHINK
shows sample efficiency by largely outperforming SFT given any portion of the training data. Furthermore, our
method with only 10% of training data outperforms SFT with the full training data on StrategyQA.
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“given X as the input to generate Y ”. Also, we use & to denote simultaneous learning from different combinations.
REVTHINK’s learning to generate forward questions, backward questions and backward reasoning is the most
effective, while only learning from generating backward reasoning is the least effective.

Learning Variations StrategyQA GSM8K Date

Multi-task (Instruction) 71.19 59.81 64.36
Multi-task (Task-Prefix) 69.11 58.74 66.12
Joint Objectives (REVTHINK) 73.36 60.62 70.40

Table 2: Comparison of learning variations. Our joint
objectives performs the best compared to separating
each instance into three with multi-task training.

backward question generation to the learning objec-
tives already improves the student model. However,
we show that adding Qb → Rb which enables the
student to also learn to answer the reverse question,
is the most effective.

REVTHINK’s objective is more effective than
separated instances with instruction-tuning.
Having demonstrated that our data augmentation
method is effective, and that learning from all of
the components leads to the best performance, we
further investigate other possible ways to lever-
age the augmented data. We compare REVTHINK

with two settings: (1) Multi-task (Instruction):
each instance (Q(i), R

(i)
f , Q

(i)
b , R

(i)
b ) is separated

into three instances: (Q(i), R
(i)
f ), (Q(i), Q

(i)
b ) and

(Q(i), R
(i)
b ), and then train the student model with

different instructions for each pair. (2) Multi-task
(Task-Prefix): instead of using different instruc-
tions, we specify a prefix for each task. For exam-
ple, a special token [FR] is appended when learn-
ing Q → Rf . Results in Table 2 show that our
joint objective performs the best.

REVTHINK obtains greater improvements with
only slightly more tokens. We note that augment-
ing the dataset with our method produces more
tokens during training. While this holds true for
any data augmentation method, we compare the
increased token count and the test-time perfor-
mance. In Fig. 5, we compare against SKD, Ques-
tion Rephrasing (QR), Question Augmentation (Q
Aug) and Answer Augmentation (AnsAug). The
token count and the accuracy are average across
all datasets. We find that while our method pro-
duces slightly more tokens than AnsAug, it largely
outperforms it, as seen by REVTHINK’s deviation
from the dashed regression line.
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Figure 5: The average token counts per sample used in
training versus the test-time accuracy. The dashed line
shows the regression over the baselines. Our method
outperforms the baselines with only a slight increase in
token count. Note that REVTHINK generates a compa-
rable number of tokens across all baselines at test time.

101 102

Model Size (Log Billions)

50

60

70

80

Ac
cu

ra
cy

 (%
) Mistral-7B

+19.5%

Mistral-8x7B

+17.0%

Mistral-8x22B

+14.9%

Gemma-2B
+5.0%

Zero-shot + RevThink

Figure 6: REVTHINK scales effectively with student
model size. Notably, Mistral-7B + REVTHINK outper-
forms Mistral-8x22B (the red dashed line) by 8.36%.

REVTHINK scales positively with model size.
We apply REVTHINK on StrategyQA using models
of varying sizes (all models are instruction-tuned).
As shown in Fig. 6, our method improves each
model regarding of its size, i.e., for each model size,
applying our method leads to consistent improve-
ments. Even for the largest model, Mistral-8x22B,
applying our method still yields a 14.9% improve-
ment. Notably, Mistral-7B with our method sur-
passes Mistral-8x22B’s zero-shot performance by
8.36%, despite the latter having 25× more param-
eters. These results underscore that REVTHINK

scales effectively with the model size.

Method BoolQ OpenbookQA e-SNLI GSM8K-Rev

Zero-shot 53.18 70.20 52.27 17.37
SKD 60.82 75.40 56.62 27.54
AnsAug 61.74 76.40 55.54 28.96
REVTHINK 63.85 79.60 61.97 32.05

Table 3: Performance comparison on four held-out
datasets. REVTHINK shows better generalizability
compared to the baselines, indicating reverse-enhanced
thinking contributes to a better understanding of the
problems while reducing the risk of overfitting.

REVTHINK generalizes to OOD datasets. We
observe that REVTHINK demonstrates superior
generalization compared to the baselines. Specif-
ically, we evaluate REVTHINK against the base-
lines in four different settings: (1) trained on Strate-
gyQA and tested on BoolQ (Clark et al., 2019), (2)
trained on ARC-c and evaluated on OpenbookQA
(Mihaylov et al., 2018), (3) trained on ANLI and
tested on e-SNLI (Camburu et al., 2018), and (4)
trained on GSM8K and evaluated on GSM8K-
Reversal (Guo et al., 2024). As shown in Table 3,
REVTHINK exhibits superior generalizability over
the baselines, achieving a 2.11% improvement on
BoolQ, a 3.20% improvement on OpenbookQA,
and an even larger 5.35% gain on e-SNLI. Notably,
GSM8K-Reversal is a dataset generated by prompt-
ing GPT-4 (Achiam et al., 2023) to preserve the
style and format of the original GSM8K questions
while reversing the task by swapping the answer
variable with a given variable. While all meth-
ods show reduced performance on this reversed
GSM8K, REVTHINK shows larger improvements,
outperforming AnsAug by 3.09%. Overall, these
results suggest that learning to reason backward
not only enhances in-domain reasoning but also
improves the generalizability to unseen datasets.

Method SQA GSM8K

SKD 63.76 56.16
AnsAug 66.38 59.08
REVTHINK 70.97 60.88
REVTHINK + AnsAug 73.56 61.58

Table 4: REVTHINK complements existing methods
such as AnsAug. While AnsAug shows improvements
by sampling more forward reasoning, integrating REV-
THINK further improves by enabling reverse thinking.

REVTHINK complements existing methods.
With Answer Augmentation (AnsAug) being the
best-performing augmentation baseline, we show
the complementary strength of REVTHINK. In Ta-
ble 4, we compare the performance of AnsAug
alone, REVTHINK alone and their combination.
For AnsAug + REVTHINK, we follow the same
procedure outlined in Section 3 – with the only dif-
ference being sampling another correct reasoning
chain for each question from the teacher model – as
AnsAug does. We find that while both AnsAug and
REVTHINK yield individual improvements over
SKD, their combination results in even greater en-
hancements, indicating that REVTHINK effectively
complements existing methods like AnsAug.
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Figure 7: The break down analysis of the MATH
dataset. Each grouped bar shows our results on the left
and the SKD baseline on the right.

REVTHINK shows greater improvements on in-
vertible and medium-hard problems. We further
explore when REVTHINK shows its strength. In
Fig. 7, we break down correct predictions by prob-
lem type and difficulty, as annotated in the original
dataset (Hendrycks et al., 2021). REVTHINK im-
proves the most in prealgebra, precalculus, and
counting & probability, but no significant gains in
number theory. This can be attributed to the fact
that subjects like number theory are less invertible,
i.e., thinking backward doesn’t offer much advan-
tage, or the problem itself cannot be inverted. In
contrast, fields like algebra, calculus, and count-
ing often exhibit an inverse relationship between
the problem and its solution, making them more
conducive to REVTHINK’s approach. Interestingly,
although REVTHINK outperforms SKD across all
difficulty levels, it shows the greatest improvement
on level 3 problems, indicating that medium-hard
problems benefit the most from REVTHINK.

6 Conclusion

We introduce REVTHINK, a framework that im-
proves LLM by enabling backward reasoning. We
propose an effective data augmentation method that
generates well-structured forward-backward data
from a teacher model, and we also propose an ef-
fective learning objective with auxiliary tasks that
make full use of this augmented data. Experimental
results not only show that REVTHINK is effective
across 12 datasets on a wide range of tasks, but
also reveal additional benefits, including sample
efficiency, generalization, and the complementary
strength to existing methods.

Limitations

Despite efforts to make state-of-the-art large lan-
guage models (LLMs) safer and more trustwor-
thy (Liu et al., 2023), the teacher model used in

REVTHINK can still produce biased responses or
reflect stereotypes embedded in its pre-training
data. As a result, student models generated through
distillation may inherit these undesirable traits, a
challenge inherent to any distillation method. In
other words, because student models learn from
the teacher model, they remain vulnerable to pro-
ducing similar biased outputs. Therefore, models
created through REVTHINK distillation share the
same risks of misuse as other LLM-derived meth-
ods. Further research is needed to effectively eval-
uate and mitigate these biases in LLMs.
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A Additional Analysis

A.1 Verification improves data quality.

StrategyQA GSM8K ANLI

REVTHINK 70.97 60.88 48.58
w/o Verification 68.63 59.75 47.63

Table 5: Teacher verification improves data quality, as the performance drops w/o verification.

In Section 3.2, we note that our data augmentation consists of a verification stage conducted by the teacher
model. In this ablation, we study the difference on downstream performance. Results in Table 5 show
that removing verification cause a drop in performance, suggesting that verification improves data quality,
even though the number of training samples might be reduced.

B Prompt for Backward Question Generation

Prompt for Backward Question Generation (Multiple Choice Problem)

Your task is to generate an inverse question with {n} answer choices, based on the input question
and its correct answer.
Follow these rules:
1. Use the correct answer from the input question to create a new, related but inverse question.
2. Ensure that the {n} new answer choices are inversely correlated with the {n} input question’s
choices.
3. Make sure only one answer choice in your generated question is correct and reasonable.
4. The correct answer in your generated question must be present in the input question.
5. The generated question and answer choices should be semantically different from the input
question.
{in_context_samples}
{input_question}

Prompt for Backward Question Generation (Math Reasoning Problem)

Your task is to generate an inverse question, based on the input question and its correct answer.
Follow these rules:
1. Use the correct answer from the input question to create a new, related but inverse question.
2. Make sure there exists only one correct answer in your generated question.
3. The correct answer in your generated question must be present in the input question.
4. The generated question should be semantically different from the input question.
{in_context_samples}
{input_question}

The prompt Ibq we use to generate backward questions. They are general templates, where we insert
specific {in_context_samples} depending on the task. Below, we provide the in-context examples for
each task.
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In-context samples for StrategyQA

INPUT: Is shrimp scampi definitely free of plastic? The correct answer is no.
OUTPUT: If shrimp scampi does not definitely free of plastic, can shrimp scampi possibly contain
plastic? (A) yes (B) no. The correct answer is (A).
INPUT: Would a retail associate envy the retailer’s CEO’s pay? The correct answer is yes.
OUTPUT: If a retail associate envy the retailer’s CEO’s pay, then the CEO’s pay is _ than the
associate’s pay. (A) higher (B) lower. The correct answer is (B).
INPUT: Should you be skeptical of a 21 year old claiming to have a doctorate? The correct answer is
yes.
OUTPUT: If you should be skeptical of a 21 year old claiming to have a doctorate, then the average
age that someone gets their doctorate at is _ than 21. (A) higher (B) lower. The correct answer is (A).
INPUT: Would a vegan eat a traditional Paella dish? The correct answer is no.
OUTPUT: If a vegan would not eat a traditional Paella dish, then Paella _ contain animals or products
derived from animals (A) must (B) must not. The correct answer is (B).

In-context samples for ARC

INPUT: George wants to warm his hands quickly by rubbing them. Which skin surface will produce
the most heat? (A) dry palms (B) wet palms (C) palms covered with oil (D) palms covered with
lotion. The correct answer is (A).
OUTPUT: George is rubbing his dry palms. What is he most likely trying to do? (A) Warm his hands
(B) Moisturize his hands (C) Care for his skin (D) Lubricate his hands. The correct answer is (A).
INPUT: Which of the following statements best explains why magnets usually stick to a refrigerator
door? (A) The refrigerator door is smooth (B) The refrigerator door contains iron (C) The refrigerator
door is a good conductor (D) The refrigerator door has electric wires in it. The correct answer is (B).
OUTPUT: If a refrigerator door contains iron, which of the following is most likely to happen? (A)
The refrigerator door will be slippery (B) Magnets will usually stick to the refrigerator door (C) A
person will get shocked by touching the refrigerator door (D) The refrigerator won’t work without
the iron in the door. The correct answer is (B).
INPUT: A fold observed in layers of sedimentary rock most likely resulted from the (A) cooling of
flowing magma (B) solution of carbonate minerals (C) deposition of river sediments (D) converging
of crustal plates. The correct answer is (D).
OUTPUT: Which of the following is most likely caused by converging crustal plates? (A) Volcanic
eruptions (B) The formation of caves (C) The creation of river deltas (D) Folds observed in layers of
sedimentary rock. The correct answer is (D).
INPUT: The male insects in a population are treated to prevent sperm production. Would this reduce
this insect population? (A) No, because the insects would still mate (B) No, because it would not
change the offspring mutation rate (C) Yes, because it would sharply decrease the reproduction rate
(D) Yes, because the males would die. The correct answer is (C).
OUTPUT: What is the most likely cause of sharply decreasing the reproduction rate of an insect
population? (A) the insects mate (B) the offspring mutation rate is constant (C) male insects in a
population are treated to prevent sperm production (D) male insects are less than female insects. The
correct answer is (C).
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In-context samples for MATH

INPUT: The mean of one set of five numbers is 13, and the mean of a separate set of six numbers is
24. What is the mean of the set of all eleven numbers? The correct answer is 19.
OUTPUT: The mean of one set of six numbers is 24, and the mean of the set of all eleven numbers is
19. What is the mean of the separate set of five numbers?
INPUT: What is 5

6 of 30? The correct answer is 25.
OUTPUT: If 5

6 X is 25, what is the value of unknown variable X?
INPUT: Twenty-seven increased by twice a number is 39. What is the number? The correct answer
is 6.
OUTPUT: Twenty-seven increased by 6 * 2 is a number. What is the number?
INPUT: In a particular right triangle, the two legs have lengths of 40 inches and 42 inches. What is
the area of the triangle? The correct answer is 840.
OUTPUT: In a particular right triangle, the two legs have lengths of 40 inches and X inches. The
area of the triangle is 840. What is the value of unknown variable X?

In-context samples for GSM8K

INPUT: Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May.
How many clips did Natalia sell altogether in April and May? The correct answer is 72.0.
OUTPUT: Natalia sold clips to x of her friends in April, and then she sold half as many clips in May.
If the number of clips Natalia sell altogether in April and May is 72, what is the value of x?
INPUT: Mark has a garden with flowers. He planted plants of three different colors in it. Ten of them
are yellow, and there are 80% more of those in purple. There are only 25% as many green flowers as
there are yellow and purple flowers. How many flowers does Mark have in his garden? The correct
answer is 35.0.
OUTPUT: Mark has a garden with flowers. He planted plants of three different colors in it. x of them
are yellow, and there are 80% more of those in purple. There are only 25% as many green flowers as
there are yellow and purple flowers. If Mark have 35 flowers in his garden, what is the value of x?
INPUT: A deep-sea monster rises from the waters once every hundred years to feast on a ship and
sate its hunger. Over three hundred years, it has consumed 847 people. Ships have been built larger
over time, so each new ship has twice as many people as the last ship. How many people were on the
ship the monster ate in the first hundred years? The correct answer is 121.0.
OUTPUT: A deep-sea monster rises from the waters once every hundred years to feast on a ship and
sate its hunger. Ships have been built larger over time, so each new ship has twice as many people as
the last ship. In the first hundred year, it consumed 121 people. How many people were on the ship
the monster ate in the third hundred years?
INPUT: Alexis is applying for a new job and bought a new set of business clothes to wear to the
interview. She went to a department store with a budget of $200 and spent $30 on a button-up shirt,
$46 on suit pants, $38 on a suit coat, $11 on socks, and $18 on a belt. She also purchased a pair of
shoes, but lost the receipt for them. She has $16 left from her budget. How much did Alexis pay for
the shoes? The correct answer is 41.0.
OUTPUT: Alexis is applying for a new job and bought a new set of business clothes to wear to the
interview. She went to a department store with a budget of $200 and spent $30 on a button-up shirt,
$38 on a suit coat, $11 on socks, $18 on a belt and $41 on the shoes. She also purchased suit pants,
but lost the receipt for them. She has $16 left from her budget. How much did Alexis pay for the suit
pants?
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In-context samples for Date

INPUT: Yesterday was April 30, 2021. What is the date today in MM/DD/YYYY? (A) 03/11/2021
(B) 05/01/2021 (C) 02/23/2021 (D) 04/29/2021 (E) 05/09/2021 (F) 06/12/2021. The correct answer
is (B).
OUTPUT: Today is May 1, 2021. What is the date yesterday? (A) 03/11/2021 (B) 04/30/2021 (C)
02/23/2021 (D) 04/29/2021 (E) 05/09/2021 (F) 06/12/2021. The correct answer is (B).
INPUT: The deadline is Jun 1, 2021, which is 2 days away from now. What is the date today in
MM/DD/YYYY? (A) 06/20/2021 (B) 05/30/1980 (C) 05/22/2021 (D) 05/30/2021 (E) 04/30/2021
(F) 04/15/2021. The correct answer is (D).
OUTPUT: Today is May 30, 2021, and there is a deadline, which is 2 days away from now. What
is the date of the deadline? (A) 06/20/2021 (B) 05/30/1980 (C) 05/22/2021 (D) 06/01/2021 (E)
04/30/2021 (F) 04/15/2021. The correct answer is (D).
INPUT: Tomorrow is 11/12/2019. What is the date a month ago in MM/DD/YYYY? (A) 10/11/1974
(B) 10/10/2019 (C) 10/12/2019 (D) 10/11/2018 (E) 10/16/2019 (F) 10/11/2019. The correct answer
is (F).
OUTPUT: The date a month ago is 10/11/2019. What is the date tomorrow? (A) 10/11/1974 (B)
10/10/2019 (C) 10/12/2019 (D) 10/11/2018 (E) 10/16/2019 (F) 11/12/2019. The correct answer is
(F).
INPUT: Today, 8/3/1997, is a day that we will never forget. What is the date 10 days ago in
MM/DD/YYYY? (A) 08/21/1997 (B) 10/24/1997 (C) 07/24/1997 (D) 07/23/1997 (E) 06/11/1997
(F) 08/14/1997. The correct answer is (C).
OUTPUT: The date 10 days ago is 07/24/1997, what is the date today? (A) 08/21/1997 (B) 10/24/1997
(C) 08/03/1997 (D) 07/23/1997 (E) 06/11/1997 (F) 08/14/1997. The correct answer is (C).

C Prompt for Verification

Prompt for Verification (Consistency Check)

You will be given two question-answering pairs, (Q1, A1) and (Q2, A2).
Your task is to check the consistency between Q1 and A2.
If (1) A2 can be found in Q1, and (2) A2 is correct, output ‘True’.
Otherwise, if Q1 and A2 is not related, or A2 is not correct, output ‘False’.
{in_context_samples}
{input_question}

The prompt Icon used to verify the consistency c = T (Q,A,Qb, Rb; Icon) follows the structure outlined
above. Similarly, it serves as a general template to be filled with in-context examples, as shown below.
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In-context samples for Verification (Multiple Choice Problem)

INPUT: Q1: George wants to warm his hands quickly by rubbing them. Which skin surface will
produce the most heat? (A) dry palms (B) wet palms (C) palms covered with oil (D) palms covered
with lotion. A1: The correct answer is (A). Q2: If George’s palms are dry, what will happen when he
rubs them together? (A) His hands will cool down. (B) His hands will warm up. (C) His hands will
become wet. (D) His hands will become oily. A2: The correct answer is (B).
OUTPUT: A2 is selecting (B) His hands will warm up. Q1 states that George wants to warm his
hands. So A2 matches Q1, they are consistent. True
INPUT: Q1: Which of the following is a trait that a dog does NOT inherit from its parents? (A) the
length of its fur (B) the shape of its nose (C) the size of its appetite (D) the color of its fur. A1: The
correct answer is (C). Q2: If a dog’s trait is not inherited from its parents, what does this trait likely
depend on? (A) The dog’s breed (B) The dog’s environment (C) The dog’s age (D) The dog’s gender.
A2: The correct answer is (B).
OUTPUT: A2 is selecting (B) The dog’s environment. Q1 is asking about which trait that a dog does
NOT inherit from its parents. So A2 does not matches Q1, they are not consistent. False
INPUT: Q1: A fold observed in layers of sedimentary rock most likely resulted from the (A) cooling
of flowing magma (B) converging of crustal plates (C) deposition of river sediments (D) solution of
carbonate minerals. A1: The correct answer is (B). Q2: Which of the following is most likely to be
caused by the converging of crustal plates? (A) The formation of canyons (B) A fold observed in
layers of sedimentary rock (C) Increased volcanic activity in the area (D) The formation of large
lakes. A2: The correct answer is (B).
OUTPUT: A2 is selecting (B) A fold observed in layers of sedimentary rock. Q1 is asking about the
cause of a fold observed in layers of sedimentary rock. So A2 matches Q1, they are consistent. True
INPUT: Q1: If a new moon occurred on June 2, when will the next new moon occur? (A) June 30
(B) June 28 (C) June 23 (D) June 15. A1: The correct answer is (A). Q2: What could we celebrate
on or around June 30th, astronomically speaking? (A) A full moon (B) A lunar eclipse (C) A new
moon (D) A meteor shower. A2: The correct answer is (C).
OUTPUT: A2 is selecting (C) A new moon Q1 is asking about when will the next new moon occur,
if the last new moon occurred on June 2. So A2 does not matches Q1, they are not consistent. False

8627



In-context samples for Verification (Math Reasoning Problem)

INPUT: Q1: If (x + 2)(x − 3) = 14, find the sum of the possible values of x. A1: The correct
answer is 1. Q2: If the sum of the possible values of x in the equation (x+2)(x− 3) = Y is 1, what
is the value of Y ? A2: The correct answer is 0.
OUTPUT: A2 is giving 0 as the answer, but in Q1 we see Y = 14, so A2 is not correct and they are
not consistent. False
INPUT: Q1: Evaluate the expression (a2 + b)2 − (a2 − b)2, if a = 4 and b = 1. A1: The correct
answer is 64. Q2: If (a2 + b)2 − (a2 − b)2 = 64 and b = 1, what is the positive value of a? A2: The
correct answer is 4.
OUTPUT: A2 is giving 4 as the answer, where we see in Q1 that a is indeed equal to 4, so A2 is
correct and they are consistent. True
INPUT: Q1: The roots of the equation 2x2 − 5x − 4 = 0 can be written in the form x = m±√n

p ,
where m, n, and p are positive integers with a greatest common divisor of 1. What is the value of n?
A1: The correct answer is 57. Q2: The roots of the equation 2x2 − 5x − 4 = 0 can be written in
the form x = m±

√
57

p , where m, n, and p are positive integers with a greatest common divisor of 1.
What is the value of p? A2: The correct answer is 4.
OUTPUT: A2 is giving 4 as the answer, which is correct and is consistent with Q1. True
INPUT: Q1: Simplify (576)

1
4 (216)

1
2 . A1: The correct answer is 72. Q2: What is the value of X , if

(X)
1
4 (216)

1
2 = 72? A2: The correct answer is 16.

OUTPUT: A2 is giving 16 as the answer, where we see in Q1 that the answer should be 576, so A2
is not correct and they are not consistent. False
INPUT: Q1: Baez has 25 marbles. She loses 20% of them one day. Then a friend sees her and gives
her double the amount that Baez has after she lost them. How many marbles does Baez end up with?
A1: The correct answer is 60. Q2: Baez has some marbles. She loses 20% of them one day. Then a
friend sees her and gives her double the amount that Baez has after she lost them. If Baez ends up
with 60 marbles, how many did she start with? A2: The correct answer is 38.
OUTPUT: A2 is giving 38 as the answer, where we see in Q1 that the answer should be 25, so A2 is
not correct and they are not consistent. False
INPUT: Q1: Tony’s dad is very strict about the washing machine and family members are only
allowed to wash 50 total ounces of clothing at a time. Tony doesn’t want to break the rules, so he
weighs his clothes and finds that a pair of socks weighs 2 ounces, underwear weighs 4 ounces, a shirt
weighs 5 ounces, shorts weigh 8 ounces, and pants weigh 10 ounces. Tony is washing a pair of pants,
2 shirts, a pair of shorts, and 3 pairs of socks. How many more pairs of underwear can he add to the
wash and not break the rule? A1: The correct answer is 4. Q2: Tony’s dad is very strict about the
washing machine and family members are only allowed to wash 50 total ounces of clothing at a time.
Tony doesn’t want to break the rules, so he weighs his clothes and finds that a pair of socks weighs
2 ounces, underwear weighs 4 ounces, a shirt weighs 5 ounces, shorts weigh 8 ounces, and pants
weigh 10 ounces. If Tony is washing a pair of pants, 2 shirts, a pair of shorts, x pairs of socks, and 4
pairs of underwear without breaking the rule, what is the value of x? A2: The correct answer is 3.
OUTPUT: A2 is giving 3 as the answer, which is correct and is consistent with Q1. True
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In-context samples for Verification (Math Reasoning Problem, Cont’d)

INPUT: Q1: Olga has an aquarium with fish in 5 different colors. There are 12 yellow ones, half
as many blue ones, and twice as many green ones as yellow ones. How many fish does Olga have
in her aquarium? A1: The correct answer is 42. Q2: Olga has an aquarium with fish in 5 different
colors. There are yellow, blue and green ones, as well as some other colors. There are twice as many
green fish as yellow fish, and half as many blue fish as yellow fish. If Olga has 42 fish in total in her
aquarium, how many yellow fish does she have? A2: The correct answer is 12.
OUTPUT: A2 is giving 12 as the answer, which is correct and is consistent with Q1. True
INPUT: Q1: Jay and Gloria were hosting a 4th of July party at their house. Jay invited 22 people
and Gloria invited 36. They wanted to buy small American flags for everyone. The craft store was
having a sale on small flags, 5 flags for $1.00. If they wanted all of their guests to have a flag and
they also wanted 1 flag each, how much would they spend at the craft store? A1: The correct answer
is 12. Q2: Jay and Gloria were hosting a 4th of July party at their house. Jay invited 22 people and
Gloria invited some more. They wanted to buy small American flags for everyone. The craft store
was having a sale on small flags, 5 flags for $1.00. If they wanted all of their guests to have a flag,
and themselves a flag each, and ended up spending $12.00 at the craft store, how many people did
Gloria invite? A2: The correct answer is 35.
OUTPUT: A2 is giving 35 as the answer, where we see in Q1 that the answer should be 36, so A2 is
not correct and they are not consistent. False

D Examples of the Augmented Data

Example on StrategyQA

Original Question (Q): Could the members of The Police perform lawful arrests?
Forward Reasoning (Rf ): Here is the step-by-step reasoning:
1. **The Police were a rock band:** Their members were musicians, not law enforcement officers.
2. **Law enforcement officers have specific powers:** These powers are granted by the government
and include the ability to make arrests.
3. **Being in a band called "The Police" does not grant legal authority:** Band names are artistic
choices and have no bearing on legal powers.
**Therefore, the members of The Police could not perform lawful arrests.**
The answer is **no**
Backward Question (Qb): If the members of The Police could not perform lawful arrests, then The
Police are likely (A) musicians (B) police officers.
Backward Reasoning (Rb): Here is the reasoning:
1. The question implies there are two possible meanings for "The Police".
2. One meaning refers to a group that can make lawful arrests. This is the definition of police officers.
3. The other meaning refers to a group that does not have the authority to make lawful arrests.
4. Since the question states this group cannot make lawful arrests, they cannot be police officers.
5. Therefore, "The Police" in this context likely refers to a group known for something other than
law enforcement, making them likely musicians.
The answer is (A)
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Example on GSM8K

Original Question (Q): James writes a 3-page letter to 2 different friends twice a week. How many
pages does he write a year?
Forward Reasoning (Rf ): Here’s how to solve the problem:
* **Pages per friend per week:** James writes 3 pages/letter * 2 letters/week = 6 pages/week per
friend.
* **Total pages per week:** He writes 6 pages/week/friend * 2 friends = 12 pages/week.
* **Total pages per year:** He writes 12 pages/week * 52 weeks/year = 624 pages/year.
The answer is 624 .
Backward Question (Qb): James writes a letter to 2 different friends twice a week, and he writes
624 pages a year. How many pages long is the letter he writes to each friend?
Backward Reasoning (Rb): Here’s how to solve this problem:
* **Calculate total letters per week:** James writes 2 letters/week * 2 friends = 4 letters per week.
* **Calculate total letters per year:** Assuming a year has 52 weeks, he writes 4 letters/week * 52
weeks/year = 208 letters per year.
* **Calculate the length of each letter:** He writes 624 pages/year / 208 letters/year = 3 pages per
letter.
The answer is 3

E Dataset Statistics

Dataset Domain License Train (Original) Train (Filtered) Test

SQA (Geva et al., 2021) Commonsense MIT 2,061 1,544 229
CSQA (Talmor et al., 2019) Commonsense MIT 9,741 6,478 1,140
ARC (Clark et al., 2018) Commonsense CC BY-SA 4.0 1,199 1,035 1,172
MATH (Hendrycks et al., 2021) Math MIT 7,500 2,511 5,000
GSM8K (Cobbe et al., 2021) Math MIT 7,379 4,293 1,339
TabMWP (Lu et al., 2023) Math (Tabular) CC BY-SA 4.0 23,059 15,544 7,686
ANLI (r3) (Nie et al., 2020) NLI CC BY-NC 4.0 100,459 883 1,200
Date (bench authors, 2023) Logic Apache - 200 169
BoolQ (Clark et al., 2019) Commonsense CC BY-SA 3.0 9,427 0 3,270
OpenbookQA (Mihaylov et al., 2018) Commonsense Apache 4957 0 500
e-SNLI (Camburu et al., 2018) NLI CC BY-NC 4.0 549,367 0 9,824
GSM8K-Rev (Guo et al., 2024) Math Apache - 0 777

Table 6: The datasets used in this work are listed in the order of appearance. For each dataset, we report the domain,
the number of original training samples, the number of filtered training samples, and the number of testing samples.
Note that the last four datasets are held out and thus contain no filtered training samples. Due to the large size of
ANLI’s training set, we randomly sampled 2,000 instances, of which 883 remained after filtering. For the Date
Understanding dataset, given its small size, we randomly split the data into 200 training and 169 testing samples,
and we keep all the training data.
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