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Abstract

Automatic summarization of legal documents
requires a thorough understanding of their
specificities, mainly with respect to the vocab-
ulary used by legal experts. Indeed, the latter
rely heavily on their external knowledge when
writing summaries, in order to contextualize
the main entities of the source document. This
leads to reference summaries containing many
abstractions, that sota models struggle to gener-
ate. In this paper, we propose an entity-driven
approach aiming at learning the model to gen-
erate factual hallucinations, as close as possible
to the abstractions of the reference summaries.
We evaluated our approach on two different
datasets, with legal documents in English and
French. Results show that our approach al-
lows to reduce non-factual hallucinations and
maximize both summary coverage and factual
hallucinations at entity-level. Moreover, the
overall quality of summaries is also improved,
showing that guiding summarization with enti-
ties is a valuable solution for legal documents
summarization.

1 Introduction

The extensive use of Large Language Models
(LLMs) for summarization tasks brings new chal-
lenges. One of the most important is related to the
LLMs’ tendency to generate hallucinations, i.e.,
texts that give the impression of being fluid and
natural, despite their lack of fidelity or nonsensi-
cal nature (Ji et al., 2023). Hallucinations can be
non-factual or factual. In this last case, a source
of knowledge, such as an expert, an ontology or a
knowledge base, can indeed certify their veracity
(Maynez et al., 2020; Feng et al., 2023).

Most of the current works on hallucinations aim
at deleting, reducing or correcting non-factual hal-
lucinations through dedicated models (Narayan
et al., 2021; Nan et al., 2021a; Zhang et al., 2022)
or post-processing approaches (Cao et al., 2020;
Zhao et al., 2020; Chen et al., 2021). Some other

works try to control factual hallucinations through
the use of external knowledge, while keeping low
the number of non-factual hallucinations (Cao et al.,
2022; Dong et al., 2022; Chern et al., 2023).

This last line of research is particularly of inter-
est while considering specific domains such as the
legal field. Indeed, summaries of legal documents
written by experts often contain domain-specific
knowledge and references to previous laws that
help the readers to fully grasp the content. This
is illustrated in Figure 1 through an example of
legal document with its associated reference sum-
mary, extracted from the EUR-Lex-Sum dataset1.
It can be observed that both the document and the
reference summary include a large number of enti-
ties of interest (in bold). Moreover, the reference
summary mentions laws Regulation 2019/979, Reg-
ulation 2020/1273, and Regulation 2020/1272 (col-
ored in dark and light blue on Figure 1) that do
not appear in the document. Such entities have
been added to the summary by experts in order
to track all the amendments made to the Regula-
tion 2019/980 presented in the document. They are
named abstractive entities, in opposition to faithful
entities, i.e., entities present in the source docu-
ment (Dong et al., 2022) (in green in the reference
summary). Abstractive entities, as they are written
by experts, are de facto factual.

In this paper, we focus on abstractive summariza-
tion of legal documents, with the main objective
to produce enriched, useful, and factual summaries
which will lighten the task of information monitor-
ing by legal experts. To do so, we aim at controlling
factual hallucinations by knowledge arisen from
the source dataset. In other words, we propose an
approach which aims at fulfilling a two-objectives
task: (1) retrieve factual hallucinations from the
dataset; and (2) keep very low the number of non-
factual hallucinations.

1
https://eur-lex.europa.eu/eli/reg_del/2019/980/oj
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Source Document : Official Journal of the European Union COMMISSION DELEGATED REGULATION (EU) 2019/980 of 14 March 2019 supplementing
Regulation (EU) 2017/1129 of the European Parliament and of the Council as regards the format, content, scrutiny and approval of the prospectus to be
published when securities are offered to the public or admitted to trading on a regulated market, and repealing Commission Regulation (EC) No 809/2004 (Text
with EEA relevance) THE EUROPEAN COMMISSION, Having regard to the Treaty on the Functioning of the European Union, Having regard to Regulation
(EU) 2017/1129 of the European Parliament and of the Council of 14 June 2017 on the prospectus to be published when securities are offered to the public or
admitted to trading on a regulated market, and repealing Directive 2003/71/EC (1), and in particular Article 9(14), paragraphs (1) and (2) of Article 13, Articles
14(3), 15(2) and 20(11) thereof, Whereas: (1) Regulation (EU) 2017/1129 [...]

Reference Summary : [...] The European Commission has adopted the following acts : Delegated Regulation (EU) 2019/980 laying down details of the precise
content and format of the prospectus, as well as concerning the scrutiny and approval of the prospectus. Delegated Regulation (EU) 2019/979 laying down details
of the key financial information in the summary of the prospectus, the publication and classification of the prospectus, the advertisement for the securities and the
supplement to a prospectus. Delegated Regulation (EU) 2020/1273 amending and correcting Delegated Regulation (EU) 2019/980. Delegated Regulation (EU)
2020/1272 amending and correcting Delegated Regulation (EU) 2019/979 [...].

Generated Summary : [...] The Commission Delegated Regulation (EU) 2019/980, dated 14 March 2019, supplements Regulation (EU) 2017/1129 of the
European Parliament and Council. It addresses the format, content, scrutiny, and approval of the prospectus to be published when securities are offered to
the public or admitted to trading on a regulated market, effectively repealing Commission Regulation (EC) No 809/1273. It includes different key points: -
Different types of prospectuses are subject to specific information requirements depending on the issuer, type of security, and market admission, also mentioned in
Regulation (EU) 2020/1273. - As in Regulation 2019/977 Universal registration documents must clearly state whether they have been approved or simply filed
with the competent authority. Secondary issuances, non-equity securities, collective investment undertakings [...]

Figure 1: Example of a EUR-Lex-Sum legal document with its reference summary (excerpts) produced by experts, as
well as an example of generated summary. Entities of interest are marked in bold. In the reference summary, faithful
entities are colored in green. Abstractive entities of the reference summary are colored in dark blue when present
in the dataset (in-dataset abstractions) whereas the light blue one is an out-dataset abstraction. In the generated
summary, faithful entities are also colored in green. The entities colored in red are non-factual hallucinations
whereas the yellow one is a factual hallucination.

Our work focuses on hallucinations and abstrac-
tions at entity level for two main reasons: (i) en-
tities are more striking to human readers (Ji et al.,
2023), and (ii) the legal domain is overflowing
with entities of interest (law references, institu-
tions, etc.). First, we retrieve entities from the
source dataset that closely match the set of abstrac-
tive entities of the reference summary. Then, we
introduce various approaches for injecting the re-
trieved entities during the training of the model,
in order to control the generated entities (faithful
and hallucinated ones) at inference. To the best of
our knowledge, this is the first approach aiming
at controlling factual hallucinations using only the
original dataset as a source of knowledge.

To evaluate our approach, we conducted vari-
ous experiments on two different legal corpora in
English and French. We aimed at answering the
following questions:

(Q1) What are the best strategies to identify ab-
stractive entities in the source dataset ?

(Q2) What are the best training scenarios to take
advantage of the entities identified in Q1?

(Q3) Does guiding the model by entities improve
the overall quality of the generated summary?

2 Context and Problem Formulation

2.1 Hallucinations and Abstractions
As there is no formal consensus on the vocabu-
lary used by state-of-the-art approaches about the
concepts of hallucinations and abstractions in a
summarization context, we detail in this section the

definitions considered in this article.
In literature, hallucinations and abstractions are
usually considered at two different levels: the en-
tity one and the relationship/information one (Lyu
et al., 2022; Maynez et al., 2020; Ji et al., 2023).
Since the approach proposed in this work is driven
by entities of interest, we consider definitions at
entity level in the following.
Figure 2 proposes a taxonomy of these definitions,
while the colors highlighting entities on Figure 1
illustrate the taxonomy. Faithful entities (in green)
are entities in the reference or generated summary
that can be found in the source document. Abstrac-
tions may occur in the reference summary while
hallucinations are specific to the generated sum-
mary. Abstractions are produced by experts, who
own an omniscient knowledge, when summarizing
a document, incorporating factual entities in the
(reference) summary they write that are not present
in the document. We classify abstractions into two
categories: those that can be found in the dataset
the source document belongs to (in-dataset abstrac-
tions, in dark blue) and those that come from ex-
ternal world knowledge (out-dataset abstractions,
in light blue), which we cannot know. Hallucina-
tions can be of two types: non ascertainable from
the source document but factual with respect to the
domain knowledge (in yellow) and non factual (in
red). Domain knowledge can originate from an on-
tology, a knowledge base or the expert’s own prior
knowledge.
Our approach aims at controlling factual halluci-
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Figure 2: Taxonomy of entities in the reference summary (left) and generated summary (right). Examples of entities
from each set are presented on Figure 1, using the same colors (green for faithful entities, blue for abstractions,
yellow and red respectively for factual and non factual hallucinations).

nations to make them as close as possible to the
abstractions contained in reference summaries. To
ascertain the factuality of hallucinations we pro-
pose to exploit the dataset of the source documents
as knowledge base through the construction of an
entity graph. As out-dataset abstractions cannot
be found from this graph, we simplify the problem
as follows: we aim at controlling factual halluci-
nations to make them as close as possible to the
in-dataset abstractions contained in reference sum-
maries.

Other notions are introduced in the literature at
the relationship/information level, such as extrinsic
or extrinsic hallucinations (Maynez et al., 2020; Ji
et al., 2023), but they are out of the scope of this
paper.

2.2 Problem Formulation

Let us consider a dataset of the legal domain com-
posed of D a set of source documents di and R
a set of reference summaries ri such as ri is the
reference summary associated to di. Let Edi and
Eri be respectively the set of entities in di and ri.
Eri = Fri ∪Ari where Fri is the set of faithful en-
tities in ri (Fri = Eri ∩ Edi) and Ari is the set of
abstractive entities in ri. Ari = Ain

ri ∪Aout
ri where

Ain
ri is the set of abstractive entities that can be

found in D and Aout
ri the set of abstractive entities

that cannot be found in D.
Our aim is to produce for each di in D a gener-

ated summary gi such as Egi (the set of entities in
gi) is as close as possible to Eri . In a realistic world,
we simplify the problem as: our aim is to produce
for each di in D a generated summary gi such as
Egi is as close as possible to Eri \ Aout

ri . In other
words, we aim at having: Fgi = Fri and Hf

gi=A
in
ri

and Hnf
gi =∅, where Hf

gi and Hnf
gi are respectively

the factual and non-factual hallucinations of gi.
Notations are summarized in Appendix B.

3 Related Work

Hallucination Detection Several works have
shown that abstractive summarization models suf-
fer from generation of hallucinated entities (Cao
et al., 2022; Nan et al., 2021b; Kryscinski et al.,
2019). Cao et al. (2018) showed that 30% of the
named entities generated by the BART model are
hallucinated in the XSum dataset (Narayan et al.,
2018). Conventional summary evaluation metrics
such as ROUGE (Lin, 2004), BLEU (Papineni
et al., 2002), or BERTScore (Zhang et al., 2019)
consider lexical and semantic overlap but fail to
assess factuality and faithfulness since they are not
sensitive to the hallucinated content. Thus, sev-
eral approaches have been developed to measure
the hallucination rate in the text generated by the
model. They rely on question-answering methods
(Wang et al., 2020; Durmus et al., 2020; Scialom
et al., 2021a; Fabbri et al., 2022), text-entailment
(Falke et al., 2019; Goyal and Durrett, 2020; Kryś-
ciński et al., 2020), LLMs (Manakul et al., 2023;
Friel and Sanyal, 2023; Liu et al., 2023; Mündler
et al., 2023), or Information Extraction (Nan et al.,
2021b; Goodrich et al., 2019; Dhingra et al., 2019).
Given that legal texts contain many references to
laws, which can be considered as entities of interest,
we use the latter to evaluate generated summaries,
personalizing the metrics presented by Nan et al.
(2021b).

Entity-Centric Summarization Several ap-
proaches focused on directing the model to gener-
ate named entities at the intersection of the source
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document and the reference summary. Zheng et al.
(2020) extract key phrases at the intersection of
the document and the reference summary and train
LSTM models with a concatenation of the doc-
ument and the extracted phrases. Liu and Chen
(2021); Mao et al. (2020) select named entities in-
stead. Fan et al. (2018); He et al. (2022) propose
generated summaries controlled by several aspects,
such as the summary subject, keywords or named
entities, by concatenating them with the document
or by adding them as a prompt in order to guide the
model. Xiao and Carenini (2023) on the other hand,
use a Global Relevance module to select important
entities from the source document and introduce
them to the decoder. Zhang et al. (2022) proceed
differently, by calculating the coverage rate of enti-
ties (Nan et al., 2021b) and introducing a control
token based on this rate to guide the generation. In
this paper, with the objective of getting as close as
possible to the writing style of the legal domain, we
investigate the possibility of fine-tuning the model
to introduce entities that do not exist in the source
document. We concatenate with the source docu-
ment a set of entities from the reference summary
or entities from the dataset related to the document.

Legal Domain The legal domain presents
unique challenges due to its complex and highly
specialized language, which explains the multitude
of dedicated approaches in the literature (Sansone
and Sperlí, 2022). Among neural network-based ap-
proaches, Chalkidis et al. (2020) proposed LEGAL-
BERT. Regarding summarization, models do not
only need to summarize content accurately but also
to maintain the integrity of legal entities and termi-
nology. Legal-Pegasus2 is pretrained on legal doc-
uments, whereas Legal-LED3 is specifically fine-
tuned on legal data. At the same time, several
datasets in legal domain have been created to fine-
tune language models for automatic summarization.
Among them, one can cite BillSum (Kornilova and
Eidelman, 2019), a dataset for summarization of
US Congressional and California state bills; EUR-
Lex-Sum (Aumiller et al., 2022), a dataset based
on manually curated document summaries of legal
acts from the European Union law platform (EUR-
Lex); and Multi-LexSum (Shen et al., 2022), a col-
lection of expert-authored summaries drawn from
ongoing CRLC (Civil Rights Litigation Clearing-
house) writing. This diversity in corpus types high-

2
https://huggingface.co/nsi319/legal-pegasus

3
https://huggingface.co/nsi319/legal-led-base-16384

lights the potential adaptability of summarization
models to various legal contexts, ranging from leg-
islative documents to civil rights summaries. Most
of the proposed datasets and fine-tuned models are
extractive and available in English, with very few
existing in French. The approach we propose in
this paper is abstractive, and evaluated on two dif-
ferent languages, French and English.

4 Legal Summary Specificities

Our aim here is to study the characteristics of refer-
ence summaries in terms of entities of interest as
well as abstractions. To this end, we analyzed two
legal datasets for summarization: EUR-Lex-Sum
and a private corpus of French legal news.

4.1 Datasets Description
The EUR-Lex-Sum dataset (Aumiller et al., 2022)
contains 1,504 legal acts documents of 12,000 to-
kens in average, retrieved using web scraping from
the European Union law platform website4. Associ-
ated reference summaries are composed of 800 to-
kens in average. The dataset is divided into training
and test sets, containing 1,316 and 188 documents
respectively.

We also used a private business dataset, named
Légibase composed of 8,485 legal and regulatory
documents of French local authorities and public
administrations5. Each document includes (a) a
title, (b) a text (body/content), (c) a set of associated
metadata, notably the document topic, and (d) a
manually-produced summary. Each information
is written by experts in the field, whose aim is to
keep the legal news up to date. These experts focus
on what is new and evolving in French law, often
starting with a presentation of the background of
the law, the code and its various clauses, followed
by a presentation of the evolution. Each summary
sets out the general context of the document content
and the news described within it. Documents and
reference summaries are respectively composed of
8,325 and 1,110 tokens in average. The train and
test sets are composed of 9,353 and 851 documents.

4.2 Entities of Interest
We considered 4 types of entities: Organizations,
Locations, Persons and Law entities (e.g., Reg-
ulation 2019/279, Decision 1147/366, Directive
2016/879 in English, or loi n° 93-22, article 57 du

4
https://eur-lex.europa.eu

5
https://www.legibase.fr/ An example document and its associated

reference summary are presented in Appendix C.
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Figure 3: Distribution of entity types across source
documents and reference summaries in the two datasets:
EUR-Lex-Sum and Légibase. Distinct occurrences are
considered.

Code civil, décret n° 89-11 in French). As Law
entities are written with very specific and repetitive
patterns, we used a set of regex to extract them
from the text. All other entities were extracted us-
ing a NER model fine-tuned on the Indian Court
Judgements dataset6.

Figure 3 presents the distribution of the extracted
entities across the datasets. Law entities are, not
surprisingly, by far the most present, both in source
documents and in reference summaries. Another
interesting result is that Persons are barely present
in the reference summaries of EUR-Lex-Sum.

4.3 Abtractiveness of Reference Summaries

Table 1 shows an analysis of faithful entities (Fri),
as well as in-dataset and out-dataset abstractive
entities (Ain

ri and Aout
ri ). We observe that a large

proportion of the entities present in the summaries
are abstractive (66% and 68% for EUR-Lex-Sum
and Légibase respectively). This confirms that le-
gal experts rely heavily on their external knowledge
when writing summaries, in order to contextualize
the main entities of the source document and pro-
vide a history of them. This external knowledge
may or may not be found in other documents in the
dataset, as we can see from columns Ain

ri and Aout
ri .

5 Selection of abstractive entities in the
source dataset (Q1)

Our objective is to generate a summary as similar as
possible to the reference summary, which therefore
contains as many entities as possible from the set
of abstractive entities. We propose a method based
on an entity graph constructed from the dataset, to
identify for each document, the set of entities that
most closely matches the abstractive entities of the
corresponding reference summary.

6
https://huggingface.co/opennyaiorg/en_legal_ner_trf

5.1 Graph Construction

We constructed two different graphs: GDT
and

GDI
, containing respectively the sets of entities of

our training and testing datasets. GDT
(see Figure

4 for an example) is constructed as follows: (i) the
nodes set is composed of documents di ∈ DT ,
entities Edi of each di and the subject of di

7;
(ii) edges represent 1) the similarity between
documents, evaluated with a cosine similarity
between embeddings of documents8, 2) the
presence of an entity in a document, and 3) a
link between a document and a subject. The
construction of GDI

is similar.

Figure 4: Extract of GDT
for the EUR-LEx-Sum

dataset. Purple nodes are documents, red ones are Sub-
jects, while orange, brown and green ones are respec-
tively Law, Organization and Person entities. The two
documents are semantically close and share the same
subject ‘Internal Market’. They also share the same
entity named ‘European Economic Committee’.

5.2 Entity Selection Strategies

We defined different strategies Si,j to select entities
from the created graphs. The idea is, for each docu-
ment di, to retrieve entities from related documents:
for Si,1 we extract entities connected by a maxi-
mum of 1, 2, or 3 hops to di; for Si,2 we extract
entities of documents sharing the same subject than
di; for Si,3 we extract entities of documents seman-
tically similar to di; and finally for Si,4 we extract
entities of documents sharing the same subject than
di and being semantically similar to di. Note that
entities of di are systematically excluded from the
resulting sets.

5.3 Experiments and Results

In order to determine which selection strategy
would be most effective, we measured the inter-

7The subjects of EUR-LEX-Sum documents are obtained by scrapping
the associated web pages, while those of Légibase are given with the documents.

8
https://huggingface.co/facebook/bart-large-mnli
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EUR-Lex-Sum Légibase

Total Avg Total Avg

Entity Type #Fri #Ain
ri #Aout

ri #Fri #Ain
ri #Aout

ri #Fri #Ain
ri #Aout

ri #Fri #Ain
ri #Aout

ri

Law 1,978 1,108 1,906 3.72 2.37 2.37 667 964 486 1.10 1.12 1.06
Org 340 309 457 1.67 1.71 1.32 222 266 140 1.04 1.05 1.01
Loc 233 247 95 1.68 2.14 1.06 351 245 89 1.12 1.11 1.01
Per 1 0 26 0 0 0 253 621 368 1.04 1.13 1.05

Table 1: Total number of faithful and abstractive entities in the reference summaries of EUR-Lex-Sum and Légibase.
The average number of entities per reference summary is also reported.

EUR-Lex-Sum Légibase
Strategy Law Org Loc Law Org Loc Per

Si,1
R 0.36 0.39 0.63 0.47 0.50 0.66 0.39
P 0.21 0.08 0.18 0.29 0.12 0.22 0.11

Si,2
R 0.33 0.31 0.56 0.44 0.47 0.61 0.40
P 0.19 0.07 0.16 0.25 0.18 0.24 0.15

Si,3
R 0.21 0.18 0.27 0.25 0.20 0.18 0.12
P 0.13 0.05 0.09 0.15 0.09 0.10 0.06

Si,4
R 0.08 0.07 0.16 0.06 0.10 0.07 0.04
P 0.07 0.02 0.06 0.04 0.08 0.09 0.03

Table 2: Recall and precision of the intersection between
the abstractive entities of the reference summaries and
entities obtained by each of our retrieval strategies.

Experiment Training Inference

Oracle FH di ∪Ain
ri , di ∈ DT di ∪Ain

ri , di ∈ DI

Setting 0 di ∈ DT di ∈ DI

Setting 1 di ∪Ain
ri , di ∈ DT di ∪ Esi,1 , di ∈ DI

Setting 2 di ∪Ain
ri ∪ Esi,1 , di ∈ DT di ∪ Esi,1 , di ∈ DI

Setting 3 di ∪ Esi,1 , di ∈ DT di ∪ Esi,1 , di ∈ DI

Table 3: Settings used for experiments

section of their respective sets with the set of ab-
stractions in the reference summaries. Results are
shown in Table 2. None of the strategies strongly
maximize the intersection with abstractions. The
intersection of Si,4 is quite low, particularly for the
Organizations and Locations, leading us to con-
clude that abstractive entities are widely dispersed
in the corpus, and not necessarily linked to di. We
chose Si,1 as the best compromise for the rest of
our experiments.

6 Entity-driven summarization (Q2)

Given the set of entities retrieved from the graph,
we experimented various fine-tuning settings, by
varying the input provided to the model. The qual-
ity of the generated summary was then evaluated
using entity-oriented metrics.

6.1 Experimental Setup

Models As documents in the EUR-Lex-Sum
dataset are very long (12k tokens on average),
we evaluated our approach with a classic Long

Encoder-Decoder model (LED)9 as well as with
BART (Lewis et al., 2020)10 using a Long Docu-
ment Transformer framework (Beltagy et al., 2020)
with 4 epochs. Checkpoints were retrieved from
the HuggingFace platform. Both models led to sim-
ilar conclusions in terms of behaviour. We decided
to report only LED results in the paper for space
limitation reasons. BART results can be found in
Appendix D as supplementary material11.
Fine-Tuning Format We prepended the set of enti-
ties to the source document, using the special token
[ENTITYSET] to introduce the entities and separated
them with the token |. The source document was in-
troduced using the special token [DOCUMENT]. For
EUR-Lex-Sum, we considered the 3 entity types:
Law, Organization and Location. Person entities
were removed since they are not present in the ref-
erence summaries (see Figure 3). For Légibase, the
4 entities were used.
Fine-Tuning Settings We considered 3 different
settings to fine-tune the model (settings notations
are summarized in Table 3), with the objective
to evaluate how the entities provided during fine-
tuning affect the model’s performance during in-
ference, and more broadly, to assess whether the
model’s behavior varies based on the set of entities
used.
- Setting 1: During the training phase, we provide
the model with the source document di and the Ain

ri
set. During inference, we concatenate the source
document and 20 entities of Esi,1 , retrieved with
Si,1. These entities are chosen randomly, main-
taining a balance between the different entity types
(law, org, loc, and per).
- Setting 2: During training, the model receives the
source document, prepended by 20 entities from
Ain

ri completed by some randomly chosen entities
of ESi,1 . For inference, only the source document
and 20 entities of ESi,1 are provided.

9
https://huggingface.co/allenai/led-base-16384

10
https://huggingface.co/hyesunyun/

update-summarization-bart-large-longformer
11We did not use the Legal-Pegasus model as it is limited to 1024 tokens.

The Legal-LED model has also been discarded due to non-satisfactory results.
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EUR-Lex-Sum Légibase

Systems F ↑ C ↑ FH ↑ FH ↓ F ↑ C ↑ FH ↑ FH ↓

R P R P R P R P R P R P R P R P

ECC 0.33 0.21 0.09 0.34 0.20 0.07 - 0.70 0.47 0.06 0.30 0.16 0.11 0.09 - 0.82
CTRLSum 0.29 0.19 0.09 0.31 0.18 0.06 - 0.71 0.44 0.05 0.27 0.18 0.10 0.07 - 0.85
Mixtral 0.25 0.12 0.04 0.19 0.10 0.02 - 0.76 0.36 0.02 0.20 0.11 0.04 0.00 - 0.97
Oracle FH 0.33 0.21 0.12 0.35 0.38 0.11 - 0.60 0.59 0.05 0.30 0.44 0.50 0.07 - 0.80
Setting 0 0.29 0.17 0.05 0.24 0.19 0.04 - 0.73 0.53 0.04 0.25 0.12 0.09 0.04 - 0.94

Setting 1 0.30 0.15 0.08 0.25 0.23 0.05 - 0.78 0.54 0.02 0.22 0.17 0.10 0.07 - 0.93
Setting 2 0.33 0.20 0.10 0.34 0.30 0.08 - 0.68 0.63 0.05 0.28 0.36 0.10 0.01 - 0.81
Setting 3 0.32 0.20 0.10 0.35 0.29 0.08 - 0.68 0.64 0.05 0.29 0.36 0.09 0.01 - 0.81

Table 4: Results on EUR-Lex-Sum and Légibase, using Entity-Level metrics : Coverage (C), Faithfulness (F),
Factual hallucination (FH) and Non-Factual hallucination rate (FH). Results in bold and underlined are respectively
the best and second best results for a given metric.

- Setting 3: During training, the model receives
only 20 entities of the ESi,1 set and the source
document. For inference, the same elements are
provided.
The size of the entities set (20 entities) added to
each document was chosen on the basis of prelimi-
nary experiments on EUR-lex-Sum.

6.2 Entity-Level Metrics
To evaluate the generated summary gi in terms of
faithful and hallucinated entities according to the
source document di and reference summary ri, we
extended the metrics of Nan et al. (2021b):

- Coverage rate (Recall, Precision) in relation to
the source document:

R(C) =
#(Egi∩Edi

)

#Edi
, P (C) =

#(Egi∩Edi
)

#Egi

- Faithfulness rate:

R(F ) =
#(Egi∩Fri )

#Fri
, P (F ) =

#(Egi∩Fri )

#Egi

- Factual hallucination rate (in relation to the ab-
stractive entities of the reference summary):

R(FH) =
#(Egi∩Ain

ri
)

#Ain
ri

, P (FH) =
#(Egi∩Ain

ri
)

#Egi

- Non-factual hallucination rate:

P (FH) =
#(Egi−Eri )

#Egi

6.3 Baselines
We used the following state-of-the-art baselines for
comparison with our approach: (1) ECC (Zhang
et al., 2022) is a model training approach for
improving the factuality of generated summaries
based on the coverage metric; (2) CTRLSum (He
et al., 2022) is a training approach to guide the
model to include a set of pre-selected keywords
and entities in the generated summary; and (3) Mix-
tral 8 * 7b (Jiang et al., 2024) is a LLM, chosen

to compare the experiments conducted with PLMs
against a LLM without fine-tuning. Additionally,
we also report (i) Setting 0, in which we run a ba-
sic fine-tuning of the model, where only the source
document is provided as input, for both training
and inference. (ii) Oracle FH, in which the set
of abstractive entities Ain

ri is given at training and
inference time. Resulting summaries can be con-
sidered as Oracle summaries, i.e., summaries maxi-
mizing the R(FH) and P(FH) metrics. They are the
best possible summaries that can be obtained by
our approach considering factual hallucinations.

6.4 Results

Results are presented in Table 4. The high results
obtained by Oracle FH summaries show that guid-
ing the summary generation with entities allows to
obtain better summaries in terms of faithfulness,
factual and non-factual hallucinations. This is also
true whatever the considered setting (1, 2 or 3),
since all settings are better than setting 0, in which
no entities are included. Another conclusion is that
the quality of entities given as input of the model
strongly impacts its performances (comparison of
settings 1, 2 and 3). Giving only the set of ab-
stractive entities to the model during the training
phase (setting 1) does not allow to reach the best
performances. Indeed, if some noise is added dur-
ing training (settings 2 and 3), and consequently
if the training is closer to the inference configura-
tion, results are improved. Regarding SOTA base-
lines, we can see the ECC and CTRLSum mod-
els outperform Mixtral, probably because they are
entity-oriented, unlike the latter. ECC is the most
competitive baseline, with particularly good results
regarding faithfulness and coverage (F and C met-
rics). This is not surprising since the approach is
optimized on the F metric. Finally, we observe
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Wrt the Source Document Wrt the Reference summary

EUR-Lex-Sum Légibase EUR-Lex-Sum Légibase

Systems Bert-S ↑ Q-E ↑ F-CC ↑ Bert-S ↑ F-CC ↑ Bert-S ↑ Q-E ↑ F-CC ↑ R-L ↑ B ↑ Bert-S ↑ F-CC ↑ R-L ↑ B ↑

Reference Summaries 0.85 0.35 0.20 0.84 0.30 - - - - - - - - -
ECC 0.86 0.33 0.35 0.84 0.37 0.84 0.38 0.36 0.22 0.40 0.85 0.34 0.19 0.31
CTRLSum 0.83 0.36 0.31 0.83 0.35 0.85 0.33 0.34 0.21 0.40 0.84 0.34 0.18 0.31
Mixtral 0.83 0.29 0.22 0.82 0.32 0.84 0.30 0.29 0.18 0.37 0.83 0.27 0.14 0.26
Oracle FH 0.86 0.36 0.33 0.84 0.39 0.86 0.39 0.39 0.26 0.44 0.87 0.39 0.20 0.36
Setting 0 0.83 0.27 0.24 0.84 0.29 0.83 0.28 0.27 0.20 0.39 0.83 0.28 0.16 0.29

Setting 1 0.85 0.33 0.31 0.83 0.36 0.86 0.34 0.34 0.23 0.39 0.84 0.36 0.16 0.33
Setting 2 0.88 0.37 0.39 0.86 0.38 0.87 0.35 0.39 0.21 0.41 0.86 0.40 0.20 0.35
Setting 3 0.87 0.35 0.39 0.85 0.41 0.86 0.37 0.40 0.24 0.42 0.86 0.39 0.19 0.35

Table 5: Performance of the different systems (baselines, Oracle FH, settings) evaluated using metrics Bert-Score
(reported in the table as Bert-S), QuestEval (Q-E), FactCC (F-CC), Rouge-L (R-L) and Bleu (B). QuestEval has not
been reported for Légibase as it is not available in French.

similar performance gains on both datasets, despite
their language differences. One notable exception
is the FH metric on Légibase, which decreases with
settings 2 and 3 (compared to setting 1). Possible
explanations include either a difference in behavior
for French language, or that the number of entities
provided as input no longer allows the model to
hallucinate factually. This will be the subject of
future experiments on the French language.

7 Evaluating the Overall Quality of the
Generated Summaries (Q3)

The experiments presented in previous sections
showed that injecting entities into the model al-
lows us to improve entity-centric metrics. In this
section, we aim at assessing the overall quality of
the generated summaries.

7.1 Contextual Metrics

To evaluate the quality of summaries at token-level,
we report the well-known ROUGE-L (Lin, 2004)
and BLEU (Papineni et al., 2002) metrics. We also
use 3 contextual metrics: Bert-Score (Zhang et al.,
2019) which compares contextual embeddings of
sentences, FactCC (Kryściński et al., 2020) which
assesses the factual consistency of the generated
summaries using textual entailment, and QuestE-
val (Scialom et al., 2021b), a question generation
and answering metric. As reference summaries are
slightly different from source documents in terms
of content, all metrics are evaluated both against
source documents and reference summaries.

7.2 Discussion and results

Results are reported in Table 5. ECC remains
the strongest baseline, but is outperformed by our
approach on all contextual metrics. This shows
that our approach, although entity-oriented, is able

to provide high-quality summaries. Whether the
generated summaries are compared with the doc-
uments or with the reference summaries, we ob-
served that settings 2 and 3 outperform all other
systems. This is also true compared to Oracle FH.
Adding noise to the training data thus allows the
model to better generalize. This confirms our con-
clusions from Table 4. A last conclusion concerns
the metrics evaluated wrt the source document. Ref-
erence summaries, when evaluated wrt the source
document obtain weak results (first line of Table
5). Metrics evaluated against source documents are
thus not relevant to compute on our datasets, since
reference summaries of the latter are quite different
from the source documents.

All these results motivate us to further explore
the approach of guiding the summary generation
model with additional entity-oriented information.

8 Case Study

In this section, we present some examples of gen-
erated summaries using baselines and our model,
in order to provide a qualitative analysis. Those
examples are showed in Table 5 for EUR-Lex-Sum.
Examples of Légibase are present in Appendix C.

These examples illustrate that all approaches
generate factual entities (in green), but also hal-
lucinations (in red). The latter are often due to
errors in Regulations or Laws numerical identifi-
cation code. For instance, Regulation 2017/1939
is generated instead of Regulation 2017/1938 (Fig-
ure 5–Our generated summary). The same can
be observed with Regulation 525/2013 instead of
347/2013 (ECC Generated Summary). Another
type of hallucinations is also present at the level
of entity headings: Decision (EU) No 994/2010 is
prompted in Mistral Generated Summary instead of
Regulation (EU) No 994/2010. Moreover, although
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Source Document : Official Journal of the European Union. L 280/1. REGULATION 2017/1938 OF THE EUROPEAN PARLIAMENT AND OF THE
COUNCIL of 25 October 2017 concerning measures to safeguard the security of gas supply and repealing Regulation No 994/2010 (Text with EEA relevance).
THE EUROPEAN PARLIAMENT AND THE COUNCIL OF THE EUROPEAN UNION, Having regard to the Treaty on the Functioning of the European
Union (TFEU) [...]. Those objectives should be achieved through the most cost-effective measures and in such a way that gas markets are not distorted.(4) Union
law, in particular Directive 2009/72/EC of the European Parliament and of the Council (3), Directive 2009/73/EC of the European Parliament and of the Council
(4), Regulation (EC) No 713/2009 of the European Parliament and of the Council (5), Regulation No 714/2009 of the European Parliament and of the Council
(6), Regulation No 715/2009 of the European Parliament and of the Council (7) and Regulation (EU)No 994/2010 of the European Parliament and of the
Council [...] 12

Reference Summary : Gas supply security in the EU Gas supply security in the EU SUMMARY OF: Regulation 2017/1938 aiming to safeguard an uninterrupted
supply of gas throughout the EU WHAT IS THE AIM OF THIS REGULATION? It aims to strengthen EU energy security by helping prevent potential supply
disruptions, and to respond to them when they occur, to ensure that households and other vulnerable consumers are always supplied. [...] MAIN DOCUMENT
Regulation (EU) 2017/1938 of the European Parliament and of the Council of 25 October 2017 concerning measures to safeguard the security of gas supply
and repealing Regulation (EU) No 994/2010 (OJ L 280, 28.10.2017, pp. 1-56) RELATED DOCUMENT Communication from the Commission the European
Parliament, the Council, the European Economic and Social Committee, the Committee of the Regions and the European Investment Bank – Framework Strategy
for a Resilient Energy Union with a Forward-Looking Climate Change Policy (COM(2015) 80 final, 25.2.2015) Regulation (EU) No 347/2013 of the European
Parliament and of the Council of 17 April 2013 on guidelines for trans-European energy infrastructure and repealing Decision No 1364/2006/EC and amending
Regulation (EC) No 713/2009. The European Network of Transmission System Operators (ENTSOG) will carry out a 4-yearly EU-wide simulation of gas
supply and infrastructure disruption scenarios [...]

Baseline - ECC Generated Summary : Protecting the gas supply of the European Union SUMMARY OF: Regulation (EU) 2017/1938 — measures to
safeguard the security of gas supply WHAT IS THE AIM OF THE REGULATION? It aims to ensure that all the necessary measures are taken to safeguard
gas supply across the EU, in particular to protected customers, in the event of difficult climatic conditions or disruptions of the supply. KEY POINTS The
regulation applies to all EU countries except those that are not party to the Treaty on the Functioning of the European Union (TFEU). [...] FROM WHEN DOES
THE REGOLATION APPLY? It has applied since 28 October 2017. BACKGROUND The EU has a gas market that operates smoothly. It operates smoothly
and is the best guarantee of its security, to reduce the exposure of individual EU countries to the harmful effects of disruptions of gas. For more information,
see: ‘Protect the EU gas market’ on the European Commission’s website’ (European Commission). MAIN DOCUMENT Regulation(EU) (2017/1938) and
Regulation (EU) No 525/2013 of the Council of 23 and 24 october 2014 concerning measures to protect the gas supplies of the Union (OJ L 280, 28.10.2017,
pp. 1-2).

Baseline - Mistral Generated Summary : Regulation (EU) 2017/1938 — measures to safeguard the security of gas supply and repealing
Decision (EU) No 994/2010 WHAT IS THE AIM OF THE REGULATION? It aims to ensure that all the necessary measures are taken to ensure the se-
curity and stability of the gas market in the EU, in particular to protected customers. The regulation applies to gas supply to all EU countries. The legislation
applies to all gas supply from the gas grid to the neighbouring European Union country. It does not apply to natural gas (gas) or electricity generation. It applies
only to gas supplied from the single largest supplier. In the event of a major disruption of the supply of gas to a country, it must be taken into account in the
decision-making process. To protect the security, the regulation requires that gas supply be shared by all EU governments, including the European Council and
The European Commission [...]

Generated Summary (Setting 2) : Guaranteeing gas supply in the event of a major disruption Guarantaining gas supply within the EU SUMMARY OF:
Regulation (EU) 2017/1938 — measures to safeguard the security of gas supply and repealing Regulation(EU) No 994/2010 WHAT IS THE AIM OF THE
REGULATION? It aims to ensure that EU countries’ national authorities and the European Commission have a coordinated [...] MAIN DOCUMENT
Regulation EU/2017/1939 of the European Parliament and of the Council of 25 October. The regulation forms part of the Energy Union package, which
aims to make energy secure, affordable and sustainable through closer cooperation between EU countries. Last updated: 22.04.2022(2.11) The date of
expunishment of the Treaty on the Functioning of the Union (TFEU) and its subsequent amendments to Articles 1 and 2 and of Regulation (EC) No 347/2013
of the Parliament, Council, European Commission, European Network of Transmission System Operators for Gas (ENTSog).

Figure 5: Example of a legal document from EUR-Lex-Sum with its reference summary (excerpts) produced by
experts, as well as 3 generated summaries (Setting 2, ECC and Mixtral). Entities are marked in bold. In the reference
summary, faithful entities are colored in green. Abstractive entities of the reference summary are colored in dark
blue when present in the dataset (in-dataset abstractions) whereas the light blue one is an out-dataset abstraction.
In the generated summary, faithful entities are also colored in green. The entity colored in red is a non-factual
hallucination whereas the yellow one is a factual hallucination.

ECC is our strongest baseline, it still generates sim-
ilar hallucinations as the other models.

Finally, we can see that guiding the generation
model to generate abstrative entities is successful
on these examples. Our model is the only one to
generate factual hallucinations (in yellow), which
are themselves present as abstractive entities (in
light blue) in the reference summaries. Moreover,
focusing on entities does not affect the overall qual-
ity of the generated summary in terms of readibility.
This supports the analysis conducted in Section 7.

9 Conclusion

In this paper, we showed the specificities of legal
corpora in terms of abstraction in reference sum-
maries produced by legal experts, which requires

an adaptation of state-of-the-art summarization ap-
proaches. We introduced a new method for select-
ing factual hallucinations on an entity-level based
on a graph created from the source dataset, and
proposed different training and inference settings
for guiding the summary generation model with
these entities. Our experiments on both French
and English datasets show that this method signif-
icantly reduces non-factual entity hallucinations,
increases coverage metrics and factual hallucina-
tions while improving the overall quality of the
generated summaries. To the best of our knowl-
edge this is the first entity-centric summarization
method using only the original dataset as a way to
control factual and non-factual hallucinations.
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10 Limitations

Although promising, our approach has some limi-
tations. First, we were unable to provide a human
evaluation of our approach. Since legal language
is particularly complex, collaboration with legal
experts is necessary. We chose to use Légibase to
work directly with the experts who wrote the arti-
cles and summaries. For time and organizational
reasons, we were not able to evaluate a significant
number of generated summaries in order to present
the results of this evaluation, but this is currently in
progress.

A second limitation of our approach is that it
focuses exclusively on entity-level hallucinations.
Although we showed that the overall quality of
our generated summaries is good, we could extend
our work to relation-level hallucinations, using the
same framework with facts (subject, predicate, ob-
ject) to ensure that the introduced entities and terms
are correctly placed (Huang et al., 2020). Addition-
ally, we aim to expand our hallucination metrics to
distinguish between intrinsic and extrinsic halluci-
nations at relation/information level. Intrinsic hal-
lucination can be defined as terms or concepts from
the source information that are misrepresented in
the summary, making them unfaithful to the origi-
nal source. On the other hand, extrinsic ones can
be defined as information that cannot be verified
from the source content. Another future work is to
extend our external knowledge to ontologies and
knowledge graphs in order to retrieve more facts
from multiple sources (Wang et al., 2022; Dziri
et al., 2021), and not only from the datasets used
in this study.

A third limitation concerns the strategies used
to find abstractive entities in the source dataset.
The results with these heuristics are promising but
showed that abstractive entities are disseminated
in all the datasets. Graph learning strategies will
probably be very useful (Ribeiro et al., 2022).

Finally, another limitation is the non-use of cur-
rent large language models (LLMs). We compared
our approach with the Mixtral 8 * 7b (Jiang et al.,
2024), but used it with a basic prompt, without
fine-tuning. Therefore, the next natural step of
this research work is to fine-tune LLMs such as
LLaMA 2 (Touvron et al., 2023) and Mixtral.
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A Scientific Artifacts

This work would not be possible without many
open-source scientific artifacts, including pytorch
(Paszke et al., 2019), transformers (Wolf et al.,
2020), Neo4j (Miller, 2013), Numpy (Harris et al.,
2020), nltk (Bird et al., 2009), the language mod-
els used for training and inference: LED (Beltagy
et al., 2020) and BART (Lewis et al., 2020), the
different baselines used: ECC (Zhang et al., 2022),
CTRLSum (He et al., 2022), Mixtral (Jiang et al.,
2024).

B Notations

Notation Description

DT Source documents of the train split
DI Source documents of the inference split
D The total set of source documents such as

D = DT ∪ DI

R Reference summaries
G Generated summaries
di Source document such as di ∈ D
ri Reference summary of di such as ri ∈ R
gi Generated summary of di such as gi ∈ G
Edi Entities of di
Eri Entities of ri
Egi Entities of gi
Fri Faithful entities of ri, such as Fri ⊆ Eri

and Fri = Eri ∩ Edi

Ain
ri Abstractive entities of the reference sum-

mary ri that can be found in the dataset
Aout

ri Abstractive entities of the reference sum-
mary ri that cannot be found in the dataset

Ari The overall set of the abstractive entities
of ri such as Ari = Ain

ri ∪Aout
ri and Ain

ri ∩
Aout

ri = ∅
Hf

gi Factual hallucinations in gi
Hnf

gi Non factual hallucinations in gi
Hgi The overall set of hallucinations, such as

Hgi = Hf
gi ∪Hnf

gi and Hf
gi ∩Hnf

gi = ∅
ESi,j Entities selected by strategy Si,j such as

i refers to the couple of source document,
reference summary (di, ri) and j ∈ [1, 4]
(cf. table 2)

GDT
Entity graph of the train split

GDI
Entity graph of the inference split

Table 6: Key Notation Summary
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C Légibase Example

Source Document : Affectation d’un lieu autre que la mairie pour la célébration des mariages Disposant parfois de salles trop petites pour une célébration
dans de bonnes conditions, ou de lieux prestigieux, les maires revendiquaient la possibilité de célébrer des mariages dans un lieu autre que celui de la mairie.
Depuis le 4 mars 2017, ils peuvent donc affecter tout autre bâtiment communal situé sur leur territoire pour la célébration d’unions, à condition de recueillir
l’autorisation préalable du procureur de la République « en lui transmettant son projet de décision d’affectation, accompagné de tous documents utiles » (CGCT,
art. R. 2122-35) lui permettantde s’assurer « que la décision du maire garantisse les conditions d’une célébration solennelle, publique et républicaine [et] que les
conditions relatives à la bonne tenue de l’état civil sont satisfaites » (CGCT, art. L. 2121-30). Le procureur de la République dispose de deux mois pour faire
connaître son opposition motivée, sauf si les éléments transmis lui paraissent insuffisants pour la formuler. Dans ce cas, le délai est prorogé d’un mois par le
procureur, qui en informe le maire. En cas de non-opposition, ce dernier peut donc affecter un autre bâtiment que celui de la maison commune, en communiquant
au procureur copie de sa décision.Conditions de délégation des fonctions du maire en qualité d’officier d’état civil. Le décret no 2017-270 précise aussi les
conditions de délégation des actes d’état civil aux fonctionnaires de la commune. Ainsi, le maire peut dorénavant « déléguer à un ou plusieurs fonctionnaire
titulaires de la commune tout ou partie des fonctions qu’il exerce en tant qu’officier d’état civil, sauf celles prévues à l’article 75 du Code civil ».Pour rappel, cet
article réserve la cérémonie du mariage dans son ensemble, et notamment la lecture des articles 214 et 215 du Code civil, à l’officier d’état civil seul, c’est-à-dire
le maire, ses adjoints et uniquement sous réserve de délégation spécifique du maire en cas d’empêchement de celui-ci, les conseillers municipaux... Autrement
dit, un fonctionnaire de la commune ne peut obtenir du maire une délégation pour lire ces articles. Le décret précise également que lorsque le maire délègue ses
fonctions, « les actes dressés dans le cadre des fonctions ainsi déléguées » doivent comporter la seule signature du délégué.Sources : Décret no 2017-270 du 1er
mars 2017 relatif à la délégation des fonctions d’officier de l’état civil exercées par le maire et au lieu de célébration des mariages Loi no 2016-1547 du 18
novembre 2016 de modernisation de la justice du XXIe siècleC.

Reference Summary : Le 1er mars 2017, le Gouvernement a pris le décret n° 2017-270 en application des dispositions de la loi du 18 novembre 2016 de
modernisation de la justice du XXIe siècle relatives à la délégation des fonctions d’officier de l’état civil du maire et du lieu de célébration des mariages. La
loi n° 2016-1547 offre désormais, par son article 49 (codifié à l’art. L. 2121-30 du CGCT), la possibilité aux maires de célébrer des mariages dans un autre
bâtiment communal que celui de la mairie, ainsi que la faculté de déléguer plus largement leurs fonctions. Ces dispositions sont entrées en vigueur le 4 mars 2017
et sont codifiées aux articles R. 2122-10 et R. 2122-11 du Code général des collectivités territoriales.

Baseline - ECC Generated Summary : Les maires peuvent affecter un bâtiment communal depuis le 1er mars 2017, autre que la mairie, pour célébrer des
mariages, à condition d’obtenir l’autorisation du procureur de la République, qui dispose de deux mois pour s’y opposer (prorogeable d’un mois si les pièces
transmises sont insuffisantes). Cette autorisation vise à garantir les conditions de solennité, de publicité et la conformité à la tenue de l’état civil. En cas de
non-opposition, le maire peut formaliser sa décision et en informer le procureur. Le (décret no 2017-270 permet également au maire de déléguer certaines
fonctions d’état civil aux fonctionnaires de la commune, sauf celles relatives à la cérémonie de mariage, notamment la lecture des (articles 214 du code civil et
décret 216 du Code civil, qui reste réservée au maire, à ses adjoints ou, en cas de délégation spécifique, à des conseillers municipaux.

Baseline - Mixtral Generated Summary : Les maires peuvent célébrer des mariages dans un lieu autre que la mairie, à condition que celui-ci soit situé sur le
territoire communal et que le procureur de la République approuve cette décision CGCT, (art. R. 2121-370). Le procureur dispose de deux mois pour examiner
le projet et peut proroger ce délai d’un mois en cas de documents insuffisants. Une fois l’autorisation obtenue, le maire doit communiquer sa décision au
procureur. Le décret n° 2017-270 introduit également la possibilité pour le maire de déléguer certaines de ses fonctions d’officier d’état civil à des fonctionnaires
communaux, à l’exception des cérémonies de mariage, qui restent sous la responsabilité exclusive du maire, de ses adjoints ou, en cas de délégation spécifique,
des conseillers municipaux. Les actes établis par les fonctionnaires délégués doivent porter leur seule signature.

Generated Summary (Setting 2) : Depuis le 4 mars 2017, les maires peuvent affecter un bâtiment communal autre que la mairie pour célébrer les mariages, à
condition d’obtenir l’autorisation préalable du procureur de la République (CGCT, article R. 2122-11). Cette autorisation garantit le respect des conditions de
solennité, de publicité et de conformité à la tenue de l’état civil (CGCT, art. L. 2121-30). Le procureur dispose de deux mois pour s’opposer à cette décision,
avec une possible prorogation d’un mois si les éléments fournis sont insuffisants. En l’absence d’opposition, le maire peut procéder à l’affectation du lieu
alternatif. Le décret no 2017-270 encadre aussi la délégation des fonctions d’état civil aux fonctionnaires de la commune. Le maire peut déléguer certaines
fonctions, à l’exception de celles relatives à la cérémonie de mariage (C. civ., article. 65), notamment la lecture des articles 214 et 215, qui reste réservée au
maire, à ses adjoints ou aux conseillers municipaux dûment délégués en cas d’empêchement.

Figure 6: Example of a legal document from our Légibase Dataset with its reference summary (excerpts) produced
by experts, as well as 3 generated summaries (Setting 2, ECC and Mixtral). Entities of interest are marked in bold.
In the reference summary, faithful entities are colored in green. Abstractive entities of the reference summary are
colored in dark blue when present in the dataset (in-dataset abstractions) whereas the light blue one is an out-dataset
abstraction. In the generated summary, faithful entities are also colored in green. The entity colored in red is a
non-factual hallucination whereas the yellow one is a factual hallucination.

D BART Results

EUR-Lex-Sum Légibase

Systems F ↑ C ↑ FH ↑ FH ↓ F ↑ C ↑ FH ↑ FH ↓

R P R P R P R P R P R P R P R P

Oracle FH 0.33 0.25 0.09 0.42 0.35 0.12 - 0.57 0.60 0.12 0.33 0.21 0.22 0.10 - 0.76
Setting 0 0.25 0.21 0.06 0.38 0.19 0.06 - 0.77 0.50 0.08 0.28 0.16 0.05 0.08 - 0.83

Setting 1 0.29 0.18 0.07 0.28 0.25 0.07 - 0.74 0.51 0.09 0.26 0.16 0.12 0.06 - 0.86
Setting 2 0.32 0.23 0.08 0.39 0.26 0.08 - 0.67 0.58 0.10 0.31 0.20 0.17 0.09 - 0.77
Setting 3 0.32 0.25 0.08 0.43 0.24 0.08 - 0.65 0.61 0.10 0.29 0.18 0.17 0.08 - 0.79

Table 7: Results of Bart on EUR-Lex-Sum and Légibase, using Entity-Level metrics: Coverage (C), Faithfulness
(F), Factual hallucination (FH) and Non-Factual hallucination rate (FH)
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