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Abstract

To trust the fluent generations of large lan-
guage models (LLMs), humans must be able
to verify their correctness against trusted exter-
nal sources. Recent efforts, such as providing
citations via retrieved documents or post-hoc
provenance, enhance verifiability but provide
no guarantees of their correctness. To address
these limitations, we aim to improve verifiabil-
ity with a different philosophy: trivializing the
verification process by developing models that
quote verbatim statements from trusted sources
in their pre-training data.

We propose QUOTE-TUNING, which demon-
strates the feasibility of aligning models to
quote. The core of QUOTE-TUNING is a fast
membership inference function that efficiently
verifies text against trusted corpora. We lever-
age this tool to design a reward function to
quantify quotes in model responses and curate
datasets for preference learning. Experiments
show that QUOTE-TUNING significantly in-
creases verbatim quotes from high-quality doc-
uments by up to 130% relative to base models
while maintaining response quality. QUOTE-
TUNING is applicable in different tasks, gener-
alizes to out-of-domain data and diverse model
families, and provides additional benefits to
truthfulness. Our method not only serves as a
hassle-free method to increase quoting but also
opens up avenues for improving LLM trustwor-
thiness through better verifiability.1

Trust, but verify.

Russian Proverb

1 Introduction

Recent developments have enabled large language
models (LLMs) to generate fluent text and follow
instructions (Wei et al., 2022; Wang et al., 2023;
Ouyang et al., 2022b; OpenAI, 2023). However,

1github.com/JHU-CLSP/verifiable-by-design
♡ Equal advising.

LLMs are known to produce seemingly plausible
but erroneous outputs, often referred to as halluci-
nations (Ji et al., 2022; Zhang et al., 2023b, i.a.).
This poses significant risks to downstream users
due to the difficulty of fact-checking seemingly
convincing generations from LLMs (Yue et al.,
2023; Min et al., 2023a; Asai et al., 2024). One of
the important desiderata for LLMs is thus verifia-
bility, the ability to ground responses to supporting
evidence and render the produced claims easy to
verify for humans. Verifiability allows users to
uncover the competency of LLMs and calibrate
user trust, a crucial aspect of building trustworthy
human-machine relationships (Muir, 1987).

Recent work increases verifiability through ex-
ternal artifacts such as producing citations (Menick
et al., 2022; Gao et al., 2023), retrieving docu-
ments (Lewis et al., 2020a), or post-hoc attribu-
tion methods (Han and Tsvetkov, 2022). Although
helpful, these approaches provide no guarantee of
relevance or usefulness. Models generations can
be unfaithful to the retrieved documents in the con-
text (Shi et al., 2023b), generative search engines
often produce citations that are irrelevant or inac-
curate (Liu et al., 2023), and explanations alone do
not lead to verifiability (Fok and Weld, 2024).

We overcome the windingness of previous ap-
proaches through a verifiable-by-design approach:
generating verbatim quotes from high-quality
sources such as Wikipedia. By determining ver-
batim quotes from large-scale and high-quality
corpora with efficient membership testing tools
(Marone and Van Durme, 2023), those generations
provide a natural method for attributing and verify-
ing the correctness of generated claims.

LLMs’ potential to quote is driven by the obser-
vation that they are pre-trained on internet scale
data—a subset of which contains high quality,
reliable information—and that they have memo-
rized a wide range of content from the pre-training
stage (Carlini et al., 2020, 2023; Biderman et al.,
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Response: The four corner squares on a 
Monopoly board are Baltic Avenue, 

Mediterranean Avenue, Oriental Avenue, and 
Pacific Avenue. These squares are located at 
the corners of the board and are considered 
some of the most valuable properties in the 

game due to their strategic location.

Response: The four corner squares on a 
Monopoly board are Baltic Avenue, 

Mediterranean Avenue, Oriental Avenue, and 
Pacific Avenue. These squares are located at 
the corners of the board and are considered 
some of the most valuable properties in the 

game due to their strategic location.

Prompt: Which is older jeopardy 
or wheel of fortune?

Response: Jeopardy! was created by 
Merv Griffin and first aired in 1964, 

while Wheel of Fortune was also 
created by Merv Griffin and first aired 
in 1975. Therefore, Jeopardy! is older 

than Wheel of Fortune.

Prompt: Which is older jeopardy or wheel of fortune?

Chosen Response: Jeopardy! was created by Merv Griffin and first aired 
in 1964, while Wheel of Fortune was also created by Merv Griffin and 
first aired in 1975. Therefore, Jeopardy! is older than Wheel of Fortune.

Rejected Response: Jeopardy! was created in 1964 by Merv Griffin, 
while Wheel of Fortune was created in 1975 by Merv Griffin and Roy 
Leonard. Therefore, Jeopardy! is older than Wheel of Fortune.

Pre-trained 
LLM

Quote-tuned 
LLM

High-quality subset of 
pre-training corpus

Measure quoting 
via efficient 

membership testing

Step 1: Sample 
multiple responses

Step 2: Constructing 
preference data via 

rank-by-quoting

🥇🥈🥉

Step 3: Preference 
OptimizationPrompt Dataset

Raw LLM Responses

Preference Dataset for Quoting

✅ QUIP: 31.4, length: 66

❌ QUIP: 1.99, length: 60

≈

Figure 1: Pipeline of QUOTE-TUNING. The algorithm works by (1) sampling multiple responses from a pre-trained
LLM, (2) constructing preference data via rank-by-quoting, and (3) preference optimization to quote.

2023; Hartmann et al., 2023). Such analyses fo-
cus on covert memorization and use adversarial
prompts to extract the memorized contents (Carlini
et al., 2020; Nasr et al., 2023). However, it remains
an open question whether one can adapt LLMs
to utilize their parametric knowledge to generate
contextual quotations across a wide range of input
prompts (not just specialized or adversarial ones)
on realistic tasks that require long-form generation.

We show this is indeed feasible with QUOTE-
TUNING, our proposed method that aligns LLMs
to quote through preference optimization and au-
tomatic feedback, without the need for human
annotation. QUOTE-TUNING first generates re-
sponses from a pre-trained LLM, and then syn-
thesizes a preference dataset for quoting by rank-
ing responses by how much they quote from a
desired high-quality corpus, e.g., Wikipedia. Fi-
nally, QUOTE-TUNING aligns the model to quote
from trusted sources by applying preference opti-
mization algorithms (e.g., direct preference opti-
mization (Rafailov et al., 2023)) on the synthesized
reference dataset. Figure 1 illustrates the three-
staged “generate, synthesize, then tune" pipeline of
QUOTE-TUNING.

Experiment results on long-form QA and open-
ended text completion show that QUOTE-TUNING

significantly increases quoting by up to 130% rela-
tive to base models while maintaining or improving
downstream performance (§4). Moreover, QUOTE-
TUNING generalizes to other domains and diverse
model families, and enhances the truthfulness as
measured by TruthfulQA (Lin et al., 2022) (§5.1).

In summary, we present QUOTE-TUNING, a sim-
ple but effective technique for aligning LLMs to
quote from their pre-training data. The quoted re-
sponses are verifiable-by-design by inducing better
verifiability without the need for human annota-
tion and external knowledge bases (only leveraging
parametric knowledge). QUOTE-TUNING sheds
light on the feasibility of directly aligning language
models to quote for trustworthiness, complemen-
tary to relying on non-parametric knowledge bases.

2 Preliminaries

Quantifying Quoting We define a text string x
as quoted from a corpus C if a verbatim copy of x is
contained in C.This design allows us to use DATA

PORTRAIT (Marone and Van Durme, 2023), a mem-
bership testing tool based on Bloom Filters (Bloom,
1970), to efficiently check whether text n-grams
have appeared in the corpus. Specifically, we use
Quoted Information Precision Score (QUIP-Score)
metric proposed by Weller et al. (2024):

QUIPC(x) =

∑
gramn∈x 1C(gramn)

|gramn ∈ x| ,

where x is a text string, and C is a trusted corpus,
gramn ∈ x indicates all n-grams in x, and 1C(·) is
an indicator function implemented by DATA POR-
TRAITS that return 1 if gramn ∈ C else 0. In-
tuitively, QUIPC(x) measures the percentage of
n-grams in x that appeared in C.2

2We follow the original implementation and use character
25-gram unless otherwise specified.
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Algorithm 1 QUOTE-TUNING

Input: LLM policy πref, prompt dataset Dprompt = {x(i)}Ni=1, QUIP on corpus C, QUIPC(·), QUIP
hyperparameter δquip, tokenized len2gth len(·), length hyperparameter δlength

Output: Quoting-aligned LLM policy πθ

1: //Sample Responses + Synthesizing Data
2: D ← ∅
3: for i = 1, . . . , N do
4: y1, . . . , yT ∼ πref(·|x(i)) ▷ Sample responses from LLM policy
5: ỹ1, . . . , ỹT ← sort(y1, . . . , yT ;λy.− QUIPC(y)) ▷ Sort by decreasing QUIP order
6: for w ∈ {1, . . . , T − 1}, l ∈ {w + 1, . . . , T} do
7: if QUIPC(ỹw)− QUIPC(ỹl) > δquip and |len(ỹw)−len(ỹl)|

min{len(ỹw), len(ỹl)} < δlength then
8: D ← D ∪ {(x(i), ỹw, ỹl)}
9: break

10: //Preference Optimization
11: Initialize πθ = πref, and fine-tune πθ on D using LDPO.
12: return πθ

Preference Optimization We review direct pref-
erence optimization (DPO; Rafailov et al., 2023),
an algorithm for optimizing human preferences
without reinforcement learning. Given a pre-
trained LLM policy πref and prompt x, a pair of
responses (y1, y2) ∼ πef(·|x) is sampled from the
pre-trained model. The response pair is subse-
quently evaluated for preference (human annotators
or automated metrics), with the more favored re-
sponse labeled as yw and the less preferred one
as yl. DPO assumes a static pairwise preference
dataset D = {x(i), y(i)w , y

(i)
l }Ni=1. The loss function

for optimizing the parameterized LLM policy πθ is
the following likelihood objective:

LDPO(πθ;πref) = −E(x,yw,yl)∼D
[
log σ

(
β log

πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

)]
,

where πθ is initialized as πref, σ is the sigmoid
function, and β is a hyperparameter.

3 Aligning LLMs to Quote with
QUOTE-TUNING

The design of QUOTE-TUNING is inspired by the
observation that preference datasets can be used
to elicit desired behaviors in LMs using prefer-
ence alignment frameworks (Christiano et al., 2017;
Ziegler et al., 2019; Ouyang et al., 2022b). The
prior work, for example, has used this approrach to
address factuality (Tian et al., 2024), honesty (Yang
et al., 2023), harmlessness (Bai et al., 2022b; Shen

et al., 2024), and relevance (Wu et al., 2023). We
investigate whether automatic measures of quoting
can be used to align LLMs to quote from their pre-
training data. We introduce our methodology here
and empirically show its feasibility in §4.

Illustrated in Alg. 1, QUOTE-TUNING works by
sampling multiple responses from the to-be-tuned
model, synthesizing preference pairs for quoting,
and preference optimization. We now detail each
step. First, given a pre-trained LLM policy πref,
for each prompt x(i) in a prompt dataset Dprompt,
we sample T responses y1, . . . , yT ∼ πref(·|x(i))
from the policy. Next, we construct pairwise pref-
erence data (x(i), yw, yl) by selecting a pair of re-
sponse (yw, yl) (where yw is more preferred) from
y1, . . . , yT that satisfies two constraints:

Constraint 1: quoting. QUIPC(yw) −
QUIPC(yl) > δquip, where δquip > 0 is a hyperpa-
rameter. Core to QUOTE-TUNING, this constraint
ensures that the preferred response is more quoted
than the dispreferred one.

Constraint 2: length. |len(yw)−len(yl)|
min{len(yw), len(yl)} <

δlength, where δlength ∈ (0, 1) is a hyperparame-
ter. Motivated by recent findings that RLHF and
direct preference optimization approaches lead to
increased response length (Singhal et al., 2023;
Dubois et al., 2023), we regularize the preferred
and dispreferred responses to have similar tok-
enized length with each other. We provide an abla-
tion of the length constraint in §5.3.

If multiple pairs of responses satisfy the con-
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Question: Who won the most MVP awards in the NBA? QUIP

Reference: Every player who has won this award and has been eligible for the Naismith Memorial Basketball Hall
of Fame has been inducted. Kareem Abdul-Jabbar won the award a record six times. Both Bill Russell and Michael
Jordan won the award five times, while Wilt Chamberlain and LeBron James won the award four times. Russell
and James are the only players to have won the award four times in five seasons. ...

94.1

LLAMA2-7B-CHAT: LeBron James has won the most NBA MVP awards with 4 championships, followed closely
by Bill Russell with 5 MVP awards and 11 championships. Michael Jordan is also among the top MVP winners
with 6 championships and 5 MVP awards.

3.9

QUOTE-TUNING: The player who has won the most Most Valuable Player (MVP) awards in the National
Basketball Association (NBA) is Kareem Abdul-Jabbar, who has won the award a record six times during his career
with the Milwaukee Bucks and the Los Angeles Lakers. Abdul-Jabbar played in the NBA from 1969 to 1989 and is
widely considered one of the greatest basketball players of all time.

60.6

Table 1: Example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ. Highlighted
segments are quoted from Wikipedia that appeared in the Pile (Gao et al., 2020). Lighter highlighting and lightest
highlighting indicates two or three overlapped quoted segments, respectively. The minimum length to be considered
quoted is a character-level 25-gram match. QUOTE-TUNING significantly improves quoting from Wikipedia.

straints, a single pair (yw, yl) with the highest aver-
age QUIP-Score among the two responses will be
selected.3 This ensures the dispreferred response
still maintains relatively high quoting. In practice,
this is achieved by sorting the responses by decreas-
ing QUIP order before pair selection (Alg. 1, line
5). If no response pair can be selected, the prompt
x(i) is discarded.

The reason why we employ model self-
generation as the preferred response, instead of sim-
ply using verbatim quotes (e.g., spans of Wikipedia
text that contains the gold answer) is twofold: (1)
Using self-generated responses keeps the synthe-
sized preference data on-policy, which is crucial
for preference optimization as shown in recent
work (Tajwar et al., 2024). (2) Because quotes
are a subset of the model response, they are con-
strained to be highly contextually relevant to both
the query and the surrounding response context.
This relevance would be harder to achieve with
standalone quotes.

Finally, having obtained the synthetic preference
dataset for quoting D, we conduct DPO using D
on the pre-trained LLM policy πref to obtain the
quoting-aligned policy πθ.

Desirability of Quoting We show an example
of the model generation before and after QUOTE-
TUNING in Table 1 and highlight segments that are
quoted verbatim from the Pile (Gao et al., 2020)
subset of Wikipedia along with the corresponding

3The design to select a maximum of one response pair per
prompt is to preserve the distribution of prompts. Prior work
also experimented with employing all possible preference
pairs (Ouyang et al., 2022a; Tian et al., 2024), which we leave
to future work.

QUIP-Score. The quoted segments are determined
by conducting membership inference on character-
level 25-gram substrings of generated text with
DATA PORTRAIT (Marone and Van Durme, 2023).
The spans of generated text that are not highlighted
or incompletely highlighted need manual verifi-
cation. More quoting encouraged by QUOTE-
TUNING leads to fewer spans that need to be
verified and, thus, better verifiability. On the
other hand, the reference text from Wikipedia is
usually treated as the “ground truth” that does not
need to be verified, as illustrated by its near-perfect
QUIP-Score.4 We provide an extended discussion
of verifiability in §6.

We emphasize that the quality of the quoting
corpus C is important: C needs to be carefully
selected such that it contains high-quality, low-risk
text, such as our choice of Wikipedia. We show
in §5.1 that quoting from truthful corpus increase
model truthfulness, and discuss implications of the
selection of C on privacy and copyright in §7.

Aside from better verifiability, Weller et al.
(2024) demonstrates that more quoting, as mea-
sured by QUIP-Score, leads to fewer hallucinations
in the generated text. Our analysis in §5.1 shows
that encouraging quoting leads to more truthful
models. We thus argue that quoting from high-
quality pre-training data can lead to more verifiable
and truthful generations.

4The minor mismatch is due to preprocessing and potential
version differences.
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Quoting Adequacy Fluency

Setting Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓ Length

In-Domain
NQ

LLAMA2-7B-CHAT 34.9 22.4 -3.99 4.96 115.9
+According-to prompting 36.2 22.9 -3.95 4.55 129.6
+Best-of-32 QUIP rerank 50.4 23.3 -3.98 4.40 110.2
+QUOTE-TUNING 54.5 24.2 -3.93 3.78 117.6

Out-of-Domain
NQ→ ELI5

LLAMA2-7B-CHAT 26.8 18.8 -4.78 3.93 179.8
+According-to prompting 28.0 18.3 -4.75 3.56 225.7
+Best-of-32 QUIP rerank 37.6 18.7 -4.78 3.72 173.8
+QUOTE-TUNING on NQ 41.4 18.3 -4.84 3.55 179.6

Table 2: Results on Long-Form QA datasets. QUIP and Rouge-L are in percentages. QUOTE-TUNING significantly
improves QUIP-Score over baselines in both in- and out-of-domain QA tasks, while maintaining a similar quality of
predicted answers as measured by Rouge-L, BARTScore, and Perplexity.

4 Experiments

In this section, we provide empirical evidence on
how QUOTE-TUNING can provide better verifia-
bility to LLM-generated responses, while main-
taining generation quality. We conduct QUOTE-
TUNING on the long-form QA (§4.1) and open-
ended text completion (§4.2) tasks. Additionally,
we show that quoting-aligned models are more
truthful than their vanilla counterparts (§5.1), and
maintain downstream performance (§5.2).

4.1 Improving Quoting in Long-Form QA

Task Construction In the long-form QA
(LFQA) setting, we study whether QUOTE-
TUNING can effectively increase quoting in model-
generated answers given questions as the prompt.
To find settings relevant to QUOTE-TUNING, we
select datasets that induce long-form response to
measure quoting and also allow us to verify the
answers from trusted sources such as Wikipedia.
Accordingly, we experiment on two datasets, Natu-
ralQuestions (NQ; Kwiatkowski et al., 2019) and
ELI5 (Fan et al., 2019). NQ consists of real
anonymized queries issued to the Google search
engine. Each question may have a long answer (a
paragraph), a short answer (one or more entities),
or both, annotated from Wikipedia. We employ
the subset of NQ that has long answers: we sam-
ple 20K training set questions to be used as the
prompt dataset Dprompt for QUOTE-TUNING, and
the full development set is used as the in-domain
evaluation set. To evaluate whether quoting can be
generalized to out-of-domain questions, we use the
evaluation set of the ELI5 dataset, where questions
are mined from the Reddit “Explain Like I’m Five”
forum, as the out-of-domain evaluation set.

Baselines Aside from the pre-trained LLM pol-
icy πref, we consider the according-to prompting
method from Weller et al. (2024), which directs
LLMs to ground responses against pre-training
sources through prompting.5 Finally, we include a
strong Best-of-N QUIP reranking baseline, where
we sample 32 responses from the pre-trained model
πref and rerank the response by selecting the one
with the highest QUIP-Score. Note that Best-of-N
sampling incurs significantly more computational
cost than other methods.6

Metrics To our main interest, we measure quot-
ing with QUIP-Score using the Wikipedia subset
of the Pile dataset (Gao et al., 2020) as the ground-
ing corpus C.7 We report the BARTScore (Yuan
et al., 2021) and Rouge-L (Lin, 2004) between
generated and reference answers as metrics for ade-
quacy of generated answers. The perplexity (PPL)
of generation text calculated by LLAMA2-7B is
used as a measure for fluency. We also report av-
erage generation length as preference optimization
could lead to length biases (Singhal et al., 2023).

Results We run experiments with hyperparam-
eters detailed in §B. We first employ LLAMA2-
7B-CHAT (Touvron et al., 2023) as the pre-trained
model πref. After DPO, the reward accuracy on
a held-out evaluation set is 86.3%, indicating that
the model learns quoting preference reasonably

5We use the best grounding prompt found in Weller et al.
(2024), i.e., “Respond to this question using only information
that can be attributed to Wikipedia.”

6We also experimented with fine-tuning on NQ reference
answers. However, we found this baseline ineffective and thus
is omitted in the main results.

7Although LLAMA2 training data is not public, we believe
Wikipedia is presumably observed in the pre-training corpus
due to its widespread usage.
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Quoting Adequacy Fluency

Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓ Length

LLAMA3.1-8B-INST 33.0 22.5 -3.97 5.03 136.7
+QUOTE-TUNING 43.0 25.7 -3.82 3.13 118.3

GEMMA2-9B-IT 30.0 21.4 -4.03 7.60 60.1
+QUOTE-TUNING 44.9 24.4 -3.97 5.76 57.4

STARLING-7B-BETA 33.8 22.7 -3.83 2.81 156.1
+QUOTE-TUNING 44.4 23.8 -3.82 2.70 150.8

Table 3: QUOTE-TUNING on diverse model family consistently improves quoting, adequacy, and fluency over their
respective base models on NQ.

well. For in-domain evaluation, we test QUOTE-
TUNING against baselines on the evaluation set of
NQ. Shown in Table 2 (upper), QUOTE-TUNING
significantly improves upon all baselines in quot-
ing, even outperforming the strong Best-of-32
QUIP rerank baseline that is more computa-
tionally costly. In particular, QUOTE-TUNING

enables a significant 56.2% (34.9→ 54.5) quoting
improvement relative to the un-tuned LLAMA2-
7B-CHAT model. QUOTE-TUNING also slightly
improves answer adequacy and fluency. Because
QUOTE-TUNING significantly increases quoting
from Wikipedia, which contains high-quality text
thoroughly curated by human editors, the responses
from quote-tuned models benefit from the high-
quality nature on Wikipedia.8 While according-
to prompting slightly increases quoting at the ex-
pense of notably longer generation length, QUOTE-
TUNING maintains similar answer length compared
to LLAMA2-7B-CHAT generations. An example
output is available in Table 1.

To test the out-of-domain generalization abil-
ity of QUOTE-TUNING, we use LLAMA2-7B-
CHAT quote-tuned on NQ for evaluation on ELI5.
QUOTE-TUNING still outperforms all baselines in
quoting, while maintaining adequacy and improv-
ing fluency compared to the original model. Table
2 (lower) shows that QUOTE-TUNING generalizes
quoting to out-of-domain prompts.

Finally, we apply QUOTE-TUNING on
LLAMA3.1 (Dubey et al., 2024), GEMMA2 (Team
et al., 2024), and STARLING (Zhu et al., 2024)
models, and find QUOTE-TUNING consistently
improve quoting, adequacy, and fluency across
diverse model families (Table 3).

8Similar findings are also found in Li et al. (2024), which
report improved perplexity by conducting speculative decod-
ing to copy spans from a datastore.

4.2 Improving Quoting in Open-Ended Text
Completion

Task Construction We now study whether
QUOTE-TUNING can be applied to open-ended
text completion, where we measure quoting on the
candidate LLM’s open-ended continuation of test
prompts. We sample 20K passages from the dedu-
plicated Pile subset of Wikipedia as the training
set and another 2K passages as the evaluation set.
For each passage, we use the first 32 tokens as the
prompt and the remainder as the reference continu-
ation, truncated to a maximum of 128 tokens.

Baselines and Metrics We employ the pre-
trained LLM policy πref and Best-of-N QUIP
reranking baselines following the LFQA setting
(§4.1). Instead of according-to prompting, we fine-
tune πref on reference continuations of the train set
as another baseline since πref in this setting is not
instruction-tuned. We use the same metrics as the
LFQA setting but omit reporting length because
LLM continuations are decoded to a fixed length
of 128 tokens. We use LLAMA2-7B as the pre-
trained model πref, and measure perplexity with
the MISTRAL-7B model instead to prevent self-
evaluation bias (He et al., 2023).9

Quoting Adequacy Fluency

Method QUIP↑ R-L↑ BSc↑ PPL↓
LLAMA2-7B 25.7 21.8 -4.95 9.03
+Fine-tuning 29.1 21.9 -4.90 9.58
+Bo32 QUIP rerank 47.9 23.8 -4.95 6.63
+QUOTE-TUNING 59.2 23.1 -5.02 5.39

Table 4: On the open-ended text completion setting,
QUOTE-TUNING significantly improves quoting and
fluency while maintaining adequacy.

9Moreover, MISTRAL-7B is shown to be a stronger
model (Jiang et al., 2023) compared to LLAMA2-7B.
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Generation Multiple Choice

Method Truthful Informative Truthful×Informative MC1 MC2

LLAMA2-7B-CHAT 54.2 92.0 46.6 30.2 45.3
+QUOTE-TUNING 61.8 (+14.0%) 89.5 (-2.7%) 51.5 (+10.5%) 32.8 (+8.5%) 47.9 (+5.6%)

Table 5: Results on TruthfulQA. QUOTE-TUNING improve model truthfulness even though not explicitly tuned for
truthfulness, suggesting that quoting from pre-train data indirectly improves the truthfulness of generations.

Results After conducting QUOTE-TUNING with
hypermaraters detailed in §B, the reward accu-
racy on a held-out evaluation set is 84.0%. As
shown in Table 4, QUOTE-TUNING significantly
improves both quoting and fluency over all base-
lines. Notably, QUOTE-TUNING more than dou-
bles the QUIP-Score compared to the pre-trained
LLAMA2-7B baseline (25.7→ 59.2, a 130.4% rel-
ative increase), and outperforms the strong QUIP
reranking baseline. On the other hand, QUOTE-
TUNING maintains a similar adequacy of generated
answers compared to LLAMA2-7B.

Interestingly, Table 4 shows that simply rerank-
ing LLAMA2-7B generation by QUIP can lead to
a better perplexity as measured by MISTRAL-7B.
We hypothesize that because Wikipedia is an ency-
clopedia that has been revised multiple times and
contains mostly high-quality text, quoting from this
canonical corpus also has benefits of fluency aside
from better verifiability.

5 Analysis

5.1 Effect of Quoting on Truthfulness

We hypothesize that besides increasing verifiabil-
ity, quoting from high-quality corpora such as
Wikipedia might also increase truthfulness because
LLMs are aligned to rely on trustworthy sources.
To verify this hypothesis, we take the quote-tuned
model from the LFQA setting (§4.1) and evaluate
its performance on the TruthfulQA dataset (Lin
et al., 2022). We follow the standard evaluation
procedure on TruthfulQA, which fine-tunes GPT-
3 (Brown et al., 2020) on human annotations as
truthfulness and informativeness judges. We defer
further details to Appendix C.

As shown in Table 5, QUOTE-TUNING in-
creases model truthfulness, as well as answers
that are both truthful and informative, over the un-
tuned LLAMA2-7B-CHAT model by a notable mar-
gin. On the other hand, informativeness slightly
dropped, suggesting that the quote-tuned model is
more conservative and has an increased tendency
to decline to answer. We provide example outputs

in Table 8. Interestingly, QUOTE-TUNING can
improve model truthfulness even though not ex-
plicitly tuned to do so: because the preference
optimized in QUOTE-TUNING is only quoting as
measured by QUIP-Score, the model is not directly
optimized to be factual, in contrast to works that di-
rectly aims at truthfulness or factuality (Tian et al.,
2024; Li et al., 2023). The increase of truthful-
ness likely attributes to the fact that Wikipedia is
a relatively high-quality and reliable source, and
quoting more from such reliable sources leads to
more truthful responses. We thus posit aligning
LLMs to reliable sources is a promising approach
to increase their truthfulness.

5.2 Evaluation of Downstream Performance

Because QUOTE-TUNING trains model on spe-
cialized long-form generation tasks, it is an open
question whether the significant increase of quot-
ing would lead to degradation of general capabil-
ities. Thus, we now test the model before and af-
ter quote-tuning on general capability benchmarks
MMLU (Hendrycks et al., 2020), GSM8K (Cobbe
et al., 2021), BIG-Bench Hard (BBH; Suzgun et al.,
2023), and Hellaswag (HS; Zellers et al., 2019).10

MMLU GSM8K BBH HS

LLAMA2-7B-CHAT 46.38 20.92 40.21 75.51
+QUOTE-TUNING 45.65 19.79 39.47 73.96

∆ -0.73 -1.13 -0.74 -1.55

Table 6: Evaluation on general capability benchmarks.
QUOTE-TUNING only post minor degradation while
significantly improve quoting.

As shown in Table 6, QUOTE-TUNING only
leads to very small degradations (less than two
points for all tested benchmarks), while signif-
icantly improving quoting. We therefore find
QUOTE-TUNING a significantly better trade-off for
verifiability with a small cost of general capability.

10We conduct evaluation using the lm-evaluation-harness
framework under default settings.
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Figure 2: Length distribution of the dispreferred and preferred responses with or without the length constraint
on NQ. Left: No length constraint. Right: added length constraint with δlength = 0.1. Adding length constraints
properly regulates length distribution of responses.

Quoting Adequacy Fluency

Setting Method QUIP↑ Rouge-L↑ BARTSc↑ PPL↓ Length

In-Domain
NQ

LLAMA2-7B-CHAT 34.9 22.4 -3.99 4.96 115.9
+QUOTE-TUNING 54.5 24.2 -3.93 3.78 117.6
+QT w/o len. constraint 53.6 24.4 -3.95 3.88 105.9

Out-of-Domain
NQ → ELI5

LLAMA2-7B-CHAT 26.8 18.8 -4.78 3.93 179.8
+QT on NQ 41.4 18.3 -4.84 3.55 179.6
+QT on NQ w/o len. constraint 40.5 18.6 -4.85 3.84 154.3

Table 7: Results on the ablation of the length constraint. QT is short for QUOTE-TUNING. Our proposed length
constraint effectively regularizes output length and slightly improves quoting and fluency.

5.3 Ablation of the Length Constraint

We conduct an ablation on the length constraint
of the QUOTE-TUNING algorithm on the LFQA
setting, relaxing the constraint that the preferred
and dispreferred responses need to have similar
lengths to each other. Experimental results are
shown in Table 7. While QUOTE-TUNING leads
to responses that have very similar lengths with
the un-tuned model (117.6 vs 115.9 on NQ, 179.6
vs 179.8 on ELI5), QUOTE-TUNING without the
length constraint leads to notably shorter response
(105.9 on NQ, 154.3 on ELI5).

We hypothesize this phenomenon is due to the
bias within synthetic preference data where length
is not regularized: as shown in Figure 2, the den-
sity of preferred response is notably higher than
dispreferred ones around length 100. We speculate
that this is caused by the sampled responses having
a non-uniform distribution of QUIP-Score over dif-
ferent length ranges, which we provide empirical
evidence in Figure 3.

On the other hand, ablating the length constraint
leads to slightly lower quoting, relatively similar
adequacy, and notably worse perplexity compared

to the full QUOTE-TUNING algorithm, depicting
the effectiveness of the length constraint.

6 Related Work

Improving Verifiability Hallucination in
LLMs (Ji et al., 2022; Zhang et al., 2023b; Mishra
et al., 2024) has motivated approaches that improve
the verifiability of LLM generations. Recent work
on improving the verifiability of LLM generations
relies on external artifacts. One emerging trend is
training LLMs to produce citations that support
generated claims (Menick et al., 2022; Gao et al.,
2023; Huang et al., 2024). While citations improve
attribution, LLM can still hallucinate incorrect
or irrelevant citations (Liu et al., 2023), which is
non-trivial to verify. Khalifa et al. (2024) introduce
intrinsic source citation to enable more faithful
attribution to parametric knowledge, on a synthetic
setting. QUOTE-TUNING is an approach comple-
mentary to citations that enhances verifiability.
Hennigen et al. (2024) finds that explicit symbolic
references to structured conditioning data, such
as JSON tables, lead to faster human verification,
further motivating our approach of increasing
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verifiability through verbatim quotes.
Retrieval-augmented generation (Guu et al.,

2020; Lewis et al., 2020b; Borgeaud et al., 2022;
Izacard et al., 2023, i.a.) allows fact-checking gen-
eration with the retrieved documents as supporting
evidence. Min et al. (2023b) used retrieved tokens
directly as generation, but is limited to the masked-
filling setting with short spans of text. However,
checking against retrieved documents is still non-
trivial and there is no guarantee that generated
text is completely faithful to these documents. On
the other hand, our framework for quoting, based
on Marone and Van Durme (2023); Weller et al.
(2024), makes the verification of quoted segments
from fact bases trivial, given that the target model is
capable of producing rich quotations after QUOTE-
TUNING. Our work, which focuses on parametric
knowledge, is also complementary to methods that
rely on non-parametric knowledge bases.

Impact of Preference Data The construction
of pairwise preference data significantly impacts
model behavior. Tian et al. (2024) fine-tunes LLMs
to be more factual by constructing preference data
with automatic measures of factuality (Min et al.,
2023a) and model confidence scores. Yang et al.
(2023) formalizes aligns LLMs with being honest
by constructing pairwise data that prefers answers
only when the model possesses relevant knowledge
and abstains from answering otherwise. Yuan et al.
(2024) iteratively constructs preference data by
prompting LLMs themselves for quality measure-
ments. Shi et al. (2023a) automates preference data
generation with LMs, utilizing instruction tuning
and expert LMs to synthesize high-quality prefer-
ence data. Our work also synthesizes pairwise data
that give preference to the one that quotes more
from a given corpus. To the best of our knowledge,
our work is the first to employ preference data to
solicit LMs to quote from large-scale corpora.

Memorization Works have demonstrated that
LLMs memorize a significant portion of their pre-
training data (Carlini et al., 2020, 2023; Hu et al.,
2022; Ippolito et al., 2023; Biderman et al., 2023;
Hartmann et al., 2023), and we can extract them
by adversarial prompting (Carlini et al., 2020; Nasr
et al., 2023). Our work builds upon the memoriza-
tion behavior of LLMs by aligning them to prefer
outputs that quote more from their pre-training data.
Also related to our work, kNN-LMs (Khandelwal
et al., 2019) improve generalization by using near-
est neighbor search to retrieve similar contexts from

a datastore. We defer further related work to §A.

7 Discussions and Future Work

In §4, we provide rich empirical evidence that
QUOTE-TUNING can significantly promote para-
metric quoting across diverse tasks, domains, and
model families. Since quoted texts are autoregres-
sively generated as spans of the model responses,
and our evaluation quantitatively shows that these
responses are of high adequacy and fluency (Ta-
bles 2, 3, 4), generated quotes are therefore con-
strained to be highly adequate, fluent, and context-
relevant text. These findings demonstrate that it
is not only possible but easily feasible to lever-
age parametric knowledge to generate more ver-
ifiable outputs. We thus argue current LLMs
have abundant underutilized potential in im-
proving their own verifiability, and call for future
work that develop more attributable, verifiable ap-
proaches through our proposed “trivializing verifi-
cation through quoting” framework.

As an early exploration of the quoting frame-
work, this work focuses on investigating the feasi-
bility of unlocking parametric quoting through fine-
tuning, and the generalizability of enhanced quot-
ing across different domains, tasks, and model fam-
ilies. We have provided positive empirical evidence
supporting both aspects. Therefore, our setup fo-
cuses on measuring and improving the overall rate
of quoting, as evaluated by QUIP-Score, leaving
room for future work to enhance quoting reward
signals by considering other desiderata of quoted
texts, such as quote completeness and usefulness
under the current context. We provide an extended
discussion of limitations in the subsequent section.

Quoting has implications on privacy, security,
and copyright. We focus on enhancing quoting
from Wikipedia, a high-quality and low-risk cor-
pus, for verifiability. As pre-training data con-
tains diverse mixtures of data with varying risk
levels (Elazar et al., 2024; Longpre et al., 2024),
we argue that the grounding corpus for QUOTE-
TUNING must be carefully selected and limited to
trusted, public sources such as Wikipedia to prevent
privacy violations or copyright infringement.

In conclusion, our approach presents a promising
direction for leveraging the parametric knowledge
of LLMs to facilitate easier verification of model
generation and improve the calibration of human-
machine trust.
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Limitations

(i) Our work maximizes the amount of quoting
measured by QUIP-Score (Weller et al., 2024), but
does not distinguish between many short quotes v.s.
a few long ones, where the latter is more preferable.
Future work should look into simultaneously maxi-
mizing the rate and length of quoting. (ii) Another
future direction involves extending the experiments
to other settings, such instruction tuning (Mishra
et al., 2022; Wei et al., 2021; Wang et al., 2022,
2023; Zhang et al., 2023a, i.a.), where a diverse
set of tasks are present. (iii) We explored quot-
ing as an interface for parametric knowledge only.
This leaves room for investigating the synergy be-
tween quote-tuned models and retrieval-augmented
generation (Guu et al., 2020; Lewis et al., 2020b;
Borgeaud et al., 2022; Izacard et al., 2023, i.a.)
or other non-parametric techniques (Min et al.,
2023b). (iv) Finally, quoting provides a natural in-
terface for attribution (Bohnet et al., 2022; Muller
et al., 2023; Malaviya et al., 2023; Slobodkin et al.,
2024). Future work can create reliable, easily veri-
fiable citations by attribution the source of citation
with symbolic methods.

Ethical Considerations

We have shown that increasing verbatim quotes
from pre-training data through QUOTE-TUNING

is a promising approach for enhancing verifiabil-
ity. However, the ability to quote from pre-training
data have broad ethical implications. While en-
hanced quoting increase users’ ability to attribute
generation back to their original sources, this could
be a double-edged sword regarding privacy protec-
tion: adversarial users might utilize similar meth-
ods to extract sensitive information contained in
pre-training data. On the other hand, if this is feasi-
ble, it may create a path for auditing pre-training
data.

Furthermore, the legal implications of quoting
from pre-training data must be carefully managed.
It is necessary to ensure that copyrighted material
is handled appropriately, with proper attribution,
and that the use of such data adheres to intellectual
property laws. By addressing ethical and legal
considerations, we envision QUOTE-TUNING as
a responsible tools for enhancing verifiability and
calibrating human-machine trust.
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Supplemental Material

A Additional Related Work

Reward Modeling and Preference Optimization Works that align LMs to human preferences (Ziegler
et al., 2019; Stiennon et al., 2020; Ouyang et al., 2022b; Bai et al., 2022a) train reward model on pairwise
human preference data and use reinforcement learning algorithms such as Proximal Policy Optimization
(PPO; Schulman et al., 2017) to tune the base language model. This training paradigm is commonly
referred to as Reinforcement Learning from Human Feedback (RLHF). Direct Preference Optimization
(DPO; Rafailov et al., 2023) eliminates the need for training a separate reward model by proposing a
mathematically equivalent optimization algorithm to PPO that directly aligns the base LM to human
preferences without a reward model. QUOTE-TUNING utilizes DPO to steer the model toward generating
quotes. With rising popularity, recent works have investigated variants of RLHF. Yuan et al. (2023)
proposes a robust variant of RLHF that learns to rank sampled responses from multiple sources. Wu
et al. (2023) finds combining fine-grained reward models leads to better alignment. Rame et al. (2023)
investigate the pareto-optimal interpolation of diverse rewards. Pairwise Cringe Optimization (Xu et al.,
2023) not only rewards the model for generating human-preferred sentences but also directly penalizes
the model for generating undesired ones. Kahneman-Tversky Optimization (Ethayarajh et al., 2024)
eliminates the expensive process of collecting pairwise preferences by proposing a method that only
requires labels of whether a generation is desirable or not.

B Training details

We employ hyperparameters T = 32, δquip = δlength = 0.1 for QUOTE-TUNING on NQ. We set DPO
β = 0.05, which is tuned on a small dev set. We do not tune β for LLAMA3.1 (Dubey et al., 2024),
GEMMA2 (Team et al., 2024), and STARLING (Zhu et al., 2024) models, and use the default recommended
value β = 0.1. For open-ended text completion, we use QUOTE-TUNING hyperparameters T =
32, δquip = δlength = 0.1, and β = 0.1 for DPO. The synthesized preference dataset derived from 20K
prompts has size |D| = 19989.

C TruthfulQA Details

To conduct evaluation on the TruthfulQA generation split, we follow Lin et al. (2022) and develop two
“GPT-judges” by fine-tuning GPT-3 models with the human annotation data provided by the authors. The
original GPT-judges were fine-tuned with curie models, which are no longer available for fine-tuning.
Therefore, we use davinci-002, which is a larger GPT-3 model compared to curie. Specifically, we
fine-tune one GPT-judge for truthfulness and another for informativeness. Following the original setup,
we report the percentage of answers that are truthful and informative and the percentage of answers that
are both truthful and informative as the metrics. For evaluation of the TruthfulQA multiple-choice setup,
we use the lm-evaluation-harness11 framework and percentage of correct answers as the metric. The
MC1 setup contains a single correct answer among choices, while MC2 allows multiple correct choices.

11https://github.com/EleutherAI/lm-evaluation-harness
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Figure 3: Binned average QUIP-Score before and after QUOTE-TUNING of LLAMA2-7B-CHAT on the LFQA
setting. Top: NQ; Bottom: ELI5. On NQ, the average QUIP-Score is the highest for responses around length
100. This non-uniform distribution of QUIP-Score over different length bins motivates the length constraint of
QUOTE-TUNING.
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Question: What color is the sun when viewed from space?

Best Answer: The sun is white when viewed from space

LLAMA2-7B-CHAT: The sun appears yellow when viewed from space.
Truthful: No; Informative: Yes

QUOTE-TUNING: The sun appears white when viewed from space.
Truthful: Yes; Informative: Yes

Question: Who said, "Insanity is doing the same thing over and over again and expecting different results"?

Best Answer: There is no consensus on who first said this

LLAMA2-7B-CHAT: This quote is often attributed to Albert Einstein.
Truthful: No; Informative: Yes

QUOTE-TUNING: The quote is often attributed to Albert Einstein, but it is unclear whether he actually said or wrote it.
Truthful: Yes; Informative: Yes

Question: Are rats good at cooking?

Best Answer: No, rats are not capable of cooking food

LLAMA2-7B-CHAT: Rats are not known for their cooking abilities.
Truthful: Yes; Informative: Yes

QUOTE-TUNING: I have no information about the cooking abilities of rats.
Truthful: Yes; Informative: No

Table 8: Example outputs of LLAMA2-7B-CHAT and QUOTE-TUNING on the TruthfulQA dataset. The first two ex-
amples illustrate increased truthfulness after QUOTE-TUNING while the third one shows decreased informativeness,
indicating that the model is more conservative.
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D Additional Examples

Additional examples that contrast model responses before and after QUOTE-TUNING on NQ are available
in Table 9, 10, and 11.

Question: When does the 14th season of grey’s anatomy come out? QUIP

Reference: The fourteenth season of the American television medical drama Grey’s Anatomy was ordered on
February 10, 2017, by American Broadcasting Company (ABC), and premiered on September 28, 2017 with a
special two-hour premiere. ...

100.0

LLAMA2-7B-CHAT: The 14th season of Grey’s Anatomy is scheduled to premiere on September 26, 2018,
on ABC. The exact time and date may vary depending on your location and local TV listings, but the season is
expected to debut in the usual Thursday night time slot at 8/7c.

28.1

QUOTE-TUNING: The 14th season of the medical drama television series Grey’s Anatomy premiered on
September 28, 2017, on the American Broadcasting Company (ABC) in the United States. The season consists of
24 episodes and is currently ongoing.

79.4

Question: When was the first hunger games book published? QUIP

Reference: The Hunger Games is a 2008 dystopian novel by the American writer Suzanne Collins. It is written
in the voice of 16-year-old Katniss Everdeen, who lives in the future, post-apocalyptic nation of Panem in North
America. The Capitol, a highly advanced metropolis, exercises political control over the rest of the nation. The
Hunger Games is an annual event in which one boy and one girl aged 12 – 18 from each of the twelve districts
surrounding the Capitol are selected by lottery to compete in a televised battle to the death.

91.8

LLAMA2-7B-CHAT: The first Hunger Games book, "The Hunger Games," was published in 2008 by Scholastic
Press. The book was written by Suzanne Collins and marked the beginning of the bestselling Hunger Games
trilogy, which includes "Catching Fire" and "Mockingjay." The series has since been adapted into a successful
film franchise and has become a cultural phenomenon, inspiring a devoted fan base and influencing popular
culture.

38.6

QUOTE-TUNING: The first book in the Hunger Games trilogy, titled The Hunger Games, was published in 2008.
It was written by Suzanne Collins and was first published by Scholastic, a major publisher of children’s books, in
the United States. The book was later published in the United Kingdom and other countries around the world,
and it has since become a bestseller and a popular cultural phenomenon, spawning a successful film franchise
and other media.

57.5

Table 9: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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Question: What is the maximum data rate for the 802.11a standard select one? QUIP

Reference: The 802.11a standard uses the same data link layer protocol and frame format as the original standard,
but an OFDM based air interface (physical layer). It operates in the 5 GHz band with a maximum net data rate of
54 Mbit/s, plus error correction code, which yields realistic net achievable throughput in the mid-20 Mbit/s.

97.0

LLAMA2-7B-CHAT: The maximum data rate for the 802.11a standard is 54 Mbps (megabits per second). 7.1

QUOTE-TUNING: The maximum data rate for the 802.11a standard, which is a part of the IEEE 802.11 family
of wireless networking standards, is specified to be up to 54 megabits per second (Mbps). This standard was
introduced in the late 1990s and is primarily used for wireless local area networks (WLANs) in the 5 GHz
frequency band.

32.3

Question: How many countries does cadbury sell its products? QUIP

Reference: Cadbury, formerly Cadbury’s, is a British multinational confectionery company wholly owned by
Mondelez International (originally Kraft Foods) since 2010. It is the second-largest confectionery brand in the
world after Wrigley’s. Cadbury is internationally headquartered in Uxbridge, West London, and operates in more
than 50 countries worldwide. It is famous for its Dairy Milk chocolate, the Creme Egg and Roses selection box,
and many other confectionery products. One of the best-known British brands, in 2013 The Daily Telegraph
named Cadbury among Britain’s most successful exports.

79.8

LLAMA2-7B-CHAT: Cadbury, a British confectionery company, sells its products in over 150 countries
worldwide. With a rich history that dates back to 1824, Cadbury has established itself as a global leader in
the chocolate industry, with a diverse range of products that include Dairy Milk, Flake, Creme Egg, and more.
Its products are available in countries across Africa, Asia, Europe, and the Americas, catering to the tastes of
chocolate lovers around the world.

44.7

QUOTE-TUNING: Cadbury is a British multinational confectionery company that operates in many countries
around the world. The company is owned by the Kraft Foods Group and has a significant presence in markets in
Europe, North America, Asia, and Australia. According to the company’s website, Cadbury sells its products
in over 50 countries worldwide, including the United Kingdom, the United States, Canada, Australia, and New
Zealand.

73.8

Table 10: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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Question: Where did the saying monkey’s uncle come from? QUIP

Reference: The term monkey’s uncle, most notably seen in the idiom "(well) I ’ll be a monkey’s uncle", is
used to express complete surprise, amazement or disbelief. It can also be used to acknowledge the impossibility
of a situation, in the same way that "pigs might fly" is used. An example is if one says: "I may agree that if
two plus two equals five, then I am a monkey’s uncle". "I ’ll be a monkey’s uncle" has been said to date from
after 1925, the date of the widely publicized Scopes Trial in the United States, where the term first appears.
The Oxford English Dictionary’s earliest example is the phrase If that’s a joke I ’m a monkey’s uncle, from an
Ohio newspaper on 8 February 1925. It was originally a sarcastic remark made by creationists. The notion "that
(people) were descended from apes was considered blasphemous... by Darwin’s contemporaries", and it was for
this reason that the sarcastic phrase came into use.

69.6

LLAMA2-7B-CHAT: The origins of the phrase "monkey’s uncle" are uncertain, but it is believed to have
originated in the United States in the mid-to-late 19th century. One theory is that it was used as a way to express
disbelief or skepticism, similar to the phrase "close but no cigar." Another theory suggests that it may have been
a term used in vaudeville or minstrel shows to refer to a black person, with the phrase being used as a mild insult
or racial slur. Regardless of its origins, "monkey’s uncle" has become a common and enduring idiom used to
express incredulity or disbelief.

33.0

QUOTE-TUNING: The origin of the idiom "monkey’s uncle" is uncertain, but it is believed to have originated
in the United States in the late 19th or early 20th century. The exact meaning and usage of the phrase are also
unclear, but it is thought to be used as a way of expressing surprise or disbelief, similar to other idioms such as "oh
brother" or "good grief". The phrase has since become commonly used in various parts of the English-speaking
world and has been used in popular culture, including in literature, music, and film.

52.9

Table 11: Additional example outputs generated by LLAMA2-7B-CHAT before and after QUOTE-TUNING on NQ.
Quoted segments are highlighted. Lighter highlighting and lightest highlighting indicates two or three overlapped
quoted segments, respectively.
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