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Abstract

This work discusses how to build more ra-
tional language and multimodal agents and
what criteria define rationality in intelligent
systems. Rationality is the quality of being
guided by reason, characterized by decision-
making that aligns with evidence and logical
principles. It plays a crucial role in reliable
problem-solving by ensuring well-grounded
and consistent solutions. Despite their progress,
large language models (LLMs) often fall short
of rationality due to their bounded knowl-
edge space and inconsistent outputs. In re-
sponse, recent efforts have shifted toward de-
veloping multimodal and multi-agent systems,
as well as integrating modules like external
tools, programming codes, symbolic reasoners,
utility function, and conformal risk controls
rather than relying solely on a single LLM for
decision-making. This paper surveys state-of-
the-art advancements in language and multi-
modal agents, assesses their role in enhanc-
ing rationality, and outlines open challenges
and future research directions. We maintain an
open repository at https://github.com/bowen-
upenn/Agent_Rationality.

1 Introduction

Rationality remains a critical and urgent topic in
the research of artificial intelligence, particularly as
intelligent systems become increasingly involved
in high-stakes decision-making processes, such as
healthcare, finance, science, and legal services (He
et al., 2023; Li et al., 2023h; Xie et al., 2024b;
Kang and Liu, 2023; Cheong et al., 2024) where
reliability is paramount for human end-users uti-
lizing these agents for decision-making. Unlike
reasoning that aims to draw conclusions from
premises, rationality ensures that those conclu-
sions are reliably consistent, have an orderabil-
ity of preference, and are aligned with evidence
from various sources and logical principles.

However, recent studies reveal that even state-
of-the-art large language models (LLMs) exhibit
limitations in rationality. Because a single LLM re-
lies solely on its internal parametric representations
of textual knowledge, while lacking real-world
grounding and feedback mechanisms necessary
to develop rationality (Bubeck et al., 2023; Sun,
2024; Panickssery et al., 2024), it shows bounded
knowledge, inconsistent responses, and susceptibil-
ity to biases and framing effects (Jiang et al., 2024a;
Chen et al., 2024; Binz and Schulz, 2023; Echter-
hoff et al., 2024; Mukherjee and Chang, 2024;
Macmillan-Scott and Musolesi, 2024; Wang et al.,
2024a; Suri et al., 2024). These limitations raise
concerns about their practical reliability in critical
sectors, highlighting the need for more reliable and
coherent systems capable of rational behaviors.

To address these challenges, research is shifting
toward multimodal agents and multi-agent systems,
as complex problems in real life often require col-
laborations of experts across fields (Eisenführ et al.,
2010) and data from diverse sources. Formally, we
refer "agent" (Bommasani et al., 2021) as an ar-
tificial intelligent entity that perceives and under-
stands its environment through various inputs —
either natural language or multimodal information
like vision, audio, and codes — and acts to achieve
specific goals or tasks within natural language do-
mains, while the term "agentic" to describe such
behaviors (Kapoor et al., 2024; Ng, 2024). This can
encompass a range of systems, from a single LLM,
a multimodal foundation model with instruction
following capabilities (Liu et al., 2024b, 2023b),
to a multi-agent system that integrates multiple AI
agents, traditional machine learning or symbolic
reasoning modules, external knowledge bases, and
tools working together towards a collective goal
within the same environment.

Given this, this survey explores how current liter-
ature helps address the limitations of a vanilla LLM
in achieving rationality, with an emphasize on lan-

3656

https://github.com/bowen-upenn/Agent_Rationality
https://github.com/bowen-upenn/Agent_Rationality


Figure 1: This survey identifies four necessary, though not sufficient, axioms that a rational agent should fulfill.
Meanwhile, we reinterpret various research domains related to agents and agent systems through the lens of
rationality, examining how their underlying algorithms contribute to each of these axioms.

guage and multimodal agents or agent systems. We
first delineate four necessary, though not sufficient,
axioms of rationality Section 3 that a rational agent
should fulfill, and discuss how current works help
move towards each of the axioms in Section 4, pro-
viding a unique lens to reinterpret their underlying
motivations. Lastly, Section 5 highlights the lack
of sufficient evaluation metrics and benchmarks in
the existing literature to adequately measure the ra-
tionality of agents, and Section 6 discusses further
open problems. We hope this survey can inspire
further research at the intersection between agent
systems and cognitive science.

2 Scope

Existing surveys in the field of agent systems, such
as those on multimodal (Xie et al., 2024a; Durante
et al., 2024; Cui et al., 2024; Xu et al., 2024d; Li
et al., 2024a) and multi-agent systems (Han et al.,
2024; Guo et al., 2024; Zhang et al., 2024c; Cheng
et al., 2024), primarily focus on their components,
architectures, profiling, planning, communication
strategies, memory mechanisms, and applications.
Additionally, many works (Jiang et al., 2024a; Wei
et al., 2022; Yao et al., 2024; Cai et al., 2024;
Valmeekam et al., 2023; Xu et al., 2024a; Prasad
et al., 2023; Khardon and Roth, 1997; Huang and
Chang, 2022; Zhang et al., 2024c; Qiao et al., 2022)
and surveys (Qiao et al., 2022; Huang and Chang,
2022; Ahn et al., 2024; Giadikiaroglou et al., 2024;
Liang et al., 2024; Zheng et al., 2024c; Zhang
et al., 2024c; Xiong et al., 2024b) explore the rea-
soning capabilities of LLMs. Although reasoning
plays an important role in ensuring rationality, es-
pecially in complex scenarios, it remains parallel
to our focus, as mentioned in Section 1. Further-
more, some works touch the aspect of rationality
in LLMs (Kassner et al., 2023; Raman et al., 2024;
Macmillan-Scott and Musolesi, 2024), but they fo-

cus on one specific algorithm or application do-
main. To the best of our knowledge, this survey
is the first to comprehensively explore the no-
tion of rationality in language and multimodal
agents. We aim to bridge the gap between ratio-
nality and agent system, analyzing how designs in
these agents and agent systems contribute to ad-
vancing certain key axioms of rationality.

3 Defining Rationality in Agents

Drawing on foundational works in cognitive sci-
ence about rational decision-making (Tversky and
Kahneman, 1988; Hastie and Dawes, 2009; Eisen-
führ et al., 2010), this section presents four nec-
essary, though not sufficient, axioms we expect a
rational agent or agent systems to fulfill:

Information Grounding A rational agent’s
decision-making should be grounded in physical
and factual reality, incorporating information it per-
ceives from multimodal formats and sources. In
contrast, an irrational agent generates hallucina-
tions (Huang et al., 2023), producing false or mis-
leading information that is not grounded in facts.

Logical Consistency Logical consistency refers
to an agent’s ability to avoid self-contradictions in
reasoning and ensure that its conclusions logically
follow from its premises. A rational agent should
deliver consistent decisions in its final responses,
producing invariant decisions across equivalent rep-
resentations of the same problem.

Invariance from Irrelevant Context A rational
agent should not be swayed by irrelevant contex-
tual information, focusing instead on the logical
essence of the problems and relevant data.

Orderability of Preference When comparing al-
ternatives in a decision scenario, a rational agent
should be able to rank the options based on the cur-
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Figure 2: The evolutionary tree of language and multimodal agents and agent systems related to the four key axioms
of agent rationality. The axioms are listed at the bottom, while each colored arrow representing a distinct research
domain. Works involving multi-modalities are highlighted in bold.

rent state and ultimately select the most preferred
one based on the expected outcomes.

4 Towards Rationality in Agents

This section discusses how existing language and
multimodal agent systems are advancing the con-
cept of rationality. We survey a range of research
domains, reinterpret their contributions through the
lens of the necessary axioms of rationality outlined
earlier, and present a novel perspective that bridges
existing methodologies with rational principles.

4.1 Advancing Information Grounding

4.1.1 Grounding on multimodal information
Grounding an agent solely based on language can
be challenging. As a picture is worth a thousand
words, recent advances in large multimodal mod-
els (Li et al., 2024a) integrate language, vision,
and other sensory modalities to offer a more com-
prehensive grounding of information, thereby en-
hancing the understanding of decision-making con-
texts. Multimodal foundation models, including
but not limited to CLIP (Radford et al., 2021), VL-
BERT and ViLBERT (Su et al., 2019; Lu et al.,
2019), BLIP-2 (Li et al., 2023d), UniAudio (Yang
et al., 2023a), AudioLM (Borsos et al., 2023),
TANGO (Ghosal et al., 2023), SpeechGPT (Zhang

et al., 2023), (Open) Flamingo (Alayrac et al., 2022;
Awadalla et al., 2023), LLaVA (Liu et al., 2024b,
2023b), CogVLM (Wang et al., 2023d), MiniGPT-
4 (Zhu et al., 2023), Whisper (Radford et al., 2023),
GPT-4 Vision (OpenAI, 2023) and GPT-4o (Ope-
nAI, 2024), LLaMA 3.2 (Meta, 2024), and Gemini
1.5 Pro (Reid et al., 2024) serve as the cornerstones
for downstream tasks in multimodal agent systems.
More agentic systems increasingly depend on mul-
timodal information to enhance multimodal rea-
soning. (Zhang et al., 2024a; Brienza et al., 2024;
Elhenawy et al., 2024; Chen et al., 2023a; Dong
et al., 2024; Wu et al., 2024b).

The adaptation of Reinforcement Learning from
Human Feedback (RLHF) (OpenAI, 2024; Stien-
non et al., 2020; Ouyang et al., 2022; Bai et al.,
2022; Zhang et al., 2024b), a technique popular-
ized in language-only models, also demonstrates
promising advancements in reducing hallucination
from cross-modal misalignment (Sun et al., 2023).
Visual instruction-tuning (Liu et al., 2024b; Dai
et al., 2024; Bai et al., 2023; Wang et al., 2023b)
also enables foundation models to engage in more
detailed multi-round, context-aware human-agent
interactions and collaborations with other agents.
This opens the possibility of the System 2 pro-
cess (Kahneman, 2011) in multimodal models.

Multi-modalities help expand the functionality
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of agents by allowing them to access more com-
prehensive and diverse data. For example, Chain-
of-Action (Pan et al., 2024) advances the single-
modal Search-in-the-Chain (Xu et al., 2023) by
supporting multimodal data retrieval for faithful
question answering. multimodal understanding in
DoraemonGPT (Yang et al., 2024) is necessary for
spatial-temporal videos analysis. LogicVista (Xiao
et al., 2024) expands logical reasoning capabilities
to visual contexts. The multimodal capabilities also
allow HuggingGPT (Shen et al., 2024d), Agent LU-
MOS (Yin et al., 2023), ToolAlpaca (Tang et al.,
2023), and AssistGPT (Gao et al., 2023a) to ex-
pand the scope of tasks they can address, including
cooperation among specialized agents or tools ca-
pable of handling different modalities. Web agents
like (Zheng et al., 2024a; Shen et al., 2024c; Deng
et al., 2024; Gur et al., 2023; Zhou et al., 2023;
Koh et al., 2024) grounded on the graphical user
interface (GUI) offers higher information density
compared to solely HTML codes in textual for-
mats (Yao et al., 2022; Nakano et al., 2021).

4.1.2 Expanding working memory from
external knowledge retrieval and tool
utilization

Bounded Rationality (March and Simon, 1958; Sel-
ten, 1990) is a concept tailored to cognitively lim-
ited agents, suggesting that decision-making is lim-
ited by the resources available at hand, and any
deviations from the optimal are primarily due to
insufficient computational capacity and bounded
working memory.

In terms of LLMs, the parametric nature of their
existing architecture (Vaswani et al., 2017) funda-
mentally limits how much information they can
hold. As a result, in the face of uncertainty, LLMs
often hallucinate (Bang et al., 2023; Guerreiro
et al., 2023; Huang et al., 2023), generating out-
puts that are not supported by the factual reality of
the environment. Retrieval-Augmented Generation
(RAG) (Lewis et al., 2020) marks a significant mile-
stone in addressing such an inherent limitation of
LLMs. Broadly speaking, RAG refers to any mech-
anism that provides external knowledge to the input
context of an LLM and helps it deliver responses
with up-to-date, factual, and grounded information,
especially in scientific and medical domains. Ex-
amples include Chameleon (Lu et al., 2024), Wild-
fireGPT (Xie et al., 2024b), and Agent Hospital (Li
et al., 2024b), TILP (Xiong et al., 2023c), as well
as Chain-of-Knowledge (Li et al., 2023f) which

finds that integrating multiple knowledge sources
enhances performance by 2.1% compared to using
a single source. Another line of systems construct
large-scale knowledge graphs (Hogan et al., 2021;
He et al., 2024) from real-world sources to effec-
tively expand their working memory.

Enabling agents to use tools also expands their
bounded working memories and grounds their
responses by the outputs of these tools. Tool-
former (Schick et al., 2024) opens a new era that
allows LLMs to use external tools, effectively ex-
tending their capabilities beyond intrinsic limita-
tions. A multi-agent system can coordinate agents
understanding when and which tool to use, which
modality of information the tool should expect,
how to call the corresponding API, and how to
incorporate outputs from the API calls, which an-
chors subsequent processes with more accurate in-
formation beyond their parametric memory. For
example, VisProg (Gupta and Kembhavi, 2023),
ViperGPT (Surís et al., 2023), and Parsel (Zelik-
man et al., 2023) generate Python programs to reli-
ably execute subroutines. Xiong et al. (2024a) ex-
tends LLMs with search engines. Gupta and Kem-
bhavi (2023); Surís et al. (2023) also invoke off-
the-shelf models for multimodal assistance. These
systems no longer need to generate all responses
from scratch, instead relying on tools for more ac-
curate and reliable information.

4.2 Advancing Logical Consistency

4.2.1 Consensus from reflection and
multi-agent collaboration

"Thinking, fast and slow" (Kahneman, 2011) de-
fines System 1 and System 2 as two types of think-
ing processes in human cognitive systems. System
1 is fast, intuitive, and automatic, often relying on
heuristics, while System 2 is slower, more deliber-
ate, and analytical, engaging in logical reasoning.
Due to the probabilistic outputs of LLMs, which
resemble the fast, non-iterative nature of System
1 thinking. In contrast, multi-agent systems that
promote debate and consensus among AI agents
can help align outputs more closely with the slow,
deliberate decision-making typical of System 2 pro-
cesses, thus enhancing logical consistency.

Multi-round self-reflection that encourages a
single LLM to critically evaluate its previous re-
sponses has demonstrated the effectiveness of delib-
eration in improving logical coherence and quali-
ties (OpenAI, 2024; Shinn et al., 2024; Madaan
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Figure 3: Overview of how language and multimodal agents promote the four axioms of rationality. (1) Top Left
- Advancing Information Grounding: Multimodal inputs enhance an agent’s understanding of decision contexts
and expand its functionalities; External knowledge sources and tools like programming codes expand its bounded
working memory. (2) Top Right – Advancing logical consistency: Multi-agent collaboration facilitates deliberate
thinking that could correct errors and achieve consensus; Neuro-symbolic reasoning and tools ensure consistent,
deterministic executions. (3) Bottom Left – Advancing invariance from irrelevant information: Cross-modal training
unifies representations across modalities; Neuro-symbolic tools focus the agent on logical essence. (4) Bottom Right
– Advancing orderability of preference: Reinforcement from AI feedback mimics humans and provides more stable
preference scores; Utility functions and conformal risk control further guide the preference in rigorous frameworks.

et al., 2024; Wang et al., 2022b; Zhong et al.,
2024; Lu et al., 2023; Xu et al., 2024c,a; Xiong
et al., 2024c). Expanding on this, multi-agent
systems introduce collaboration among multiple
agents (Zhang et al., 2024d), enabling collective
deliberation through cross-examination and de-
bate. For instance, LM vs LM (Cohen et al.,
2023) introduces a cross-examination between two
agents to detect errors and make factuality deci-
sions. FORD (Xiong et al., 2023a) reports an accu-
racy increase up to 4.9% compared to a single LLM.
AgentReview (Jin et al., 2024) presents how dis-
cussions cause distribution shifts in final reviews
compared to initial reviews. Liang et al. (2023)
demonstrates the superiority of multi-agent debate
over self-reflection, with final consensus achieving
a 16.0% improvement in reasoning tasks. (Zhao
et al., 2023) investigates the multi-agent competi-
tion behaviors. Similarly, Du et al. (2023) finds
that LLMs can converge on a single shared answer

after multiple rounds of debate, resulting in a fac-
tual accuracy increase of 7.2-15.9% across tasks.
All these approaches enhance the system’s capabil-
ity to capture initial errors, improve factuality in
reasoning, and achieve final consensus with fewer
inconsistencies.

4.2.2 Consistent execution from symbolic
reasoning and tool utilization

Neuro-symbolic reasoning (Zelikman et al., 2023;
Pan et al., 2023; Sclar et al., 2023; Hsu et al.,
2024; Fang et al., 2024; Yang et al., 2024; Sub-
ramanian et al., 2024) combines learning abilities
with symbolic systems for explicit knowledge rep-
resentation and logical reasoning. A multi-agent
system incorporating symbolic modules can not
only understand language queries but also solve
them with a level of consistency, providing a faith-
ful and transparent reasoning process based on
well-defined rules that adhere to logical principles,
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which is unachievable by a single LLM. For ex-
ample, LEFT (Hsu et al., 2024) uses "left" as an
quintessential example of concepts in multimodal
models. It demonstrates how multimodal models
can generate first-order logic programs to reason
about domain-specific relational concepts. Logic-
LM (Pan et al., 2023), KRISP (Marino et al., 2021),
Binder (Cheng et al., 2022), Parsel (Zelikman et al.,
2023), and Fang et al. (2024) also utilize symbolic
modules or graphs to deliver consistent outputs.

Similarly, tool utilization abstracts problems
into deterministic tool executions, such as calcu-
lators, calendars (Schick et al., 2024), and pro-
gramming codes, and seamlessly integrate reli-
able outputs back to the responses. For instance,
ToolAlpaca (Tang et al., 2023) generates a tool-use
corpus in a multi-agent simulation environment.
Binder (Cheng et al., 2022) converts queries into
Python or SQL codes to interact deterministically
with structured knowledge bases. Parsel (Zelikman
et al., 2023) combines a code-LLM with a con-
straint solver to deterministically handle decom-
posed tasks. VisProg (Gupta and Kembhavi, 2023),
ViperGPT (Surís et al., 2023), and Parsel (Zelik-
man et al., 2023) generate Python programs to
execute subroutines. Besides, BabyAGI (Naka-
jima, 2023), Chamelon (Lu et al., 2024), Assist-
GPT (Gao et al., 2023a), Avis (Hu et al., 2024),
ToolAlpaca (Tang et al., 2023), MetaGPT (Hong
et al., 2023), Agent LUMOS (Yin et al., 2023),
AutoAct (Qiao et al., 2024), α-UMi (Shen et al.,
2024c), and ConAgents (Shi et al., 2024) harness
compositional reasoning to enable modular tool-
using capabilities in real-world scenarios. All these
examples demonstrate how deterministic execution,
whether through symbolic reasoning or tool utiliza-
tion, ensures consistent outcomes, making complex
reasoning processes more robust and transparent.

4.3 Advancing Invariance from Irrelevant
Information

4.3.1 Representation invariance across
modalities

Given adequate information grounding, agents
should make consistent decisions across differ-
ent modalities that share equivalent underlying
logic. Multimodal foundation models are partic-
ularly adept at promoting invariance by process-
ing multimodal data in an unified representation.
Specifically, their large-scale cross-modal pretrain-
ing stage seamlessly tokenizes both vision and lan-

guage inputs into a joint hidden embedding space,
learning cross-modal correlations through a data-
driven approach. In other words, image tokens are
simply regarded as a foreign language (Wang et al.,
2022a). Moreover, the cross-modal validation in-
herent in multimodal foundation models allows
for reconciliation of data from different modali-
ties, closing their distance in the hidden embedding
space (Radford et al., 2021).

The concept of invariance is the cornerstone of
Visual Question Answering (VQA) agents (Chen
et al., 2022; Jiang et al., 2024b; Wang et al., 2023e;
Yi et al., 2018; Wang et al., 2022a; Bao et al., 2022;
Li et al., 2024c; Zhao and Xu, 2023; Fan et al.,
2024). On one hand, these agents must grasp the
invariant semantics of any open-ended questions
posed about images, maintaining consistency de-
spite variations in wording, syntax, or language.
On the other hand, within a multi-agent VQA sys-
tem, visual agents can provide crucial verification
and support for language-based reasoning (Wang
et al., 2023e; Jiang et al., 2024b; Zhao and Xu,
2023), while language queries can direct the at-
tention of visual agents, based on a shared and
invariant underlying knowledge across vision and
language domains.

4.3.2 Abstraction from symbolic reasoning
and tool utilization

In most cases, tools or symbolic reasoners require
translating natural language queries into function
calls with predefined syntax. Once the function
calls and their input arguments are determined, the
tools or symbolic reasoners will narrow down their
focus to logical essense, ignoring any irrelevant
context in the original queries as long as they are
logically equivalent. For example, in Multi-Agent
VQA (Jiang et al., 2024b), a language model ex-
tracts only the relevant object names and passes
them to Grounded SAM (Ren et al., 2024), an
object detection tool, instead of sending the en-
tire visual question. Similarly, LEFT (Hsu et al.,
2024) abstracts target objects from complex 3D vi-
sual scenes into symbolic representations to predict
their relational properties, ensuring that symbolic
reasoning is unaffected by other contextual details
in the environment. This abstraction enables more
focused and efficient reasoning processes.
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4.4 Advancing Orderability of Preference

4.4.1 Learning preference from reinforcement
learning

Reinforcement Learning from Human Feedback
(RLHF) (OpenAI, 2024; Stiennon et al., 2020;
Ouyang et al., 2022; Bai et al., 2022) helps reduce
the preference gap between agents and humans.
However, we argue that RLHF does not guarantee
rational preference orderability, as human prefer-
ences are often inconsistent and vary across indi-
viduals. An emerging alternative is Reinforcement
Learning from AI Feedback (RLAIF) (Lee et al.,
2024; Wang et al., 2023c; Zheng et al., 2023b;
Chiang and Lee, 2023a; Liu et al., 2023c; Koo
et al., 2023; Stureborg et al., 2024; Yu et al., 2024).
RLAIF leverages LLMs as evaluators, achieving
more stable preference over different formatting of
the task instructions and the sampling algorithm
used to generate the answers (Chiang and Lee,
2023a). Additionally, Yu et al. (2024) demonstrates
how a multimodal agent can iteratively assign trust-
worthiness scores to each atomic claims, further
enhancing the reliability of evaluation process.

4.4.2 Maximizing utility functions and
controlling conformal risks

Recent work also explores the expected utility the-
ory (EUT) (Von Neumann and Morgenstern, 2007)
to improve the decision-making capabilities of lan-
guage models. EUT provides a formal framework
to quantify preferences by assigning utility values
to outcomes and calculating the expected utility
based on the weighting probability of each out-
come’s occurrence. For example, DeLLMa (Liu
et al., 2024d) applies this approach by decomposing
complex decision problems into subtasks, assigns
utilities to different outcomes, and selects actions
that maximize expected utility.

Angelopoulos et al. (2022) introduces a confor-
mal risk control framework that ensures the ex-
pected loss, under any non-increasing loss func-
tion, remains bounded by a predefined threshold
α. This framework has been adapted to control a
wide range of metrics, including factuality, false
discovery rate, and hallucination frequency (Mohri
and Hashimoto, 2024; Cherian et al., 2024; Ku-
mar et al., 2023; Wang et al., 2024d; Yadkori et al.,
2024; Overman et al., 2024; Gui et al., 2024).

5 Evaluating Rationality in Agents

While there are numerous reasoning benchmarks
(Talmor et al., 2019; Liu et al., 2021, 2023a; Yang
et al., 2018; Hendrycks et al., 2021; Chen et al.,
2020; Zhou et al., 2024; Rasheed et al., 2024; Ma
et al., 2024; Wang et al., 2024b; Abdelnabi et al.,
2023), they do not directly measure rationality. The
amount of studies for evaluating rationality in agent
or agent systems remains scant, despite the growing
interest in the field. In this section, we explore po-
tential evaluation methods and benchmarks aligned
with each of the proposed axioms of rationality.

5.1 Evaluating Information Grounding

Information grounding is usually evaluated by the
level of hallucination (Bang et al., 2023; Guer-
reiro et al., 2023; Huang et al., 2023). Multiple
evaluation benchmarks targeting language-only di-
alogue have been proposed, such as BEGIN (Dziri
et al., 2022b), HaluEval (Li et al., 2023e), Dial-
Fact (Gupta et al., 2021), FaithDial (Dziri et al.,
2022a), EureQA (Li et al., 2023a), AIS (Rashkin
et al., 2023), and others (Zheng et al., 2023c; Das
et al., 2023; Cao et al., 2021; Liu et al., 2024a).
However, benchmarks for multimodal agents be-
yond language dialogue remain limited. Some
efforts include POPE (Li et al., 2023g), LLaVA-
RLHF (Sun et al., 2023), BLINK (Fu et al., 2024),
and Rohrbach et al. (2018); Biten et al. (2022) are
the few examples that consider multimodal halluci-
nation. The community needs more hallucination
benchmarks to quantitatively evaluate the extent
to which multi-modality and multi-agents reduce
hallucinations in comparison with single LLMs.

5.2 Evaluating Logical Consistency

To assess whether LLMs can generate logically
consistent responses across different but inherently
equivalent framing of the same tasks, studies intro-
duce perturbations to the original task descriptions.
Perturbation techniques include modifying instruc-
tion templates (Weber et al., 2023), paraphrasing
task descriptions (Yang et al., 2023b; Ohmer et al.,
2024), translating the prompts into a different lan-
guage (Ohmer et al., 2023, 2024; Xu et al., 2024b)
and back (Yang et al., 2023b), and altering the order
of in-context learning exemplars (Lu et al., 2021;
Pecher et al., 2024). Jiang et al. (2024a) further
highlights inconsistent behavior across state-of-the-
art LLMs when faced with token biases, even when
the logical essence of the tasks remains intact.
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Furthermore, uncertainty quantification (Lin
et al., 2023; Xiao et al., 2022; Ye et al., 2024; Shen
et al., 2024a,b; Xiong et al., 2023b) provides in-
sights when an agent may produce inconsistent
responses, helping improve their robustness.

5.3 Evaluating Invariance from Irrelevant
Information

Studies such as Shi et al. (2023), Wu et al. (2024a),
Liu et al. (2024c), and Yoran et al. (2023) investi-
gate the phenomenon of “lost-in-context" by intro-
ducing random or misleading sentences into origi-
nal problem statements. Early benchmarks such as
those by Weston et al. (2015), Sinha et al. (2019),
Clark et al. (2020), and Webson and Pavlick (2021)
also incorporate irrelevant content. More recent
benchmarks like MileBench (Song et al., 2024),
Mementos (Wang et al., 2024c), Seed-bench-2 (Li
et al., 2023b), and DEMON (Li et al., 2023c) ex-
tend these evaluations to multimodal agents acting
in long context with image sequences. In these sce-
narios, the agents must accurately isolate relevant
information from large context windows.

5.4 Evaluating Orderability of Preference
Having an orderability of preference is essential
when leveraging LLMs as evaluators to ensure re-
liable assessments. Luo et al. (2023); Shen et al.
(2023); Gao et al. (2023b); Wang et al. (2023a);
Chen et al. (2023b); Chiang and Lee (2023b);
Zheng et al. (2024b); Fu et al. (2023); Liu et al.
(2023d) highlight challenges with LLMs in this
role, reporting inconsistent ratings and difficulties
in establishing reliable comparisons. This inconsis-
tencies raise concerns about the ability of LLMs to
accurately rank and evaluate different options or re-
sponses. ChatEval (Chan et al., 2023) and Bai et al.
(2024) suggest improved preference aligned with
humans through multi-agent collaborations. The
multiple choice problems (PaperswithcodeMCQA)
serves as another common testing ground. (Zong
et al., 2023; Zheng et al., 2023a) show that LLMs
are susceptible to the rearranging of options, often
failing to maintain a coherent order of preference.

The expected utility theory (Von Neumann and
Morgenstern, 2007) provides a prototypical frame-
work to evaluate an LLM agent’s preferences, in-
formed by specific parameters of the utility func-
tion. Building on this framework, Jia et al. (2024)
reveals that LLMs exhibit human-like patterns such
as risk aversion, loss aversion, and overweight-
ing small probabilities under uncertainty. Ross

et al. (2024) identifies biases like time discount-
ing, reflecting the preference for discounting non-
immediate gains. It finds that these agents are nei-
ther entirely human-like nor economicus, i.e., ra-
tional economic beings, highlighting the need for
intervening in their behavior towards better align-
ment with desired objectives.

6 Open Problems and Future Directions

Towards Inherent Rationality Despite signifi-
cant research efforts in this survey aimed at achiev-
ing one or more axioms of rationality, most existing
algorithms rely on external tools, thereby not inher-
ently enhancing the rationality of artificial intelli-
gence. In other words, current methods are neither
sufficient nor necessary to achieve human-level ra-
tionality, but they serve as instrumental tools that
bridge the gap between an LLM’s response and ra-
tionality. These approaches enable agent systems to
more closely mimic rational thinking in their output
responses from the end-user’s perspective. How-
ever, how to effectively close the loop and bake
these more rational outputs back into foundation
models themselves (Zhao et al., 2024) beyond mere
fine-tuning remains an open question. It remains a
question if we can leverage these more rational out-
puts, or training the model to verify against rational
axioms for reward scores, to inherently enhance a
single foundation model’s rationality in its initial
responses without external assistance.

Encouraging More Multimodality in Multi-
Agent Systems Research into the integration of
multi-modality within multi-agent systems would
be promising. Fields such as multi-agent collabora-
tion and symbolic reasoning, as shown in Figure 2,
currently under-utilize the potential of multimodal
sensory inputs. We believe that expanding the role
of multi-modalities, including but not limited to
vision, audio, and structured data could continue
enhancing the rationality of multi-agent systems.

Needing More Comprehensive Evaluation of Ra-
tionality The choices of evaluation metrics are
important (Schaeffer et al., 2024). Although there
have been some efforts to assess rationality in agent
systems, the field still lacks comprehensive met-
rics. Existing evaluations predominantly focus on
the final performance, neglecting the most inter-
esting intermediate steps and different axioms of
rationality, and provides limited investigations into
multimodal and multi-agent systems. A promising
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direction is to create methods specifically tailored
to assess rationality, going beyond existing ones
on accuracy. These future methods should account
for nuanced token biases (Jiang et al., 2024a), tol-
erate perturbations, and avoid data contamination
to yield robust, statistically significant results.

7 Discussion

Rationality adds another crucial dimension to the
performance of intelligent agents besides reason-
ing capabilities. More rational agents - capable of
providing coherent orderability of preferences and
grounded in knowledge beyond their bounded para-
metric memory - could enhance their roles in auto-
matic evaluation and preference alignment, where
human involvements are expensive yet unstable.

It becomes increasingly important for human
users applying these agents in critical sectors like
health care and finance that expect consistent and
reliable decision-making. For example, in financial
domains, decision-making by LLMs must operate
within an acceptable risk threshold. By adapting
conformal risks, we can enhance the orderability of
preference and create a theoretical framework for
parameterizing risk preferences into utility mod-
els. This approach enables rational financial agents
to optimize decisions to max utilities while con-
trolling risks through loss functions that bound ex-
pected risks.

Medical domains also present unique multi-
modal challenges, particularly in medical imaging
interpretation. For instance, diagnostic methods
must withstand irrelevant information like back-
ground noise in MRI scans. An VLM could pro-
vide diagnostic explanations by looking at these
images, and an LLM could collaborate with it as
a multi-agent system to verify against pre-defined
illness criteria, incorporating external knowledge
retrieval to improve information grounding. Be-
sides, a multi-agent collaboration could involve di-
verse medical-domain personas, such as surgeons,
nurses, physicians, radiologists, pharmacists, of-
fering diagnostic recommendations from different
perspectives, potentially reducing hallucinations
through collaborations. As a result, we hope our
survey could serve as a tool-box for agent devel-
opers who want to build more rational agents in
diverse domains.

This survey investigate current approaches in a
range of related literature that advance towards
more rational language and multimodal agents.

These approaches include the integration of mul-
timodal inputs, reflections and multi-agent collab-
orations, RLAIF, utility functions, conformal risk
controls, and modules that perform deterministic
execution like tools - including programming codes
- and neuro-symbolic reasoning modules.

We believe in the value of further investiga-
tions into the rationality of AI agents, particu-
larly through a collaboration between the AI re-
search community and cognitive psychologists for
a deeper understanding of rationality.

8 Limitations

The fields of language and multimodal agents are
rapidly evolving. Despite our best efforts, it is in-
herently impossible to encompass all related works
within the scope of this survey. Our discussion
also possesses limited mention of the reasoning ca-
pabilities, theory of mind in machine psychology,
cognitive architectures, and rationality models like
formal logic and probability theory, all of which lie
beyond the scope of this survey but are crucial for
a deeper understanding of the agent systems. Fur-
thermore, we present necessary but not sufficient
axioms of rationality; no methodologies mentioned
in our survey could sufficiently guarantee a genuine
rationality in agents. The concept of rationality
in human cognitive science may encompass more
principles and axioms than those defined in our
survey, such as completeness, transitivity, mono-
tonicity, decompoability (Poole and Mackworth,
2010), which are more theoretical and fundamental
in nature and not directly related to language and
multimodal agents discussed in our survey.
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