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Abstract
In education, high-quality exams must cover
broad specifications across diverse difficulty lev-
els during the assembly and calibration of test
items to effectively measure examinees’ compe-
tence. However, balancing the trade-off of se-
lecting relevant test items while fulfilling exam
specifications without bias is challenging, par-
ticularly when manual item selection and exam
assembly rely on a pre-validated item base. To
address this limitation, we propose a new mixed-
integer programming re-ranking approach to
improve relevance, while mitigating bias on an
industry-grade exam assembly platform. We
evaluate our approach by comparing it against
nine bias mitigation re-ranking methods in 225
experiments on a real-world benchmark data
set from vocational education services. Exper-
imental results demonstrate a 17% relevance
improvement with a 9% bias reduction when
integrating sequential optimization techniques
with improved contextual relevance augmenta-
tion and scoring using a large language model.
Our approach bridges information retrieval and
exam assembly, enhancing the human-in-the-
loop exam assembly process while promoting
unbiased exam design

1 Introduction

Retrieving and assembling test items into exams
from a pre-validated item base that accurately and
comprehensively estimates examinees’ competence
remains a significant challenge in education (Lin-
den et al., 2005; Lane et al., 2016; Kurdi et al.,
2020). Despite the practical importance of exam
assembly, few methods exist to support educators
during manual item retrieval for exam assembly
tasks (Palomino et al., 2024; Bißantz et al., 2024).

A key limitation in high-quality exam assembly, es-
pecially when relying on a pre-validated test item
base, is attribute bias, which typically arises when
the retrieved items’ ranking order reflects imbal-
ances in specific attributes, such as difficulty or

Figure 1: Test item retrieval workflow for exam as-
sembly. VET experts use LLMs to generate and re-
fine test items, adjusting difficulty based on expertise.
Items are color-coded by difficulty: green (easy), yellow
(medium), and red (hard). Experts populate a test item
base, then retrieve and assemble items into formative
exams. The initial search skews toward harder items,
but our MILP-driven bias mitigation re-ranks difficulty
distribution for a balanced ranking.

source, while prioritizing the relevance to a topic.
For instance, during the retrieval phase, while items
of a given difficulty level may be overrepresented
(or underrepresented) in a ranking, manually or syn-
thetically generated items via large language mod-
els (LLMs) could be omitted (or overly included).
As a result, assembled exams may differ signifi-
cantly in psychometric selection, raising concerns
about the exams’ quality and comprehensiveness.

Information retrieval (IR) research has extensively
documented how information access systems may
retrieve specific content while systematically and
inadvertently omitting relevant but underrepre-
sented content (Baeza-Yates, 2018; Gao and Shah,
2021). This phenomenon, also known as an
instance of algorithmic bias, typically leads to
“skewed or unfair” system behavior, potentially
compromising system accuracy and integrity while
perpetuating and reinforcing incomplete or dis-
torted results (Singh and Joachims, 2018; Biega
et al., 2019; Mehrabi et al., 2021; Shahbazi et al.,
2023). While several bias mitigation methods ex-
ist in IR, and although linear optimization meth-
ods could be employed to assemble exams (Linden
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et al., 2005; Bißantz et al., 2024), their application
in supporting unbiased item retrieval for manual
exam assembly still needs to be explored. This
paper bridges this gap by introducing a new IR bias
mitigation technique based on relevance and bias
metric-based balancing.

We addressed difficulty and source bias in item
retrieval to enhance the human-in-the-loop exam
assembly process, a critical requirement for testing
and educational organizations (Lane et al., 2016;
Bißantz et al., 2024). Specifically, we examined
bfz’s1 internal item retrieval platform for exam as-
sembly, EdTec-QBuilder. As Germany’s largest
vocational education and training (VET) provider,
bfz employs this system for test item selection,
which we evaluated using an industry-standard
TREC-style benchmark comprising 5,624 validated
items (Palomino et al., 2024). On this benchmark,
we employed an ad-hoc retrieval methodology to
evaluate nine debiasing techniques to mitigate item
difficulty and source bias, conducting 225 experi-
ments overall2. We propose a new bias mitigation
method incorporating a novel mixed-integer lin-
ear programming (MILP) approach with enhanced
relevance generation via LLM-based contextual
augmentation, finding that our approach best op-
timizes the trade-off between bias mitigation and
the relevance of the retrieved test items (see Ta-
ble 2). Figure 1 illustrates our approach for test
item retrieval and difficulty calibration in exam as-
sembly. After VET experts query a test item base,
our method reorders the retrieved items to mitigate
difficulty bias while enhancing topical relevance.
This approach ensures that manual exam design-
ers receive balanced test item rankings that reflect
a broad range of difficulty levels and topics, ulti-
mately facilitating the creation of well-balanced
exams by surfacing relevant items that might oth-
erwise be omitted. We elaborate on the industry
application of our new bias mitigation re-ranking
method. Finally, we present conclusions and future
lines of research.

2 Related Work

Bias and fairness in information retrieval (IR) per-
tain to how systems rank objects, potentially fa-
voring or disadvantaging specific groups or cat-
egories unintentionally. Numerous approaches
have emerged to measure and address bias and
1https://www.bfz.de
2Code and search runs available at: https://dfki-kiperweb.de

unfairness in IR. For instance, Kırnap et al. (2021)
proposed a probabilistic weighted sampling and
Horvitz-Thompson inference approach to measur-
ing bias based on proportional item exposure. Raj
and Ekstrand (2020, 2022) evaluated and compared
existing bias and fairness metrics, finding concep-
tual similarities but differences in the effect of
ranking attributes, such as group/category distri-
bution. Recently, Bernard and Balog (2023) and
Dai et al. (2024) surveyed 75 and 100 papers on
bias and fairness in IR, respectively, finding that
current notions of bias in IR are complex and multi-
dimensional; most current approaches to tackle bias
intervene at the in- or post-processing level. Re-
garding in-processing interventions to address bias
in IR, Celis et al. (2018) introduced a theoretical
framework based on bipartite matching constraints,
packing integer programming, and greedy-based
diversification methods to incorporate fairness con-
straints during ranking generation. Thonet and
Renders (2020) developed an efficient sequential
greedy brute-force ranker that combines greedy se-
lection to produce fair rankings when target groups
are unknown. Morik et al. (2020) proposed a dy-
namic learning-to-rank approach that mitigated ex-
posure bias by amortizing group allocation fair-
ness while estimating relevance scores. Li et al.
(2022) mitigated bias in neural retrieval systems
with an in-batch balancing regularization method
enforcing fairness constraints during neural re-
trieval model training. Wang et al. (2023) proposed
a hyperbolic mitigation model for news recommen-
dations, which employs a re-weighting aggrega-
tion module to reduce conformity bias while im-
proving user intrinsic interests. Hager et al. (2024)
proposed a regression expectation maximization
model for learning-to-rank to address position bias
with click data. As for post-processing interven-
tions to mitigate bias in IR Zhu et al. (2020) debi-
ased a Bayesian personalized ranking method with
an adversarial learning model that enhances pre-
dicted preferences among groups while ensuring
statistical parity. Burke et al. (2021) introduced a
candidate ranking multi-model aggregation method
to enhance the protected group representation, en-
forcing fairness over hiring decisions. Feng and
Shah (2022) introduced an ϵ-greedy post-reranking
method to tackle gender bias by reducing imbal-
anced representations over gender groups while
maintaining the original ranking’s relevance. In
contrast to this prior work, we consider a new
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mixed-integer linear programming re-ranking for-
mulation, which maximizes the retained relevance
while minimizing the difference between actual and
desired group distribution. Furthermore, we are the
first to consider bias in the context of item retrieval
for manual exam assembly tasks, a sought-after
capability by educational and assessment organi-
zations. Additionally, we explore LLM prompting
and optimization strategies for contextual query
generation and improved relevance generation (Sun
et al., 2023) to boost our method’s performance.

3 Bias Framework

Below, we outline the bias measurement frame-
work, testbed, and analysis of ANN+CE, the
core search and retrieval method used by
EdTec-QBuilder for manual item retrieval and
exam assembly.

Bias Measuring Bias and unfairness in IR can
be modeled from the user’s perspective. As users’
visual attention distribution is higher for top-ranked
items, bias and unfairness increase if higher-ranked
items from specific classes are over-represented
among the top-ranked entries. For our use case,
we operationalized bias measurement and mitiga-
tion using the framework proposed by Sapiezyn-
ski et al. (2019). We measured bias as how bal-
anced an item’s difficulty and source classes are
represented across the top search results (i.e., dif-
ficulty and source bias). Due to its stability and
robustness, we employed attention-weighted rank
fairness (AWRF) (Ekstrand et al., 2022; Raj and
Ekstrand, 2022; Cachel and Rundensteiner, 2024)
as a metric to evaluate the difficulty and source bias.
Additionally, to measure the tradeoff between rele-
vance and bias equally, we calculated the following
joint metric (JM):

JM = nDCG(Lr,c) · (1− AWRF(Lr,c)) (1)

where Lr,c represents a ranked list of relevant items
with their corresponding group information (diffi-
culty and source), and where nDCG represents the
normalized discounted gain (higher is better). We
inverted the AWRF scale to make higher values
better and multiplied both scales to create a joint
metric.

Testbed To measure and operationalize bias mit-
igation methods that improve our industry part-
ner’s item retrieval and assembly platform’s per-
formance, we employed our previous TREC-style
testbed for the manual item retrieval and exam as-

sembly task (Palomino et al., 2024). The testbed
includes 25 different top-performing frozen search
runs, each comprising top-100 rankings for 15
queries across 5,624 items focused on VET for
the German job market. Each test item is accom-
panied by its corresponding 3-level graded query
relevance judgments, attribute labels for difficulty
(e.g., easy, medium, or hard), and source (i.e., man-
ually created by a VET expert or generated via
ChatGPT3.5).

Bias Analysis We analyzed bias in our testbed’s
top 50 search results, focusing on the most in-
teracted ranking positions. Table 1 summarizes
the best-performing nearest neighbors with cross-
encoder (ANN+CE) searches at a cutoff of 50, a
legacy item retrieval method previously transferred
to our industry partner; this method was selected as
the core item retrieval method due to its strong
performance in our previous benchmark, as de-
scribed in (Palomino et al., 2024). Each listed
ANN+CE method combines its corresponding core
embedding model. We included standard IR met-
rics, with AWRF and JM scores, to measure dif-
ficulty and source bias. From a relevance stand-
point, while ANN+CE methods #1 and #2 reported
the highest nDCG values of 0.28 and 0.25, respec-
tively, method #3 reported the lowest nDCG of 0.24.
From a bias handling standpoint, while method #3
reported the lowest bias with an average AWRF
of 0.47, method #1 reported the highest average
AWRF with a score of 0.52. While method #3 de-
creased the difficulty bias effect with an AWRF
score of 0.33, method #1 underperformed when
handling the item’s difficulty classes, showing an
AWRF score of 0.47. However, regarding the
source bias, method #1 performed best with a
score of 0.57, while method #3 performed worst
with 0.62, indicating the highest source bias score.
Ultimately, when considering relevance and bias
equally, method #1 performed the best with a JM of
0.15, while methods #2 and #3 reported 0.12, sug-
gesting more loss of relevance performance. This
performance highlights the importance of address-
ing the multidimensional aspects in balancing the
relevance/bias tradeoff in retrieval methods.

4 MILP-Driven Bias Mitigation

Our task is to mitigate the difficulty and source
bias in EdTec-QBuilder (bfz’s item retrieval and
exam assembly platform). Given a pre-ranked list
retrieved items for a given query, we wish to re-
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Base Models Performance Metrics @50

# Method Core Embedding
Model nDCG MRR Prec. Rec. F1 MAP AWRF

(Dif.)
AWRF
(Src.)

AWRF
(Avg.)

JM
(Src.)

JM
(Dif.)

JM
(Avg.)

1 gbert-large-paraphrase-euclidean 0.28 0.56 0.08 0.23 0.19 0.20 0.47 0.57 0.52 0.12 0.15 0.13

2 ANN+CE gbert-large-paraphrase-cosine 0.25 0.44 0.07 0.22 0.18 0.19 0.45 0.54 0.50 0.11 0.13 0.12

3 e5-multi-sml-torch 0.24 0.46 0.06 0.21 0.17 0.18 0.33 0.62 0.47 0.09 0.16 0.12

Table 1: Retrieval and bias metrics, for the top-3 baseline ANN+CE search models from (Palomino et al., 2024),
ranked in descending order of their average joint metric.

rank the items such that bias regarding difficulty
and source among the top search results is reduced.
We formalize this task as follows. Let r1, . . . , rNR
be real-valued relevance scores for the top N re-
trieved items, as provided by some ranking scheme;
let yi,k ∈ {0, 1} indicate whether item i belongs to
class k; and let pk ∈ [0, 1] indicate the desired frac-
tion of class k among the top m ranked items. Then,
we wish to re-rank a subset of m ≤ N items to the
top, such that high relevance is maintained, but bias
is reduced. For our specific scenario, N = 100,
and m = 50. The classes are the Cartesian prod-
uct of the difficulty level (easy, medium, hard) and
the source (human-written, GPT-3.5 written) of the
items, and the observed class counts divided by the
total number of items gives the target distribution p.

To simplify optimization, we do not target Eq. (1)
directly but a linear surrogate objective, namely a
linear combination of the sum of relevance scores
in the subset and the total variation distance be-
tween the target distribution p and the actual class
distribution among the included items. As such, our
fairness term can also be regarded as a measure of
demographic parity in the top-m results. Based on
our linear surrogate objective, our fair re-ranking
scheme can be formulated as a mixed-integer linear
program (MILP):

min
x⃗∈{0,1}n,d⃗∈RK

−
n∑

i=1

xi · ri + λ ·
K∑

k=1

dk (2)

such that 1⃗T · x⃗ ≤ m

1

m
Y T · x⃗− p⃗ ≤ d⃗

p⃗− 1

m
Y T · x⃗ ≤ d⃗,

Where xi is 1 if and only if item i is selected for
the top m search results, dk is a slack variable
representing the total variation distance for class
k, and λ controls the trade-off between relevance
and bias. Equation 2 ensures that the final ranking
maintains a class distribution close to the target dis-

tribution p, balancing difficulty levels and sources.
The fairness constraint minimizes the total vari-
ation distance between the observed and desired
distributions across all classes.

5 Experiments

Section 3 bias analysis shows that EdTec-QBuilder
ANN+CE search model only partially addresses
difficulty and source bias. We applied a re-ranking
approach on our testbed to evaluate bias mitigation,
optimizing the relevance/bias tradeoff within the
top 50 ranked results. For a given query, our re-
ranking framework ensures fair representation of
all relevant difficulty levels and sources at the top
of the ranking. We assessed the proposed meth-
ods using IR metrics, AWRF via the ranx and
FairRankTune libraries (Bassani, 2022; Cachel
and Rundensteiner, 2024), and the JM metric to
evaluate the relevance/bias tradeoff.

Mitigation methods Below, we summarize the
nine re-ranking methods benchmarked to mitigate
difficulty and source bias on EdTec-QBuilder for
our task.

1. Random: A randomized re-ranking method that
sets a proportionate target class distribution con-
straint inferred from the initial ranking’s class
distribution.

2. DetConstSort: A deterministic constrained
sorting method that re-balances the initial rank-
ing input by enforcing a balanced class distribu-
tion constraints, ensuring equal group represen-
tation (Geyik et al., 2019; Cachel and Runden-
steiner, 2024).

3. MMR: A maximal marginal relevance ranking
diversification method that ensures that highly
relevant and distinct items vary from the orig-
inal ranking (Carbonell and Goldstein, 1998).
By selecting items that maximize the weighted
combination of relevancy to the query and dis-
similarity with the chosen initial items, MRR
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minimizes redundancy across items by penal-
izing items that are highly similar to the orig-
inal selected. We employed GPT-4o embed-
dings (Hurst et al., 2024) to calculate the rele-
vancy and similarity terms.

4. ϵ-greedy : A re-ranking method to re-balance a
given ranking by associating an ϵ probability of
swapping positions with a random element be-
low it (Berry and Fristedt, 1985; Feng and Shah,
2022; Cachel and Rundensteiner, 2024). The
method greedily explores new random swaps
while discovering potentially better rankings
and maintaining the original ranking as much as
possible.

5. CMAB: A LinUCB contextual multi-armed
bandit (Strong et al., 2021) for re-ranking. For
each item in the ranking (i.e., arm), we at-
tached information such as item class distri-
bution, item’s length, query length, and group
statistics counts such as standard deviation, en-
tropy, skewness, and gini coefficients (i.e., con-
text). The CMAB method iteratively ranks and
selects items, balancing relevance and fairness
scores via nDCG and AWRF rewards.

6. FA*IR: A greedy statistical method that uses
priority queues to re-rank by processing can-
didate items sequentially selecting them based
on fairness constraints inferred using random
Bernoulli trials selection, the algorithm operates
by internally creating a tabular structure repre-
senting a minimum of protected classes candi-
dates needed at each position to pass a statistical
fairness test (Zehlike et al., 2017).

7. MILP: Our new bias mitigation re-ranking
method (see Section 4) is implemented via
SciPy library. To handle the relevance/bias
tradeoff equally, we set the λ parameter to 0.5.

8. MILP-LLM: An extension of our MILP
method that incorporates the approach of Sun
et al. (2023) to improve query expansion and
relevance scoring. Using LLM prompting, each
query is expanded with related skill topics, en-
hancing its coverage of relevant test items. Can-
didate items are then updated with improved
relevance scores, computed based on the ex-
panded query and candidate item similarities
using GPT-4o embeddings. Finally, MILP opti-
mally re-ranks the items.

9. MILP-BOpt: A refinement of MILP-LLM that
leverages Head et al. (2021) bayesian optimiza-
tion to further optimize the bias/relevancy trade-

off of selecting the λ parameter based on opti-
mizing JM scores.

We leveraged our testbed to benchmark the above
re-ranking methods for bias mitigation. This eval-
uation enabled us to effectively address biases
present in the current ANN+CE-based search and
retrieval method of EdTec-QBuilder (see Table 1).

5.1 Results
Overall, we conducted 225 experiments over
our previous item retrieval and assembly bench-
mark (Palomino et al., 2024). Table 2 summa-
rizes the top three best-performing re-rankers per
method with their corresponding core embedding
model at a cutoff of 50. From a relevance stand-
point, MILP-based methods, such as MILP-LLM
(#13) and MILP-BOpt (#16), showed the best per-
formance in comparison with other evaluated meth-
ods, with nDCG scores of 0.45 and MRR scores
of 0.67. As for the lowest relevance performance,
DetConstSort (#5) and MMR (#24) models demon-
strated the lowest scores, displaying nDCG val-
ues between 0.21 and 0.22 and MRR values rang-
ing from 0.40 to 0.52. From the difficulty bias
mitigation standpoint, FA*IR (#12) and MILP-
BOpt (#18) performed best, showing the lowest
AWRF scores with 0.26 and 0.27 respectively.
Methods like CMAB (#1), DetConstSort (#4), and
MRR (#22) showed the highest AWRF values,
ranging from 0.47 to 0.49, indicating low perfor-
mance when mitigating difficulty bias. Among the
methods showing lower source bias, MILP-BOpt
(#18) and MILP-LLM (#21) performed best, dis-
playing both 0.35 AWRF scores. ϵ-greedy (#8)
and CMAB (#2) struggled when mitigating the
source bias; these methods reported the highest
AWRF values, 0.63 and 0.62, respectively. When
considering equally the relevance and source bias
via the proposed joint metric, MILP-based mod-
els performed best; more specifically, MILP-BOpt
(#16) and MILP-LLM (#19), both with 0.25. The
lowest-performing methods handling equally rele-
vance and bias were based on MMR (#23 and #24)
with an average JM score of 0.12. When consid-
ering all performance aspects, MILP-BOpt (#16)
and MILP-LLM (#19) methods best controlled the
relevance/bias tradeoff, both high in nDCG scores
of 0.45 and 0.43 while maintaining low average
AWRF of 0.43 and 0.41.

Overall, MILP-based methods significantly im-
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prove relevance while decreasing difficulty and
source bias when compared to our previous search
and retrieval approach (see Table 1). In general,
when comparing with top previous results, we ob-
served that MILP-BOpt and MILP-LLM outper-
formed ANN+CE methods in terms of relevance
(e.g., method #1 from Table1) by 17%. Regarding
mitigating both source and difficulty bias, MILP-
BOpt (#16) and MILP-LLM (#13) effectively mit-
igated bias, showing a decrease of 9% in average
AWRF, with respect to method #1 and #2 from our
previous results. Finally, judging solely from an
nDCG Vs. average AWRF tradeoff perspective,
MILP and FA*IR models achieved the best balance
by effectively minimizing bias while improving rel-
evance, as demonstrated in their positions on the
Pareto frontier (see Appendix A.2), when consider-
ing all tested method’s nDCG and average AWRF
scores, in general MILP methods display improved
performance without sacrificing either nDCG or av-
erage AWRF (nDCG=0.45 and Avg. AWRF=0.42).

6 Industry Application

We collaborated with bfz, Germany’s largest VET
provider, to enhance EdTec-QBuilder3, their in-
ternal exam assembly platform. Performance and
bias auditing (see Section 4) showed that while
Palomino et al. (2024) method effectively retrieved
relevant test items for assembling exams, it showed
attribute biases related to the difficulty and source
of the items, resulting in imbalanced exams, po-
tentially compromising exams’ comprehensiveness
during the manual assembly process. To address
this issue, we intend to deploy the MILP-BOpt
re-ranking method (#16), which achieved a 9%
reduction in AWRF and a 17% improvement in
nDCG compared by solely relying on the previous
approach (see Table 1). To prepare for the future
integration of our MILP-BOpt re-ranking method
into the EdTec-QBuilder platform, we completed a
pre-deployment testing phase (see Appendix A.3),
which aims to maintain system scalability and relia-
bility by leveraging the legacy retrieval capabilities
but optimizing it via MILP-BOpt. Our new method
is compatible with current architecture dependen-
cies, so it can be integrated seamlessly with the
existing environment without causing dependency
conflicts.

Our bias mitigation approach leads to a more bal-
3Demo fork available at: https://www.dfki.de/kiperweb/
about.html

anced exam assembly, mitigating bias on EdTec-
QBuilder, our partner’s exam assembly platform,
by optimizing test item selection while maintain-
ing a well-distributed mix of difficulty levels and
preserving high topical relevance. The proposed
MILP-driven re-ranking strategy functions as the
backend search mechanism of the enhanced system
version, ensuring items align with fairer difficulty
level constraints. To enhance EdTec-QBuilder’s
transparency and user control, the updated version
introduces a graphical user interface that visualizes
difficulty imbalance, allowing exam designers to
monitor and refine the overall difficulty distribution
for an exam more effectively.

Beyond improving fairness in ranking, our ap-
proach holds practical significance for VET ser-
vices, particularly in manual exam assembly and
assessment settings where exam validity depends
on diverse and unbiased test item selection. EdTec-
QBuilder’s former item retrieval and exam assem-
bly system failed to account for difficulty and
source-based imbalances, leading to biased test
compositions that affected learners’ evaluation out-
comes. By integrating MILP-driven bias mitiga-
tion, our method ensures that exams are more rep-
resentative, supporting psychometric integrity in
vocational assessment. This advancement aligns
with broader trends in fair information retrieval and
algorithmic transparency, where unbiased ranking
is increasingly valued in education, commercial
search applications, hiring platforms, and recom-
mendation systems.

The demand for unbiased exam assembly methods
is growing among educational and high-stakes as-
sessment organizations (Linden et al., 2005; Lane
et al., 2016; Palomino et al., 2024; Bißantz et al.,
2024). More broadly, ensuring fairness in in-
formation retrieval is essential not only in ed-
ucation but also in commercial domains where
ranking biases impact access to opportunities and
decision-making, such as e-commerce and hiring
platforms (Yin and Jeffries, 2021; Bhadani, 2021;
Özer et al., 2024). By enhancing the fairness of
test item retrieval and assembly, our approach con-
tributes to both assessment quality in VET services
and broader advancements in unbiased ranking
methodologies.
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Performance Metrics for Re-Ranking Methods @50

# Method Core Embedding
Model nDCG MRR Prec. Rec. F1 MAP AWRF

(Dif.)
AWRF
(Src.)

AWRF
(Avg.)

JM
(Src.)

JM
(Dif.)

JM
(Avg.)

1 gbert-large-paraphrase-euclidean 0.28 0.63 0.23 0.19 0.20 0.08 0.47 0.58 0.52 0.12 0.15 0.13

2 CMAB e5-multi-sml-torch 0.25 0.54 0.21 0.18 0.18 0.06 0.32 0.62 0.47 0.09 0.16 0.13

3 gbert-large-paraphrase-cosine 0.26 0.52 0.22 0.19 0.19 0.07 0.47 0.55 0.51 0.11 0.13 0.12

4 gbert-large-paraphrase-euclidean 0.28 0.50 0.24 0.20 0.21 0.09 0.48 0.55 0.52 0.12 0.14 0.13

5 DetConstSort e5-base-multilingual-4096 0.21 0.40 0.20 0.17 0.17 0.05 0.32 0.47 0.40 0.11 0.14 0.13

6 gbert-large-paraphrase-cosine 0.27 0.48 0.23 0.20 0.20 0.09 0.50 0.55 0.53 0.12 0.13 0.12

7 gbert-large-paraphrase-euclidean 0.31 0.53 0.29 0.24 0.25 0.09 0.41 0.55 0.48 0.14 0.18 0.16

8 ϵ-greedy multilingual-mpnet-base-v2 0.32 0.45 0.30 0.26 0.27 0.10 0.39 0.63 0.51 0.11 0.19 0.15

9 e5-multi-sml-torch 0.27 0.48 0.25 0.21 0.22 0.07 0.33 0.57 0.45 0.11 0.18 0.14

10 gbert-large-paraphrase-cosine 0.37 0.41 0.38 0.34 0.34 0.13 0.41 0.51 0.46 0.18 0.22 0.20

11 FA*IR multilingual-mpnet-base-v2 0.36 0.44 0.36 0.31 0.32 0.12 0.32 0.53 0.42 0.16 0.24 0.20

12 gbert-large-paraphrase-euclidean 0.29 0.38 0.30 0.27 0.27 0.09 0.26 0.36 0.31 0.18 0.21 0.20

13 gbert-large-paraphrase-cosine 0.45 0.67 0.39 0.34 0.35 0.20 0.32 0.52 0.42 0.21 0.30 0.25

14 MILP-LLM gbert-large-paraphrase-euclidean 0.44 0.71 0.38 0.33 0.34 0.20 0.34 0.52 0.43 0.21 0.29 0.25

15 efederici_e5-base-multilingual-4096 0.34 0.59 0.29 0.26 0.27 0.14 0.27 0.35 0.31 0.22 0.25 0.23

16 gbert-large-paraphrase-cosine 0.45 0.67 0.39 0.34 0.35 0.20 0.32 0.54 0.43 0.20 0.30 0.25

17 MILP-BOpt gbert-large-paraphrase-euclidean 0.43 0.71 0.38 0.33 0.34 0.20 0.33 0.52 0.43 0.20 0.29 0.24

18 e5-base-multilingual-4096 0.34 0.59 0.29 0.26 0.27 0.14 0.27 0.35 0.31 0.22 0.25 0.23

19 gbert-large-paraphrase-cosine 0.43 0.64 0.39 0.34 0.35 0.18 0.30 0.52 0.41 0.20 0.29 0.25

20 MILP gbert-large-paraphrase-euclidean 0.41 0.65 0.38 0.33 0.34 0.17 0.33 0.52 0.42 0.19 0.28 0.24

21 multilingual-mpnet-base-v2 0.40 0.60 0.36 0.31 0.32 0.16 0.36 0.53 0.44 0.18 0.25 0.22

22 gbert-large-paraphrase-euclidean 0.28 0.58 0.23 0.19 0.19 0.08 0.49 0.58 0.54 0.11 0.14 0.12

23 MMR e5-base-multilingual-4096 0.22 0.52 0.19 0.16 0.17 0.05 0.36 0.50 0.43 0.11 0.14 0.12

24 multilingual-e5-base 0.21 0.50 0.19 0.15 0.16 0.04 0.35 0.50 0.42 0.10 0.13 0.12

25 gbert-large-paraphrase-euclidean 0.33 0.54 0.30 0.26 0.26 0.11 0.37 0.47 0.42 0.17 0.20 0.19

26 Random multilingual-mpnet-base-v2 0.35 0.55 0.32 0.27 0.28 0.13 0.37 0.60 0.49 0.13 0.22 0.17

27 gbert-large-paraphrase-cosine 0.31 0.40 0.30 0.26 0.26 0.10 0.38 0.52 0.45 0.14 0.19 0.17

Table 2: Performance metrics for various re-ranking methods, evaluated at a cutoff of 50. These methods optimize
performance over an initial pool of 100 items retrieved using ANN+CE model #1 described in (Palomino et al.,
2024).

7 Conclusions

We conducted 225 experiments using the indus-
try benchmark from Palomino et al. (2024) as a
baseline to evaluate nine distinct bias mitigation re-
rankers, each designed to address the difficulty and
source bias in EdTec-QBuilder, bfz’s item retrieval
and exam assembly platform. Enhanced by ad-
vanced contextualization through refined query and
relevance generation and optimized via Bayesian
hyperparameter tuning, our new MILP-driven re-
ranking method achieved a 17% increase in nDCG
while reducing AWRF by 9% compared to previous
results. Our approach outperformed popular bias
mitigation re-ranking methods in our task, under-
scoring the suitability of mathematical optimiza-
tion techniques for mitigating bias in commercial

search systems. Future work should explore lever-
aging alternative optimization paradigms, such as
multi-objective and nonlinear programming, and
in-training techniques, including bias-aware loss
functions and regularization for bias mitigation in
neural ranking models.

Limitations and Ethics Statement

We anonymized all sensitive information in the
data used for this work and maintained strict con-
fidentiality to protect our partner’s product and
intellectual property, in full compliance with re-
quired privacy standards. Unbiased exam assem-
bly is paramount to ensuring assessment equality
and fairness; when exams are not optimally as-
sembled, attribute biases may skew evaluations
and undermine the validity of the assessment pro-
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cess—particularly in high-stakes scenarios where
test takers must demonstrate competence at a spe-
cific knowledge level. Leveraging algorithmic and
transparent methods, as presented in our approach,
fosters transparency in exam construction. While
our MILP-driven re-ranking approach improved
performance by reducing bias and enhancing rank-
ing relevance on EdTec-QBuilder (bfz’s exam as-
sembly platform), it may struggle to mitigate other
attribute-based biases as exam specifications, con-
straints, and candidate rankings become more com-
plex.

A potential limitation arises when incorporating
additional test item attributes into the MILP for-
mulation, especially with a larger item base. Ex-
panding the model to account for attributes such
as topic relevance to specific skills, cognitive com-
plexity (e.g., recall vs. application), item format
(e.g., multiple-choice vs. open-ended), language
level, or domain-specific prerequisites could sig-
nificantly increase computational complexity. As
more attributes are introduced, the problem may
become harder to solve efficiently, potentially im-
pacting runtime performance. Nevertheless, in
our setup—given the specific use case and restric-
tions—our approach demonstrated computational
efficiency, consistently finding solutions within mil-
liseconds, thereby making it suitable for real-time
or near real-time applications, as evidenced by the
demo fork of our tool. Approximation heuristics,
such as warm starts, cutting strategies, and paral-
lel solving, could help maintain efficiency even in
more complex scenarios.

Although our method does not determine contex-
tual study group cohorts for making recommenda-
tions, it is not yet capable of identifying the most
relevant items for a given learning group’s progress.
Consequently, we delegate this decision to voca-
tional trainers using our tool.
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A Appendix

A.1 Pre-trained Sentence Similarity Models
Table 3 provides a comprehensive summary of
the pre-trained semantic sentence similarity mod-
els utilized in our experiments. These models
formed the foundation of the embedding-based
ANN+CE search framework described in prior
work (Palomino et al., 2024). The outputs of these
core embedding models served as the candidate
pools for applying the proposed re-ranking meth-
ods (Section 5), enabling the benchmarking of bias
mitigation strategies and relevance optimization
techniques for our item retrieval for exam assembly
task.

A.2 Pareto Methods
From our exhaustive analysis, we observed that
mitigating bias in our task depends on optimally

# Models for ANN Search
1 paraphrase-multilingual-mpnet-base-v2
2 German_Semantic_STS_V2
3 LaBSE
4 bi-encoder_msmarco_bert-base_german
5 e5-base-multilingual-4096
6 multilingual-e5-base
7 mfaq
8 sts_paraphrase_xlm-roberta-base_de-en
9 gbert-large-paraphrase-euclidean
10 all-MiniLM-L12-v2-embedding-all
11 paraphrase-multilingual-mpnet-base-v2-embedding-all
12 distiluse-base-multilingual-cased-v1
13 distiluse-base-multilingual-cased-v2
14 gbert-large-paraphrase-cosine
15 text2vec-base-multilingual
16 German-semantic
17 LaBSE
18 sn-xlm-roberta-base-snli-mnli-anli-xnli
19 musterdatenkatalog_clf
20 debatenet-2-cat
21 LEALLA-large
22 lt-wikidata-comp-de
23 e5-multi-sml-torch
24 text2vec-base-multilingual
25 Llama-2-7b-chat-hf

Table 3: Complete list of tested language models for
ANN-based nearest neighbor search

balancing the relevance/bias tradeoff as much as
possible. Figure 2 shows the Pareto frontier trade-
off between relevance and fairness, highlighting
the optimal methods that best balance nDCG and
AWRF, where improved performance on one met-
ric could worsen the other. We observed that our
proposed MILP-driven bias re-rankers successfully
balanced the relevance/bias tradeoff represented by
nDCG and average AWRF as optimally as possible.

A.2.1 Path to an Enhanced System
Architecture for Improved Retrieval
Performance

All experiments were conducted on a macOS with
an ARM64 processor (32 GB RAM, 12 cores). We
plan to deploy MILP-BOpt—our best-performing
bias mitigation re-ranking method—by integrating
it into the EdTec-QBuilder architecture (see Fig-
ure 3). The system starts with a standard ANN+CE
search over a 100-item candidate pool using pre-
calculated, offline-stored item embeddings for ef-
ficiency. This is followed by query expansion via
asynchronous API calls to GPT-4o, which gen-
erates real-time embeddings to boost relevance
scores. MILP-BOpt then dynamically computes
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Figure 2: Comparing re-ranking methods: achieving optimal balance between relevance (nDCG) and bias (Avg.
AWRF) trade-offs.

Figure 3: Pre-deployment testing architecture of EdTec-Builder, illustrating client interactions, API endpoints, the
core ANN+CE search with the MILP-BOpt bias mitigation re-ranker method, and integration with authentication,
logging, and external data sources.

the optimal lambda trade-off between relevance and
bias mitigation using Bayesian optimization with
multithreading via Head et al. (2021). Finally, the
platform’s UI displays an improved ranking that en-
ables manual exam designers to select items more
comprehensively. A live pre-deployment demo was
developed to evaluate MILP-BOpt in a real-world
integration test. Pre-deployment tests using the
SciPy library indicate that minimal architectural
changes are needed for this enhancement; however,
as the system scales, computational efficiency may
be further improved with advanced parallelization
and warm-start techniques.

A.3 Prompting Strategy for LLM-Based
Query Expansion

Building on (Sun et al., 2023), we used a zero-shot
prompting strategy with strict output validation to
improve skill-based query expansion and contex-
tual relevance by incorporating related terms. The
prompting process was structured as follows:

1. We generated a prompt for each query, strictly
requesting the top essential skill terms related
to the original query.

2. We configured a deterministic output by set-
ting GPT-4 with: (a) Temperature: 0.0 and (b)
Top_p: 1.0 (no nucleus sampling).

3. We used a Pydantic model to validate a list-
based schema, ensuring consistent skill extrac-
tion. The expanded query is updated by con-
catenating it with the newly extracted skills.

Our approach yields deterministic skill expan-
sion, consistent output handling, and prevents
malformed responses. We employed OpenAI’s
text-embedding-three large model to compute
semantic similarity scores. After query expansion,
we calculated cosine similarity between the ex-
panded queries and embedded items. This process
complements MILP-BOpt and improves relevance
scores.
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