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Abstract

Effective communication is vital in emergency
response scenarios, where clarity and speed
can save lives. Traditional systems often strug-
gle under the chaotic conditions of real-world
emergencies, leading to breakdowns in com-
munication and task management. In this pa-
per we introduce the CLEAR (Coordinated
Listening, Extraction, and Analysis for Emer-
gency Response)-Command system, which
leverages Large Language Models (LLMs) to
enhance emergency communications. CLEAR-
Command automates the transcription, sum-
marization, and task extraction from live ra-
dio communications of emergency first respon-
ders using the OpenAI Whisper API for tran-
scription and Chat-GPT 4 for summarization
and task extraction. We decided for Chat-
GPT 4 after conducting an expert pre-study
that showed it to be the most accurate LLM
in terms of task extraction for our case. To
evaluate our system, we conducted a user
study with 13 participants. Our results show
that CLEAR-Command significantly outper-
forms traditional radio communication in terms
of clarity, trust, and correctness of task ex-
traction. The link to a live demo website
of our system is https://clear-command.
vercel.app. The video demonstrating our
system can be found on https://youtu.be/
ZF3HMMUEq9o. All project details are pre-
sented in our Gitlab page https://gitlab.
com/achref.d/clear-command.

1 Introduction

In search and rescue operations (SAR) during emer-
gency scenarios, the efficiency of communication
among first responders, such as firefighters and
medical intervention teams, is critical to managing
incidents effectively (Shittu et al., 2018). Critical
situations are often marked by high pressure and
the need for rapid decision-making, where clear

*Authors contributed equally to this work.

and concise communication can mean the differ-
ence between life and death. However, the complex
nature of such environments can lead to commu-
nication breakdowns, overwhelming the respon-
ders with fragmented and sometimes redundant
information (Saoutal et al., 2014; Willms et al.,
2019). The primary challenge in these settings
is maintaining situational awareness while manag-
ing a high volume of communications, often under
severe time constraints (Chehade et al., 2020). Tra-
ditional emergency communication systems often
fall short in the face of complex and evolving sce-
narios (Menold et al., 2015), where information
overload can lead to critical details being missed or
miscommunication, which may cause critical inci-
dents and mistakes (Chałupnik and Atkins, 2020).

The recent advancements in natural language
processing, particularly the development of large
language models (LLM) and multimodal large lan-
guage models (MLLM), offer substantial promise
for enhancing emergency communication sys-
tems (Doumanas et al., 2024). State-of-the-art
LLMs and MLLMs are adept at transcribing spoken
communication (Amodei et al., 2016), analyzing
complex textual data, and systematically extracting
actionable plans (Song et al., 2023; Wang et al.,
2022). Despite concerns regarding the potential
for model-generated hallucinations and inaccurate
predictions, the incorporation of context-aware pro-
cessing capabilities assists these models in adapting
effectively to the fluctuating dynamics of complex
environments (Ji et al., 2023; Chun et al., 2023).
Furthermore, the integration of human oversight
within human-in-the-loop systems along with un-
certainty quantification approaches enhance the re-
liability of the outputs while concurrently mitigat-
ing risks inherent in autonomous decision-making
systems (Han et al., 2024; Quach et al., 2023).

In this paper, we introduce the CLEAR
(Coordinated Listening, Extraction, and Analysis
for Emergency Response)-Command system,

20

https://clear-command.vercel.app
https://clear-command.vercel.app
https://youtu.be/ZF3HMMUEq9o
https://youtu.be/ZF3HMMUEq9o
https://gitlab.com/achref.d/clear-command
https://gitlab.com/achref.d/clear-command


Firefighter

(4) Storage Module

(1) Speech- to- Text
Module

(5) User Interface

(2) Summarization 
Module

(3) Analysis
Module

LLMLLM

Summary Derived Task

Figure 1: CLEAR-Command System Architecture..
The system is composed of a (1) Speech-to-Text Module
for transcribing the audio transmissions, an (2) Summa-
rization Module for summarizing the transcriptions, a
(3) Analysis Module for task extraction, a (4) Storage
Module for providing historical context, and a (5) user
interface for the firefighter to access and interact with
the system.

which leverages the recent advancements in LLMs
to assist SAR teams organizing their communica-
tions. CLEAR-Command automates the organiza-
tion and summarization of vocal communications,
transforming complex streams of speech data into
structured, actionable tasks. CLEAR-Command
consists of a speech-to-text transcription model
that transforms spoken communications into text
and an LLM that summarizes the relevant parts of
the communication and extracts the tasks and their
status. This allows emergency first responders to
effectively monitor the progression of tasks and
provides them with a dynamic, real-time overview
of task allocation and execution status. The specific
LLM used by CLEAR-Command is GPT-4. We
decided on this, based on a pre-study with 4 ex-
perts that assessed the quality of text transcription,
summarization, and task extraction that different
LLMs showed when dealing with emergency sce-
narios. To evaluate our system, we conducted a
user study with 13 participants. Our results show
that CLEAR-Command significantly outperforms
traditional radio communication in terms of clarity,
trust, and correctness of task extraction.

The link to a live demo website of our system
is https://clear-command.vercel.app. The
video demonstrating our system can be found
on https://youtu.be/ZF3HMMUEq9o. All project
details are presented in our Gitlab page https:
//gitlab.com/achref.d/clear-command.

2 Related Work

2.1 Information Extraction
The evolution of information extraction marks a
significant transition from rule-based methodolo-

gies (Chiticariu et al., 2013; Li et al., 2011) to
deep learning frameworks (Veyseh et al., 2022; Liu
et al., 2020; Ren et al., 2023). Recent advance-
ments leverage large language models to identify
relevant entities and actions within unstructured
text (Nakshatri et al., 2023; Cai et al., 2023; Gestrin
et al., 2024; Kirk et al., 2024) for tasks ranging
from named-entity recognition to robot task extrac-
tion from textual input. In this work, we leverage
LLMs to extract tasks from transcribed radio com-
munications in ASR missions.

2.2 Speech-to-Text Transcription

Early approaches to Voice-to-text transcription
primarily relied on Hidden Markov Models
(HMMs) combined with Gaussian Mixture Models
(GMMs) (Cui and Gong, 2007) and feedforward
neural networks. With the advent of deep learn-
ing, more sophisticated models such as Recurrent
Neural Networks (Amodei et al., 2016; Saon et al.,
2021; Hori et al., 2018), Long Short-Term Mem-
ory networks (Soltau et al., 2016; Zhang and Lu,
2018), and Transformer-based models (Kim et al.,
2022; Dong et al., 2018; Gulati et al., 2020) have
become prevalent. Shifting towards cloud-hosted
API services, modern speech recognition solutions
harness these services to deliver scalable and in-
tegrative capabilities. Cloud-hosted API services,
such as OpenAI Whisper, Google Cloud Speech-
to-Text, and IBM Watson Speech-to-Text, provide
entry points for real-time speech recognition that
scales and integrates with various applications. In
this work, we use the OpenAI Whisper API to
transcribe the radio communications to text, to be
processed by LLMs for summarization and task
extraction.

2.3 Text Summarization

Text summarization has evolved significantly with
the adoption of deep learning, transitioning from
traditional extractive techniques that select key sen-
tences (Goularte et al., 2019; Tang et al., 2020) to
more sophisticated abstractive methods that gen-
erate new sentences (Gerani et al., 2014; Shen
et al., 2023), capturing deeper nuances of the orig-
inal texts. Transformer models have been pivotal
in this advancement, learning from large datasets
to produce contextually relevant and fluent sum-
maries (Pilault et al., 2020). Reinforcement learn-
ing has further refined these models, enhancing
their adaptability and accuracy based on user feed-
back (Ramamurthy et al.). Additionally, the emer-
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gence of domain-specific models, trained on spe-
cialized datasets, ensures that summaries in fields
like medicine or emergencies are not only precise
but also practically applicable, handling domain-
specific terminologies and styles effectively (Otal
and Canbaz, 2024; Thirunavukarasu et al., 2023).

3 CLEAR-Command System

The CLEAR-Command system architecture is com-
posed of 4 modules and a user interface, as illus-
trated in Figure 1. The Speech-to-Text Module
automatically converts vocal communications into
text, which is used by the Summarization Module
to succinctly summarize crucial information that
is then passed to the Analysis Module to derive
and manage tasks. The Storage Module stores sum-
maries and derived tasks, which are fed back to the
Summarization Module and the Analysis Module
for context. The User Interface displays a com-
prehensive real-time overview of summaries and
derived tasks taken from the Storage Module. All
this process is designed to take place in a real-time
manner to enhance situational awareness and re-
sponse efficiency, minimizing the cognitive load
on responders by allowing them to concentrate on
operational execution rather than communication
management.
Speech-to-Text Module. This module uses the
OpenAI’s Whisper API1 to transcribe real-time vo-
cal communications, even in noisy emergency en-
vironments.
Summarization Module. The GPT-42 model is
used to extract concise summaries based on the
transcribed text from the Speech-to-Text Module
and previous summaries. The summary emphasizes
crucial information, which is achieved through it-
erative prompt design, including clear instructions
and examples. The prompt embeds the previous
summaries to enhance the situational understand-
ing.
Analysis Module. The GPT-4 model is used to ex-
tract structured information, such as tasks, from all
previous summaries. The prompt for the Analysis
Module is designed iteratively to return the struc-
tured information, such as tasks, in the expected
format. The prompt contains previous summaries
and structured information to be aware of exist-
ing information, such as tasks. For instance, an
unresolved task can be marked as resolved by the

1Whisper: https://github.com/openai/whisper
2GPT-4: https://openai.com/index/gpt-4/

Analysis Module when the provided information
indicates that the task is resolved.

Storage Module. This module provides storage
for the CLEAR-Command system, allowing the
Summarization and Analysis Module to use the
existing information from the ongoing emergency.
This storage prevents modifications to existing en-
tries and is append-only. The Storage Module pre-
serves the history, including the audio recording,
the transcriptions, the summaries, and structured
information, to ensure that everything is fully trans-
parent, understandable, and accessible through the
User Interface during and after the emergency.

User Interface. The User Interface is built in
HTML, CSS, and JavaScript. The User Interface
is composed of three panels, which are depicted
in Figure 2. The Communication Overview panel
shows the previous summaries and structured in-
formation from the Storage Module. The Tasks
Overview panel shows the derived tasks and their
status. The Radio panel allows users to interact
with the system through direct communication.

Communication Overview panel. This panel pro-
vides the list of previous and current communi-
cations, each containing the sender, the time of
creation, a transcription, a summarization, and a
list of derived structural information, such as cre-
ated tasks. Resolved tasks are marked as green,
and unresolved tasks are marked as red when refer-
enced in the overview. Ongoing communications
are marked red, as seen in Figure 2 at the bottom
of the Communication Overview Panel.

Tasks Overview panel. This panel shows a real-
time view of resolved and unresolved tasks, along
with an indication of their priority.

Radio panel. This panel contains a button for start-
ing and stopping vocal recordings, which allows to
interact with the system by adding new communi-
cations that will trigger the transcription, summa-
rization, and analysis process.

Implementation Details. We implemented our sys-
tem in Typescript running on NodeJS and Python,
incorporating libraries from the Hugging Face
ecosystem. Our Speech-to-Text and LLM mod-
els run on cloud inference endpoints, chosen for
their capabilities to support the computational de-
mands of the system’s data processing and machine
learning tasks and on-demand horizontal scaling to
support multi-user access.
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Figure 2: CLEAR-Command System Demo. Users are (1) introduced to the CLEAR-Command System, can (2)
select a scenario, and use the (3) user interface to get an (3a) overview of the communication, view the (3b) current
tasks, and interact with the system using the (3c) radio during the scenario.

4 Evaluation

We evaluate CLEAR-Command through two main
studies: an expert pre-study to assess the qual-
ity of summarization and instruction generation
across different models and a user study to evaluate
usability, trust, and workload in simulated emer-
gency scenarios. The detailed text of the scenarios
used in our evaluation, as well as further informa-
tion about the experts and questions can be found
in our Gitlab page https://gitlab.com/achref.
d/clear-command.

4.1 Expert Pre-Study

In this study, 4 professionals and researchers with
backgrounds in emergency response (firefighter),
machine learning, user experience, and semantics
assessed the quality of summarization and instruc-
tion generation using different models. We used
three models for summarization and instruction
generation: GPT4, LLama3-70B, LLama3-8B, and
LLama3-8B-instruct3.

During the study, the experts were provided a
transcribed vocal interaction between a team of
firefighters composed of a captain, a lieutenant,
a research and rescue team, a perimeter control
team, and a medical team. Furthermore, the out-
puts provided by the different models structured in
(1) conversation summary and (2) extracted tasks
were provided for the experts to assess the quality
of their outputs. After reading each model output,
the experts answered 5 questions structured as a
5-point Likert scale that address (1) the accuracy of
task identification and prioritization, (2) the seman-

3Llama models: https://huggingface.co/
meta-llama

tic accuracy and completeness, (3) the handling
of domain-specific jargon and noisy data, (4) the
usability of the summarized content, and (5) the
overall effectiveness, respectively.

For the analysis of the results of the pre-study,
depicted in Figure3, we use the Shapiro-Wilk test
to assess normality and the Wilcoxon signed-rank
test for paired samples to evaluate the significance
of the results.

GPT-4. “Accurate Task Identification” showed
normality with a Wilcoxon test statistic of 0.0, a
p-value of 0.12, and a high mean score of 5.00.
“Summarization Accuracy” also respected normal-
ity, with similar test results and a mean score of
4.00. “Domain-Specific Jargon Handling” did not
respect normality, with a test statistic of 0.0, a p-
value of 0.25, and a moderate mean score of 3.25.
“User-Friendly Organization” showed a high mean
score of 4.25, and ‘Coherent and Concise Sum-
mary’ had a mean score of 4.00, both respecting
normality.

LLama3-8B. “Accurate Task Identification” re-
spected normality with a test statistic of 0.0, a p-
value of 0.12, and a mean score of 4.00. ‘Summa-
rization Accuracy’ and ‘Domain-Specific Jargon
Handling’ had moderate mean scores of 3.25 and
3.50, respectively. ‘User-Friendly Organization’
had a mean score of 3.75, and ‘Coherent and Con-
cise Summary’ respected normality with a mean
score of 4.00.

Llama-3-8B-Instruct. “Accurate Task Identifica-
tion” respected normality with a test statistic of 0.0,
a p-value of 0.12, and a mean score of 3.25. ‘Sum-
marization Accuracy’ did not respect normality,
with a low mean score of 2.25. ‘Domain-Specific
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Figure 3: Expert pre-study results for different models (GPT-4, LLama3-8B, Meta-Llama-3-8B-Instruct, and
Llama3-70B). Each subplot shows the mean and standard deviation of the expert ratings on a 5-point Likert scale
for 5 evaluation metrics: Accurate Task Identification, Summarization Accuracy, Domain-Specific Jargon Handling,
User-Friendly Organization, and Coherent and Concise Summary.

Jargon Handling’ and ‘User-Friendly Organization’
had mean scores of 3.50 and 2.50, respectively.
‘Coherent and Concise Summary’ did not respect
normality with a mean score of 2.50.
Llama3-70B. “Accurate Task Identification” re-
spected normality with a test statistic of 0.0, a
p-value of 0.1250, and a mean score of 4.00. ‘Sum-
marization Accuracy’ and ’User-Friendly Organi-
zation’ both had mean scores of 4.00 and 3.75,
respectively. ‘Domain-Specific Jargon Handling’
had a mean score of 3.50, and ‘Coherent and Con-
cise Summary’ respected normality with a mean
score of 4.00.

4.2 User Study

We conducted a user study to compare CLEAR-
Command to a baseline approach based on radio
communication, which represents the current ap-
proach used for communication and task assign-
ment in emergency interventions for firefighters.
For the study, we recruited 10 participants aged
between 18 and 34 from diverse backgrounds rele-
vant to emergency response to evaluate the usabil-
ity and trustworthiness of the system. The study
adopts a within-subject design, meaning that par-
ticipants interacted with our system and the base-
line. During the study, participants heard a real
interaction between firefighters over the radio, and
their task was to write down the tasks that were
assigned during the conversation. To assess the
quality of CLEAR-Command in comparison to the
plain radio communication baseline, we adopt the
following metrics: Task Correctness (TC), Ease
of Use, Perceived Information Clarity, and Con-
fidence in Accuracy. The statistical analysis of
the user study comparing the CLEAR-Command

system to the baseline system reveals significant
differences across all evaluated metrics. The results
are depicted in Figure 4.

Task Correctness. This metric assesses the ac-
curacy of task identification by participants using
the CLEAR Command system compared to a base-
line radio communication system. Participants’ re-
sponses are evaluated on a scale from 0 to 10 based
on a GPT4 assessment, reflecting how closely their
identified tasks align with the correct set of tasks for
a given emergency scenario. Higher scores indicate
greater precision in task identification. The Mann-
Whitney U Test yielded a statistic of 33.5 with a
p-value of 0.0176, indicating a significant differ-
ence in correctness scores between the baseline
and CLEAR-Command systems. Specifically, the
CLEAR-Command system demonstrated a higher
correctness score with an effect size of 1.034. This
substantial effect size suggests that the CLEAR-
Command system significantly outperforms the
baseline system in accurately extracting tasks from
the communication data.

Ease of Use. We measure the usability of the pro-
posed systems in the study, using a 5-point Lik-
ert scale addressing the following question: “How
easy was it to identify and understand the tasks us-
ing this system?”. This metric yielded a Wilcoxon
statistic of 0.0 with a p-value of 0.0019. This result,
combined with an effect size of 2.138, indicates a
statistically significant and substantial difference
favoring the CLEAR-Command system over the
baseline. Participants found it significantly easier
to identify and understand tasks using the CLEAR-
Command system.

Perceived Information Clarity. We evaluate the
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Figure 4: User study results comparing the baseline radio communication system (baseline) and the CLEAR-
Command system (ours). Each subplot shows the mean and standard deviation of the user ratings on a 5-point
Likert scale for four evaluation metrics: Task Correctness, Ease of Use, Clarity of Information, and Confidence in
Accuracy. The results indicate significant improvements in all metrics when using the CLEAR-Command system.

perceived clarity of the information provided by
each system using a 5-point Likert scale address-
ing the following question: “How clear was the
information provided by the system in helping you
identify the necessary tasks?”. In this case, the
Wilcoxon statistic was 0.0 with a p-value of 0.0018.
The effect size of 1.968 also suggests a significant
and notable improvement in the clarity of informa-
tion provided by the CLEAR-Command system.
This demonstrates that the CLEAR-Command sys-
tem significantly enhances users’ ability to compre-
hend the information needed to identify necessary
tasks.

Confidence in Accuracy. We assessed the confi-
dence of participants that they extracted the right
tasks from the audio conversation using a 5-point
Likert scale addressing the following question:
“How confident did you feel about the complete-
ness and accuracy of the tasks you wrote down?”.
The analysis of this metric showed a Wilcoxon
statistic of 1.50 with a p-value of 0.0029. The ef-
fect size here was 1.637, indicating a significant
and meaningful increase in user confidence regard-
ing task completeness and accuracy when using the
CLEAR-Command system.

5 Discussion

CLEAR-Command demonstrates significant im-
provements in emergency response through effec-
tive communication summarization and task alloca-
tion. The integration of speech recognition models
for transcription and LLMs for summarization and
instruction generation showcases the potential of
state-of-the-art LLMs in critical situations. How-
ever, despite these advancements, certain limita-
tions must be acknowledged.

While CLEAR-Command is effective in enhanc-

ing emergency response through communication
summarization and task analysis, it has several lim-
itations. Our reliance on specific models for tran-
scription (OpenAI Whisper) and summarization
and instruction generation (GPT-4) introduces de-
pendencies on their performance, which may be
affected by linguistic diversity and noisy environ-
ments. The substantial computational resources
required by these models may also limit their de-
ployability in resource-constrained settings.

The validity of our evaluation should be consid-
ered in the light of the following constraints. The
expert study, involving 4 experts, and the user study,
with 13 participants, provide preliminary insights
that could be deepened through larger participant
samples from different emergency sectors. Due to
computational constraints, our evaluation consid-
ered solely a zero-shot setup to adapt the models to
our specific use case. While achieving the reported
results without training demonstrates the capabili-
ties of state-of-the-art LLMs and their potential in
emergency use cases, we believe that fine-tuning
models can enhance the performance further.

6 Conclusion

In this paper, we introduced CLEAR-Command, a
system designed to enhance emergency response ef-
ficiency through the transcription, summarization,
and task allocation of emergency communications
in SAR missions. By integrating OpenAI Whis-
per for voice-to-text transcription and Chat-GPT4
for summarization and task extraction, CLEAR-
Command manages and organizes critical radio
communication data in real-time. Our evaluation,
comprising an expert pre-study and a user study,
shows that CLEAR-Command outperforms tradi-
tional radio communication methods in terms of
clarity, trust, and correctness.
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Broader Impact

The deployment of CLEAR Command promises
substantial improvements in emergency response
efficacy by streamlining communication and task
management. Automating the transcription and
summarization of emergency communications en-
ables responders to receive clear, concise, and ac-
tionable information swiftly, reducing cognitive
load and minimizing errors in high-pressure envi-
ronments. This system not only enhances imme-
diate operational effectiveness but also contributes
to longer-term improvements in response strate-
gies and training programs. By refining commu-
nication processes, CLEAR Command can lead
to more coordinated and timely interventions, ul-
timately saving lives and resources. Furthermore,
the technologies and methodologies developed for
this system can be adapted to other critical fields
such as disaster management, military operations,
and large-scale event coordination, demonstrating
its potential to broadly enhance situational aware-
ness and operational efficiency across various high-
stakes domains. This broader applicability under-
scores CLEAR Command’s role in fostering a safer
and more resilient society.

Ethics Statement

The primary objective of this research is to en-
hance emergency response capabilities through the
use of Natural Language Processing technologies.
By leveraging Large Language Models, our sys-
tem, CLEAR Command, aims to improve commu-
nication clarity, task identification accuracy, and
operational efficiency in critical emergency sce-
narios. We are committed to the ethical use of
LLMs and recognize the importance of balancing
technological advancements with societal benefits.
Our work focuses on using these models to support
first responders, thereby potentially saving lives
and reducing harm during emergencies. All par-
ticipants in our studies provided informed consent,
and their data was handled with strict confidential-
ity to ensure privacy and anonymity. Both stud-
ies were approaved by the ethical commity of our
university. While we acknowledge the significant
computational resources required for LLMs, which
contribute to environmental impacts, our approach
employs zero-shot to minimize energy consump-
tion. Our intention is to harness the power of LLMs
responsibly, aiming to create positive, real-world
impacts in emergency management and response.
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