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Abstract

In this work, we introduce MultiReflect, a
novel multimodal self-reflective Retrieval Aug-
mented Generation (RAG)-based automated
fact-checking pipeline. MultiReflect is de-
signed to address the challenges of rapidly
outdated information, limitations in human
query capabilities, and expert knowledge barri-
ers in fact-checking. Our proposed pipeline
leverages the latest advancements in Large
Language Models (LLMs) and Retrieval Aug-
mented Generation (RAG) to enhance fact ver-
ification across text and images. Specifically,
by integrating multimodal data processing with
RAG-based evidence reflection, our system im-
proves the accuracy of fact-checking by utiliz-
ing internet-sourced verification. We evaluate
our results on the VERITE benchmarks and us-
ing several multimodal LLMs, outperforming
baselines in binary classification.1

1 Introduction

Information plurality, particularly on the internet,
presents both opportunities and challenges in iden-
tifying accurate and up-to-date information. Given
the increasing reliance on online platforms for news
consumption, learning, and interaction (Eurostat,
2022), developing effective mechanisms to distin-
guish between truthful and false information has
become more critical. However, the increase of co-
ordinated misinformation movements by spam bots,
and other forms of informational chaos have signif-
icantly complicated this process. Therefore, more
advanced and systematic approaches are required
to evaluate and verify (fact-check) the credibility
of information sources.

With the emergence of Large Language Models
(LLMs), which can understand and learn from bil-
lions of texts, automated fact-checking has grown
in popularity as an alternative to traditional manual

1https://github.com/ukangur/MultiReflect

methods (Guo et al., 2022). While LLMs are state-
of-the-art tools for various language understanding
and reasoning tasks, they still face several limita-
tions, such as hallucinations, overconfidence, and
bias (Xu et al., 2024b; Li et al., 2024). To address
these issues, several studies have employed Re-
trieval Augmented Generation (RAG) techniques,
which allow the model to check based on externally
verified information (Lewis et al., 2021; Gao et al.,
2024).

Language, however, is only part of the challenge
when it comes to fact-checking information on
the internet. Online information is presented in
various forms, including text, images, video, and
sound. As a result, fact-checking also requires
the retrieval and reasoning of information across
multiple modalities (Akhtar et al., 2023b; Martin
et al., 2025). More recently, several state-of-the-art
models, such as GPT-4V (OpenAI, 2023), GPT-4o
(OpenAI, 2024), DeepSeek-VL2 (Wu et al., 2024)
and Claude 3 (Anthropic, 2024), have made rea-
son across multimodal data possible. These rapid
advancements highlight the need for multimodal
fact-checking, which has grown with the increased
prevalence of complex information that spans vari-
ous data types: text, image, video, and audio. Sys-
tems like COSMOS (Aneja et al., 2021), Twitter-
COMMs (Biamby et al., 2022), EXMULF (Amri
et al., 2022), ChartBERT (Akhtar et al., 2023a),
RED-DOT and (Papadopoulos et al., 2024a) have
made significant progress in tackling the challenges
posed by multimodal data.

However, despite their successes, these systems
have not fully taken advantage of RAG, a cru-
cial component for dynamic and context-aware
evidence retrieval in the multimodal setting. To
address this gap, we introduce MultiReflect, il-
lustrated in Figure 1, which integrates multimodal
fact-checking (image + text) with a self-reflective
RAG framework. Our system is designed to dy-
namically retrieve, evaluate, and rank supporting
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Top text evidence
Ivanka, Don Jr. & Eric in Russia-Address: 8 Kiyevskaya Ul., Moscow

I was recently sent these photos of Ivanka, Don Jr. & Eric Trump in
Moscow, Russia.They're definitely from a few years back, we
guess sometime in the 2006-2009 range.And it's definitely in
Russia.It Looks like they're doing business in Russia, looking at

property. Take a look for yourself below.

On the left is Elena Baronoff - who worked for Trump in Florida &
is apparently a former Russian spy- Gil Dezer who ran Trump

properties in the middle & we have no idea who it is on the right.

Also just FYI: In the cover photo they are standing right next to
this address: 8 Kiyevskaya Ul., Moscow. Therefore, the caption claiming that

these individuals are members of
the United States Congress is out of
context.

Verdict: True
The information provided in the
evidences confirms the identity of the
individuals in the photograph, stating
their association with Donald Trump
and their visit to Moscow, Russia.

The text evidence explicitly
identifies Elena Baronova (also
known as Elena Baronoff), Ivanka
Trump, Michael Dezer, Michael
Babel, Donald Trump Jr., and Eric
Trump, all of whom are present in
the photograph. 

No extra evidence needed

Figure 1: MultiReflect system overview. The proposed pipeline contains six phases: (1) consistency checking, (2)
evidence checking, (3) retrieval, (4) evidence filtering, (5) evidence ranking and (6) verification. The colors indicate
using both modalities in gray/black, or only image data in yellow, or only text data in blue.

evidence, improving reasoning capabilities and ac-
curacy of multimodal fact verification.

We summarize our contributions as follows:

- We propose a novel pipeline MultiReflect, a
multimodal self-reflective RAG-based auto-
mated fact-checking pipline.

- The novelty of the approach is in combining
RAG-based evidence reflection with multi-
modal fact-checking.

- Our MultiReflect system achieves state-of-the-
art results in binary classification in the Multi-
modal fact-checking VERITE benchmark.

2 Data

For our experiments, we utilize the VERITE
dataset, a multimodal fack-checking benchmark
dataset (Papadopoulos et al., 2024b). The dataset
contains 892 different image-text pairs with the
labels "True" (302), "Miscaptioned" (302), and
"Out-of-context" (288). The dataset incorporates a
wide range of real-world data while specifically
excluding "asymmetric multimodal misinforma-
tion" (Asymmetric-MM), which refers to scenarios
where one form of modality significantly amplifies
misinformation while others have minimal impact.
Also, the data implements "modality balancing,"
ensuring that each image and caption are repre-
sented twice in the dataset: once within truthful
contexts and once within misleading pairs.

3 Proposed Method: MultiReflect

In this section, we introduce our proposed six-
phase pipeline: (1) consistency checking, (2) evi-
dence checking, (3) retrieval, (4) evidence filtering,
(5) evidence ranking, and (6) verification.

3.1 Phase 1: Consistency checking

In this phase, we filter inputs by checking the align-
ment between the image and the caption. If incon-
sistent, the post is marked as OUT-OF-CONTEXT
(as shown in Figure 1 with the second example).
Three strategies are evaluated to determine the best
method for consistency checking. The best strategy
is used in the pipeline for the consistency checking
phase.
Image-to-Text consistency: Using CLIP Large-
336 (Radford et al., 2021), cosine similarity be-
tween image-caption embeddings determines con-
sistency based on the best threshold of 0.28 esti-
mated via grid search within the range [0.10 - 0.39].
Text-to-Text consistency: BLIP-2 (Li et al., 2023)
generates descriptions for images, compared to cap-
tions using cosine similarity via SBERT (Reimers
and Gurevych, 2019), with best threshold 0.10
for all model (BLIP-22.7B, BLIP-26.7B and BLIP-2
FLAN) estimated similar to Image-to-Text method.
Multimodal consistency: Since multimodal
LLMs can comprehend and perform reasoning on
both text and images, we use the image-caption
pairs to evaluate their consistency. We adopt
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Figure 2: Performance Metrics of Different Consistency
Checking Strategies (Phase 1). We rely on three valida-
tion methods: Image-to-Text consistency using CLIP,
Text-to-Text consistency using BLIP (via SBERT), and
Multimodal consistency using GPT-4V model.

a prompt-based approach wherein each image-
caption pair is evaluated to ascertain the alignment
between the provided text and the associated im-
age. Specifically, the prompt instructs the model to
assign a binary score [0,1] whether the caption ac-
curately describes the depicted image. We evaluate
multimodal consistency using GPT-4V (OpenAI,
2023). Figure 2 shows that the LLM multimodal
consistency strategy has the highest F1-score, there-
fore, we adopt this strategy in our pipeline.

3.2 Phase 2: Evidence checking

The aim of this phase is for the model to evaluate
if extra evidence is needed, inspired by the work
of (Asai et al., 2023). We do this to differenti-
ate between information that contains changing or
unchanging events. For example, political events
may require external evidence for up-to-date infor-
mation, while physics or nature-related statements,
like the world being round, generally remain consis-
tent over time. Additionally, this phase allows the
model to be more dynamic when evaluating how
much information is needed to fact-check some-
thing. We can see this phase in Figure 1, where
the first example requires evidence and the third
example does not.

We employ the use of multimodal LLM (e.g.
GPT-4o-mini) for this task as it allows the model to
evaluate the post and the evidence text and image
data at the same time. This phase can occur several
times during fact-checking one post, as the model
can ask for additional evidence several times. To
keep this process more efficient, in the evidence
retrieval phase, we collect more evidence the first
time around and then only provide additional evi-
dence if it is asked in the next iterations of phase 2.

3.3 Phase 3: Evidence retrieval

In this phase, we retrieve both textual and visual
evidence required to fact-check the original input
post. We collect the evidence for both modalities
using at least 3 sources to lower the chances of bias
brought by single-source dependency. In addition,
we collect all evidence straight from the internet
without using any static databases. We do this
to ensure the most up-to-date information. We
explain the full procedure of evidence collection
in the following subsections, as shown in Figure 1
with the top (True) example.
Textual evidence: We retrieve textual evidence
from three sources - Wikipedia, Google search, and
Bing search. For Wikipedia (Wikimedia, 2024), we
search for the top 10 articles. For Google, we use
the Google Custom Search API (Google, 2024)
to get the top 10 Google search results and col-
lect their textual data. We also use the Google
Cloud Vision API (Cloud, 2024) to collect textual
information from pages that include a fully or par-
tially matching reverse image search result with
our original multimodal post. For Bing search, we
use the Bing Web Search API (Microsoft, 2024b)
to get the top 10 Bing search results and collect
the textual data from each of them. We addition-
ally use the Bing Visual Search API v7 (Microsoft,
2024a) to collect textual information from pages
that include a matching image search result with
our multimodal post.
Visual evidence: We retrieve visual evidence from
three sources - Wikimedia Commons, Google Im-
age Search, and Bing Image Search. For Wikime-
dia Commons, we use the Wikimedia Commons
API (Wikimedia, 2024) to retrieve the top 10 im-
ages by querying for each entity from the textual
caption of the original post. For Google Image
Search, we use Google Custom Search (Google,
2024) to get the top 10 regular image search results
by querying all the entities from the textual caption.
With Bing Image Search, we use the Bing Image
Search API v7 (Microsoft, 2024a) to get the top
10 regular image search results by querying all the
entities from the textual caption.

3.4 Phase 4: Evidence filtering

In this phase, we filter the retrieved evidence based
on consistency with the original post data to ensure
we do not rank unrelated evidence (as shown in
Figure 1). The differences in filtering for textual
and visual evidence are introduced as follows:
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Textual evidence: With textual evidence, we first
split each piece of evidence into paragraphs or if
paragraphs are not given, then into sentence chunks
of 250 words maximum. We use SBERT (Reimers
and Gurevych, 2019) to find the top 3 most semanti-
cally similar paragraphs to the original post caption
from each online source (i.e. Wikipedia, Google
Search, Google Inverse Search, Bing Search, Bing
Visual Search). Then, we extract the top matching
paragraph from each textual evidence and dismiss
all other paragraphs. By filtering irrelevant details,
we retain only text relevant to domain-specific fact-
checking. For example, focusing on Biden’s polit-
ical decisions while excluding information about
his private life events.
Visual evidence: With visual evidence, we embed
the images with CLIP Large-336 (Radford et al.,
2021) and then use cosine similarity to filter out
irrelevant images to the original post and find the
top 3 images from each source (i.e. Wikimedia
Commons, Google Image Search and Bing Image
Search).

3.5 Phase 5: Evidence ranking
We use this phase to evaluate the quality of the
given evidence based on five attributes: (1) Author-
ity, (2) Timeliness, (3) Relevancy, (4) Support
and (5) Usefulness. We compute a unified score to
rank the evidence based on these attributes. After
this we extract the top ranking text evidence and
top ranking image evidence (as shown in Figure
1 with the first example). We keep the other rank-
ing scores in case the pipeline requires additional
evidence.
Authority This attribute captures how authorita-
tive is the source of the evidence. We check the
authority on how factual, biased, and reliable the
sources are. For example, if a source contains fac-
tual content, which is neutral and is also reliable,
then it is considered authoritative. To label the
sources with these attributes in mind, we use the
source bias dataset as introduced by Kangur et al.
(2024). This dataset provides aggregated factual-
ity, bias and reliability annotations of the top 500
sources used in X Community Notes (Community
Notes, 2024) using pre-defined labels from three
trusted media monitoring institutions: Media bias
fact-check2, Allsides3, and Adfontes4. As these
labels are ordinal (i.e. they can be ordered), we

2mediabiasfactcheck.com
3allsides.com
4adfontes.com

transform the labels into predefined scores ranging
from 0 to 1, except for the factuality score, which
is calculated on a scale from -1 to 1, to additionally
penalize unfactual sources. The authority score for
evidence is calculated as the sum of the factuality,
bias and reliability scores as shown:

SAuthority = AFactuality +ABias +AReliablity

AFactuality =





1.0 if rated Very High Factuality
0.66 if rated High Factuality
0.33 if rated Mostly Factual
0.0 if rated Mixed Factuality
−0.33 if rated Low Factuality
−0.66 if rated Very Low Factuality
−1.0 if rated Satire
0.0 otherwise.

ABias =





0.0 if rated as Left or Right
0.5 if rated as Left-Center or Right-Center
1.0 if rated as Center
0.0 otherwise

AReliablity =





1.0 if rated as Reliable
0.5 if rated as Generally Reliable
0.0 if rated as Mixed Reliability
0.0 otherwise

Relevancy evaluates how well the evidence per-
tains to the multimodal post. The goal is to assess
if the evidence is relevant to the factual accuracy of
the image or caption. We use a multimodal LLM
(e.g. GPT-4o-mini) to label evidence as relevant
(SRelevancy = 1) or irrelevant (SRelevancy = 0).
Support evaluates how well the evidence backs
the claims in the post. We use a multimodal LLM
(e.g. GPT-4o-mini) to assess the factual accuracy
of the input text and image, by examining their
alignment with the evidence based solely on the
provided information. An entailment scale is used
to assign scores based on the degree of support:

SSupport =

{
1 if Fully Supported
0.5 if Partially Supported
0 if No Support/Contradictory

Usefulness measures how informative and relevant
the evidence is for accepting or rejecting the claim
in the post. We use a multimodal LLM (e.g. GPT-
4o-mini) to assess how well the evidence helps
determine the factuality of the input image and cap-
tion. A 5-point scale is used to score the evidence,
with utility scores mapped to numeric values as
follows:

SUsefulness =





+1 if score = 5 (Highly informative)
+0.5 if score = 4 (Mostly sufficient)
0 if score = 3 (Adequate)
−0.5 if score = 2 (Limited)
−1 if score = 1 (Irrelevant)
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Timeliness evaluates how recently the information
in the evidence is provided. Evidence E is con-
sidered timely if its date t(E) < 2 years, and it
has a positive score in at least one of Relevancy,
Support, or Usefulness. This ensures that only
relevant and meaningful recent evidence is priori-
tized, avoiding the ranking of irrelevant but recent
content. The score is assigned as follows:

STimeliness =





1 if t(E) < 2 years and
SRelevancy + SSupport+

SUsefulness > 0

0 otherwise

Combined Evidence Score: The overall evidence
score is calculated as the sum of all of the five
attributes. Based on this score, we extract the
top ranking (highest scored) image and textual evi-
dence. These are passed into the evidence checking
(phase 2) and verification (phase 6) phases.

However, our human evaluation showed that
Timeliness and Authority are hard to discern from
visual evidence alone due to potential reuploads
that may not reflect the original context. Therefore,
we use all five attributes to rank textual evidence,
but only Relevancy, Support, and Usefulness for
visual evidence.

3.6 Phase 6: Verification
This phase verifies whether the original post is
FALSE, OUT-OF-CONTEXT, or TRUE. For veri-
fication, we prompt a multimodal LLM model (e.g.
GPT-4o-mini) to assess the factual accuracy of the
input image and caption using the provided evi-
dence, labeling the output as OUT-OF-CONTEXT,
MISCAPTIONED, or TRUE. If the pipeline fails
at any stage (e.g. due to LLM policy filters), we
mark the original post as TRUE during verification,
adhering to the principle of innocent until proven
guilty. As baselines, we used the available bench-
marks of the VERITE dataset. In Figure 1, we can
also see the verdicts and explanations for the first
and third examples. These explanations also allow
the user to understand the reasoning process of the
model.

4 Experimental Results

In the following section, we introduce our (1) base-
lines and experimental results (2).

4.1 Baselines
VERITE (Papadopoulos et al., 2024b). The
VERITE dataset paper introduces a transformer-

based model for detecting misinformation by com-
bining image and text information. It uses CLIP
ViT-L/14 to extract visual and textual features,
which are merged into a single vector represent-
ing the image-caption pair. The vector is then pro-
cessed by a transformer encoder that omits posi-
tional encodings and applies average pooling with
multi-head self-attention. A final classification
layer predicts the label of the image-caption pair.
The model is trained on datasets like CLIP-NESt
and CHASMA-D, which include synthetic multi-
modal misinformation. To handle class imbalance,
random down-sampling was used, and the model
was trained using categorical cross-entropy loss for
multiclass classification.
RED-DOT (Papadopoulos et al., 2024a). The Rel-
evant Evidence Detection Directed Transformer
(RED-DOT) is a model for multimodal fact-
checking that focuses on identifying and leveraging
relevant evidence. It uses CLIP-ViT-L/14 to extract
visual features from images and textual features
from captions. An evidence re-ranking module em-
phasizes relevant content via intra-modal similarity,
while irrelevant items are filtered using hard neg-
ative sampling. Features from both modalities are
fused using element-wise operations and concate-
nation, then processed by a transformer to predict
evidence relevance and the overall class. RED-
DOT is trained on the NewsCLIPings+ dataset
with multi-task learning and evaluated using Out-
of-Distribution Cross-Validation (OOD-CV).
MultiReflect models. We compare the efficiency
of our pipeline using five different vision LLM
models: GPT-4V (OpenAI, 2023), GPT-4o-mini
(OpenAI, 2024), Gemma 3 (Team et al., 2025),
LLaVA-CoT (Xu et al., 2024a) and DeepSeek-
VL2 (Wu et al., 2024). GPT-4V is a large vision-
language model that integrates advanced visual and
textual reasoning across different domains. GPT-
4o-mini builds on this by offering a lighter, faster
variant optimized for real-time, low-latency inter-
action. Gemma 3 (12B) is a general-purpose multi-
modal foundation model using a modified SigLIP
vision encoder. LLaVA-CoT (11B) brings visual in-
puts together with step-by-step reasoning, improv-
ing performance on tasks that require both under-
standing and explanation. We select LLaVA-CoT
and Gemma 3 as they perform on par with GPT-
4o-mini on reasoning benchmarks. DeepSeek-VL2
(4.2B) similarly focuses on multimodal reasoning,
using techniques like mixture-of-experts, dynamic
image tiling and multi-head latent attention to ex-
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Type Class GPT-4V GPT-4o-mini LLaVA-CoT (11B) DeepSeek-VL2 (4.2B) Gemma 3 (12B)

Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

M

ALL 0.49 0.53 0.49 0.46 0.50 0.53 0.50 0.50 0.38 0.59 0.38 0.30 0.36 0.38 0.36 0.31 0.44 0.52 0.44 0.37
TRUE 0.69 0.62 0.65 - 0.60 0.48 0.53 - 0.41 0.69 0.51 - 0.38 0.53 0.44 - 0.47 0.71 0.56
MC 0.54 0.16 0.25 - 0.56 0.34 0.42 - 1.00 0.00 0.01 - 0.34 0.49 0.40 - 0.41 0.59 0.49
OOC 0.37 0.69 0.48 - 0.43 0.70 0.53 - 0.34 0.45 0.38 - 0.42 0.04 0.07 - 0.71 0.02 0.03

B
ALL 0.78 0.75 0.74 0.74 0.72 0.70 0.72 0.71 0.56 0.64 0.56 0.57 0.54 0.59 0.54 0.56 0.63 0.68 0.63 0.64
TRUE 0.69 0.62 0.65 - 0.60 0.48 0.53 - 0.41 0.69 0.51 - 0.38 0.53 0.44 - 0.47 0.71 0.56
FALSE 0.81 0.86 0.83 - 0.76 0.84 0.80 - 0.75 0.49 0.59 - 0.70 0.55 0.62 - 0.80 0.59 0.68

Table 1: Performance results of the proposed pipeline MultiReflect on the VERITE dataset. The results are shown
for both the binary case (denoted as B, with labels TRUE and FALSE) and the multi-class case (denoted as M,
with labels TRUE, MISCAPTIONED [MC], and OUT-OF-CONTEXT [OOC]). The drop in performance in the
multi-class classification indicates that the model struggles to distinguish between MISCAPTIONED and OUT-
OF-CONTEXT datapoints. The best overall accuracy and F1-scores for both binary and multi-class settings are
highlighted. We observe that GPT-4o-mini performs best in the multi-class setting, while GPT-4V performs best in
the binary classification setting.

Model Accuracy

Multi-class Binary

VERITE (Papadopoulos et al., 2024b) 0.52 0.73
RED-DOT (Papadopoulos et al., 2024a) 0.77

GPT-4V (OpenAI, 2023) 0.49 0.78
GPT-4o-mini (OpenAI, 2024) 0.50 0.72
LLaVA-CoT (11B) (Xu et al., 2024a) 0.38 0.56
DeepSeek-VL2 (4B) (Wu et al., 2024) 0.36 0.54
Gemma 3 (12B) (Team et al., 2025) 0.44 0.63

Table 2: The results show that MultiReflect with
GPT-4V outperforms all baselines in binary classifica-
tion. However, all MultiReflect versions underperform
against the original VERITE baseline in multi-class clas-
sification.

tract and align the most relevant visual and textual
features. We select DeepSeek-VL2 as a compari-
son due to its reliance on mixture-of-experts and
good performance on reasoning benchmarks given
its relatively small size.

4.2 Results

The VERITE dataset provides three classes: TRUE,
MISCAPTIONED, and OUT-OF-CONTEXT. For
binary classification, however, MISCAPTIONED
and OUT-OF-CONTEXT are combined into a sin-
gle FALSE class. We evaluate both binary and
multi-class (taking into account all three classes).
Multi-class results: In the multiclass setting, our
pipeline achieved the best result with GPT-4o-mini
with a macro F1-score of 0.50 and accuracy of 0.50,
slightly lower than the VERITE benchmark accu-
racy of 0.52 (see Table 2). Surprisingly, the score
for the larger GPT-4V is lower, suggesting that the
pipeline struggles to differentiate false subclasses.
This is also shown when we look at the TRUE
class, as the GPT-4V model performs the best with

a F1-score of 0.65, the highest among all classes.
However, for the MISCAPTIONED class GPT-4V
showed a low F1-score of 0.25, driven by a recall
of 0.16, indicating difficulty in identifying MIS-
CAPTIONED posts. The same difficulty arised for
LLaVA-CoT, which only identified a single MIS-
CAPTIONED post due to being overconfident in
the verification stage. Surprisingly, Gemma 3 per-
forms the best win identifying MISCAPTIONED
posts with an F1-score of 0.49 showing its capa-
bility of using evidence critically. For OUT-OF-
CONTEXT, GPT-4o-mini achieved an F1-score of
0.53, primarily due to low precision (0.43) of OUT-
OF-CONTEXT class. DeepSeek-VL2, performs
the worst out of the four with an F1-score of 0.36
due to misclassifying OUT-OF-CONTEXT posts.
We note that these results highlight the pipelines
poor capability to differentiate which modality in-
cludes the false information.

Binary results: In the binary setting, we see that
GPT-4V performs the best out of the three mod-
els in all metrics achieving a F1-score of 0.74
and an accuracy of 0.78, exceeding the VERITE
benchmark of 0.72 and RED DOT baseline of
0.77 (see Table 2). The TRUE class retained its
F1-score of 0.65, while the combined false class
achieved 0.83 as shown in Table 1. The overall
result against other baselines is shown in Table
2, our model achieves the best binary results in
the VERITE benchmark dataset. The open-source
models (Gemma 3, LLaVA-CoT and DeepSeek-
VL2) all perform worse in both classes compared
to the OpenAI models. This performance gap may
be attributed to less effective use of evidence in the
verification process.
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Type Class No Evidence All Evidence

Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

Multi-Class

ALL 0.49 0.53 0.49 0.46 0.50 0.53 0.50 0.50
TRUE - 0.69 0.62 0.65 - 0.60 0.48 0.53
MISCAPTIONED - 0.54 0.16 0.25 - 0.56 0.34 0.42
OUT-OF-CONTEXT - 0.37 0.69 0.48 - 0.43 0.70 0.53

Binary
ALL 0.78 0.75 0.74 0.74 0.72 0.70 0.72 0.71
TRUE - 0.69 0.62 0.65 - 0.60 0.48 0.53
FALSE - 0.81 0.86 0.83 - 0.76 0.84 0.80

Table 3: Performance results on the VERITE dataset under No Evidence and All Evidence conditions using
GPT-4V. The results are shown for both the multi-class (TRUE, MISCAPTIONED, and OUT-OF-CONTEXT) and
binary (TRUE, FALSE) settings. The “ALL” row gives the overall accuracy (Acc.), while per-class rows show only
precision (Prec.), recall (Rec.), and F1.

5 Ablation Study

We conduct an ablation study of our best-
performing model, GPT-4V, on the benchmark to
evaluate the role of evidence within the MultiRe-
flect pipeline. This analysis focuses on two key
questions: (1) Is any evidence necessary for effec-
tive verification? (2) Does the ranking of evidence
contribute meaningfully to performance? To ad-
dress the first question, we evaluate the system’s
performance when no evidence is provided during
the verification stage. For the second, we provide
all available evidence without applying any rank-
ing. The results demonstrate that RAG-enhanced
retrieval and ranking both play a critical role in
strengthening multimodal reasoning.

5.1 No evidence

This subsection analyzes the pipeline without us-
ing evidence, excluding phases 2 to 5, for both
multi-class and binary settings. This means that
this variation of the pipeline only checks for con-
sistency and then goes directly into verification if
the post is found to be consistent.
Multi-class results: Without evidence, the model
achieves an F1-score of 0.41, which is lower than
the pipeline’s 0.46, as shown in Table 3. This indi-
cates that evidence improves multi-class verifica-
tion. Specifically, for the TRUE class, the F1-score
drops to 0.46 from 0.65. Interestingly, MISCAP-
TIONED posts perform better without evidence,
achieving an F1-score of 0.29 compared to 0.25,
suggesting that evidence may mislead in this cat-
egory. In both evaluation scenarios, the F1-score
for MISCAPTIONED posts remains consistently
low, highlighting the model’s persistent difficulty
in accurately distinguishing them from the other
classes.

Binary results: As detailed in Table 3, without ev-
idence, the model’s overall F1-score is 0.63, under-
performing compared to 0.74 in the full pipeline.
The classwise F1-scores for TRUE and FALSE
drop to 0.46 and 0.79 from 0.65 and 0.83, respec-
tively, highlighting the importance of evidence in
binary settings. The larger drop in the TRUE class
score highlights that evidence is crucial for reduc-
ing false negatives and confirming truthful posts,
as its absence increases uncertainty.

5.2 All evidence

This subsection analyzes the pipeline without phase
2 (evidence checking), providing all retrieved evi-
dence in the verification phase for both multi-class
and binary settings.
Multi-class results: Providing all evidence does
not improve the F1-score beyond 0.46, matching
the regular pipeline’s performance as reflected in
Table 3. This suggests that adding more evidence
does not necessarily enhance the model’s accuracy.
However, giving all of the evidence adds additional
computational costs to the pipeline, making the
regular pipeline more preferable. The classwise
F1-scores for all classes are lower than in the full
pipeline, except for MISCAPTIONED, which in-
creases to 0.30 from 0.25.
Binary results: With all evidence included, the F1-
score decreases to 0.72 compared to 0.74 in the full
pipeline, confirming that an overload of evidence
can hinder effective reasoning, as shown in Table 3.
The F1-scores for TRUE and FALSE are slightly
lower at 0.63 and 0.81, respectively, than those in
the regular pipeline. This highlights the need for
careful evidence selection methods as providing all
of the retrieved evidence can make the reasoning
noisy in the verification phase.
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Fact-Checking System Evidence Retrieval Multimodal Verification Evidence Ranking RAG

COSMOS (Aneja et al., 2021) × ✓ ✓ × ×
EXMULF (Amri et al., 2022) × ✓ ✓ × ×
Twitter-COMMs (Biamby et al., 2022) × ✓ ✓ × ×
MuRAG* (Chen et al., 2022) ✓ (static knowledge base) ✓ × ✓ ✓
CCN (Abdelnabi et al., 2022) ✓ (internet) ✓ ✓ × ×
BERT + LSTM (Hammouchi and
Ghogho, 2022)

✓ (internet) ✓ ✓ ✓ (source credibility) ×

Self-RAG* (Asai et al., 2023) ✓ (internet + static knowl-
edge base)

× × ✓ (relevancy, support-
edness, usefulness)

✓

ChartBERT (Akhtar et al., 2023a) × ✓ ✓ × ×
FakeNewsGPT4 (Liu et al., 2024) × ✓ ✓ × ×
RED-DOT (Papadopoulos et al., 2024a) ✓ (internet) ✓ ✓ ✓ (similarity) ×
MultiReflect (Ours) ✓ (internet) ✓ ✓ ✓ ✓

Table 4: Overview of related works and associated features. We highlight that our work MultiReflect is the only one
to utilize RAG for the multimodal verification task. The (*) refers to work in the domain of Question-Answering.

6 Related Works

In this section, we introduce several related meth-
ods and papers to our work. We additionally high-
light the main feature differences between the meth-
ods in Table 4.
Automated Fact-Checking. Fact-checking meth-
ods have significantly evolved with advancements
in artificial intelligence, particularly through the de-
velopment of LLMs and automated systems. Early
systems such as those introduced by Thorne et al.
(2018) and Thorne and Vlachos (2021) relied on
static knowledge bases for evidence retrieval for
fact-checking and correction. However, these sys-
tems lacked the ability to update their knowledge
bases dynamically, which is critical in the fast-
paced information era.

Recent efforts have seen the integration of Re-
trieval Augmented Generation (RAG) techniques
to enhance the reliability and accuracy of fact-
checking systems. For instance, models such as
MuRAG (Chen et al., 2022) and Self-RAG (Asai
et al., 2023) have utilized not only static knowl-
edge bases but also the internet to retrieve current
and relevant information. These models enhance
the fact-checking process by employing RAG for
dynamic evidence retrieval, allowing for a more
accurate verification of facts by evaluating vari-
ous aspects of information quality. This approach
significantly surpasses earlier models that relied
only on static databases or lacked evidence ranking
mechanisms (Gao et al., 2024).
Multimodal Fact-Checking. The need for multi-
modal fact-checking has grown with the increased

prevalence of complex information that spans vari-
ous data types: text, image, video, and audio. Sys-
tems like COSMOS (Aneja et al., 2021), Twitter-
COMMs (Biamby et al., 2022), EXMULF (Amri
et al., 2022), ChartBERT (Akhtar et al., 2023a),
RED-DOT and (Papadopoulos et al., 2024a) have
made significant progress in tackling the challenges
posed by multimodal data. However, prior works
rely heavily on training, limiting usability in low-
resource settings, and often focus only on intra-
modal relationships, overlooking nuanced cross-
modal relationships.

To the best of our knowledge, our MultiReflect
approach is the first to integrate evidence retrieval,
multimodality, verification, evidence ranking, and
RAG into a single fact-checking pipeline.

7 Conclusions

We introduce MultiReflect, a novel multi-modal
RAG-based fact-checking pipeline. The novelty of
the pipeline lies in its new evidence ranking and
reflection scheme over multimodal posts. We vali-
date the efficiency of the pipeline using a special-
ized multimodal fact-checking benchmark dataset
VERITE. Our results show that MultiRelflect un-
derperforms in the multiclass setting but outper-
forms other baselines in the binary class scenario.
Future works could improve this pipeline by focus-
ing on how to better identify in which modality the
error exists. Additionally, incorporating modality-
specific retrieval strategies could help disentangle
complex cross-modal contradictions.
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Appendix

The appendix is structured into three sections: (A)
Additional Information, (B) Qualitative Examples
and (C) Prompts.

A Additional Information

A.1 Limitations

There are several limitations that have an impact
on the pipeline’s results. First, not all post have
evidence available for them, thus reducing the qual-
ity of the verification of those posts. Future works
could solve this issue by expanding the amount of
evidence sources. Second, as generative models
are prone to hallucinate, it might be that the model
sometimes hallucinates on the given evidence - this
being specifically the case when we provide all
evidence. Additionally, the OpenAI API policy fil-
ters might refuse to answer some prompts. If the
pipeline is to be used, we recommend always in-
cluding a human in the loop and running the model
several times and taking into account the standard
deviation of the results. Third, there is no way to
identify if an evidence is originally written by the
source where it comes from. This can create prob-
lems as platforms can repost information in mis-
leading contexts. A possible solution for this would
be to keep a blacklist of uncredible sources. Fourth,
the pipeline is rather costly as for one post. The
costliness primarily arises from the amount of evi-
dence (10 images and 10 texts) that is retrieved and
ranked. It might require around 70-100 prompts to
verify all evidences involved. Cost can be lowered
by reducing the amount of evidences retrieved, but
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Multimodal
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Prompt: Are the image and
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needed to fact-check this post
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Figure 3: Overview of the MultiReflect Pipeline. The pipeline is processed in six steps: The first phase checks if
the image and text are consistent. The second phase checks if evidence is needed for fact-checking the image-text
pair. The third phase retrieves image and text evidences using different search APIs. The fourth phase filters the
evidence so that both the image and text evidences are consistent to the original image and text. The fifth phase
ranks the evidence based on five features. The top ranked evidence is extracted and if no more evidence is needed
then the pipeline end with verifying the image-text pair in phase six. Note that we highlight procedures involving
both image and text modalities in gray/black, procedures involving only image data in yellow and procedures
involving only text data in blue.

Model Threshold Acc F1 P R

CLIP Large 336 0.28 0.633 0.591 0.474 0.784
BLIP 2 (2-7B) (Li et al., 2023) 0.13 0.369 0.500 0.341 0.930
BLIP 2 (6-7B) 0.10 0.359 0.503 0.341 0.906
BLIP 2 FLAN XL 0.10 0.358 0.505 0.349 0.966
GPT-4V (OpenAI, 2023) N/A 0.680 0.638 0.517 0.834

Table 5: Full result. Performance Metrics of Different Consistency Checking Strategies (Phase 1). We rely on three
validation methods: Image-to-Text consistency using CLIP, Text-to-Text consistency using BLIP (via SBERT), and
Multimodal consistency using GPT-4V models.

that can have a negative effect on the performance
of the pipeline. Finally, the pipeline performs sub-
optimally on open-source models. LLaVA-CoT
exhibits confirmation bias during verification, label-
ing nearly all posts as TRUE regardless of evidence.
DeepSeek-VL2, on the other hand, struggles with
consistency checks, resulting in low accuracy for
OUT-OF-CONTEXT cases.

A.2 Consistency checking

The detailed scores for the consistency checking
phase are highlighted in Table 5. The table shows
that the multimodal GPT-4V surpassed all of the
models in terms of accuracy. Suprisingly BLIP 2
FLAN XL got a better recall, showing its better
capability in detecting consistent image-text pairs

compared to non-consistent ones.

A.3 Dataset examples

We additionally provide six example image-text
pairs from the original VERITE dataset. We
highlight in in Table 6 all three class variants
(TRUE, MISCAPTIONED, OUT-OF-CONTEXT).
The TRUE variant has the correct caption together
with the correct image. The MISCAPTIONED
variant has the wrong caption together with the cor-
rect image. The OUT-OF-CONTEXT variant has
the correct caption together with the wrong image.
As demonstrated by the examples, the dataset de-
mands complex reasoning that involves interpreting
text embedded within images, recognizing visual
elements, and applying external knowledge about
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events or well-known individuals. This highlights
the complexity of the task.

A.4 Implementation Details

The high level overview of the MultiReflect
pipeline is shown in Figure 3. The figure shows all
of the 6 phases, with their corresponding tasks. We
outline the implementation details of the models
used in the experiments. All models were initial-
ized with their default parameters to ensure repro-
ducibility and consistency across experiments. The
experiments for Gemma 3 and LLaVA-CoT were
using a 2xV100 GPU with 64 GB VRAM. For
the LLaVA-CoT (11B) the model ran for approxi-
mately 20 days, while the Gemma 3 (12B) model
ran for 1 week. The experiments for DeepSeek-
VL2 were using a A100 GPU with 80 GB VRAM.
For DeepSeek-VL2 (4.2B) the model ran for ap-
proximately 1 week. All models used the default
temperature for generations. The model versions
used are the following:
GPT-4V: gpt-4-1106-vision-preview5

GPT-4o-mini: gpt-4o-mini-2024-07-186

Gemma 3: gemma-3-12b-it7

LLaVA-CoT: Llama-3.2V-11B-cot8

DeepSeek-VL2: deepseek-vl29

CLIP-336: clip-vit-large-patch14-33610

SBERT: all-mpnet-base-v211

BLIP-2 2.7B: blip2-opt-2.7b12

BLIP-2 6.7B: blip2-opt-6.7b13

BLIP 2 FLAN XL: blip2-flan-t5-xl14

B Qualitative Examples

We introduce qualitative examples predicted by the
MultiReflect pipeline using GPT-4V. We show ex-
amples from GPT-4V due to its largest accuracy,
but also due to it giving also the reasoning for its
verification label, something other models did not
show in the final output. We separate these exam-
ples into two - those that do not require evidences
for verification in Table 7 and those that do require

5openai.com/index/gpt-4v-system-card/
6platform.openai.com/docs/models/gpt-4o-mini
7huggingface.co/google/gemma-3-12b-it
8huggingface.co/Xkev/Llama-3.2V-11B-cot
9huggingface.co/deepseek-ai/deepseek-vl2

10huggingface.co/openai/
clip-vit-large-patch14-336

11huggingface.co/sentence-transformers/
all-mpnet-base-v2

12huggingface.co/Salesforce/blip2-opt-2.7b
13huggingface.co/Salesforce/blip2-opt-6.7b
14huggingface.co/Salesforce/blip2-flan-t5-xl

evidence in Table 8.
Without evidence: The first example shows a
mother fox feeding cubs near Montreal, Canada,
in 2009. However, upon analyzing the image, the
pipeline identifies a golden jackal, not a fox, which
is clear from its physical characteristics, thus clas-
sifying it as OUT-OF-CONTEXT. The second and
third examples show known people from news sto-
ries: Justine Damond and Dmytro Vasilievich Kha-
ladzhi. The pipeline successfully identifies the peo-
ple on the image together with the context of their
news story. The fourth example caption claims that
U.S. President Donald Trump said, "I don’t care
how sick you are. [...] Get out and vote" during
a November 2016 campaign event. However, the
image shows a similar tweet from Eric Trump in
November 2020. Despite the text’s alignment with
the image’s message, the people involved and the
dates do not match, leading the pipeline to classify
the caption as OUT-OF-CONTEXT. In the fifth ex-
ample, a shocking image about Christmas display
is presented. The pipeline argues that since the
caption describes the image exactly as it is, then
there is no reason to doubt the authenticity of the
post.
With evidence: In the first example, the cap-
tion about Melania Trump’s dress is verified by
evidence confirming it is part of Alexander Mc-
Queen’s Spring/Summer 2020 collection, designed
with art students. The image evidence shows the
author of the dress, which additionally does not
contradict the textual evidence and thus allows the
pipeline to verify the post as TRUE. The second ex-
ample describes the London riots in August 2011.
The text evidence supports the caption, confirm-
ing the locations and dates of the riots, making
the caption true, despite the image not matching a
specific looting event. The third example features
an archaeologist excavating a woolly mammoth
near Paris in 2012. Text evidence corroborates this
discovery, confirming the caption as true.
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Image Image Caption label

Image shows a ’We plan to cut all homeless people in half by 2025’ sign created by
street artist who goes by the name of Foka Wolf.

TRUE

Image shows signs posted by the UK Conservative Party vowing ’We plan to cut all
homeless people in half by 2025’ MISCAPTIONED

Image shows a ’We plan to cut all homeless people in half by 2025’ sign created by
street artist who goes by the name of Foka Wolf. OUT-OF-CONTEXT

A sketchfab 3D rendering of the actor Andre the Giant. TRUE

3D model accurately depicting what Joseph, husband of Mary, the mother of Jesus
Christ, looked like. MISCAPTIONED

A sketchfab 3D rendering of the actor Andre the Giant. OUT-OF-CONTEXT

Image shows grounds covered with garbage after the end of Glastonbury Music
Festival in 2015. TRUE

Image shows grounds covered with garbage after Greta Thunberg’s
environmentalist speech at the Glastonbury Music Festival in June 2022. MISCAPTIONED

Image shows grounds covered with garbage after the end of Glastonbury Music
Festival in 2015. OUT-OF-CONTEXT

Table 6: Examples of image-caption pairs in the VERITE dataset. The dataset contains a variety of image-caption
pairs that are challenging and require context understanding and reasoning. Each example has three versions. TRUE
has the correct image with the correct caption. MISCAPTIONED has the correct image with the wrong caption.
OUT-OF-CONTEXT has the wrong image with the correct caption.
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Input image Input caption: Image of a mother fox feeding fox cubs near Montreal, Canada in
2009.
Output: [OUT-OF-CONTEXT] The caption claims that the image depicts a
mother fox feeding her cubs near Montreal, Canada in 2009. However, the image
shows a golden jackal (not a fox) with its pups, which can be determined by the
physical characteristics of the animals in the picture such as the shape of their ears,
the color and pattern of the fur, and their general morphology. Golden jackals are
not native to Canada, they are found in regions such as Africa, Southeast Europe,
and parts of Asia. Therefore, the caption is out-of-context as it erroneously
identifies the animal species and their location. Moreover, the date provided cannot
be verified from the image alone, but the main reason for assigning an
out-of-context label is the incorrect identification of the species and their
geographical location. evidence not needed

Input caption: Image of Justine Damond, a white woman, was killed by a police
officer named Mohamed Noor in Minneapolis in 2017.

Output: [TRUE] The image provided matches widely circulated images of Justine
Damond, and the caption correctly states that she was killed by a police officer
named Mohamed Noor in Minneapolis in 2017. evidence not needed

Input caption: Ukrainian strongman Dmytro Vasilievich Khaladzhi - a
power-lifting champion - carrying a horse.
Output: [TRUE] The image shows Ukrainian strongman Dmytro Khaladzhi
carrying a horse, consistent with the provided caption. Dmytro Khaladzhi is known
for performing feats of strength, and a video of him carrying a horse has been
circulated online in the past, confirming that this image is likely true to the
caption’s claim. Therefore, the image and caption are factually correct and in
context. evidence not needed

Input caption: U.S. President Donald Trump said ’I don’t care how sick you are.
[...] Get out and vote’ during a campaign event in November 2016.
Output: [OUT-OF-CONTEXT] The caption pertains to Donald Trump making a
statement during a campaign event in November 2016, while the image shows a
tweet from Eric Trump dated November 10, 2020, encouraging people to vote. The
content of the tweet does not match the statement attributed to Donald Trump in the
caption, and the dates also do not align. Therefore, the image is out of context with
the caption provided. evidence not needed

Input caption: A picture of a humorous Christmas display of a doll staged to look
as if the homeowner was trapped by a fallen ladder while installing Christmas
decorations.

Output: [TRUE] The image shows a humorous Christmas display featuring what
appears to be a doll dressed in red and blue, with its legs dangling from a gutter and
a ladder fallen below, creating the illusion that someone was trapped while putting
up Christmas decorations. Since the caption accurately describes what is depicted
in the image, and there’s no internal contradiction or reason to doubt the
authenticity of the humor intended by the display, the statement is factually correct.
evidence not needed

Table 7: Examples of pipeline outputs with GPT-4V that did not require evidence for verification.
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Input image: Input caption: Image of Melania Trump wore a dress designed by Alexander
McQueen in collaboration with art students and was inspired by life drawings.

Output: [TRUE] The caption describes Melania Trump wearing a dress designed
by Alexander McQueen, which was a collaboration with art students inspired by
life drawings. The text evidence confirms that the dress is from Alexander
McQueen’s Spring/Summer 2020 collection, and the sketches on the dress were
created during a life drawing class held at the Alexander McQueen educational
space in London. The sketches were drawn by Central Saint Martins MA students.
[...] evidence needed

Image evidence: Text evidence:
Sketches on dress are from students. The dress worn by the first lady did come from
Alexander McQueen’s Spring/Summer 2020 collection, however, the drawings on
the dress were not created by children who had been victims of sexual abuse as
posts claim. On March 21, Alexander McQueen’s official Facebook page posted
that the dress features dancing girls. "The continuous, spontaneous sketches of
dancing girls by Central Saint Martins MA students, created during a life drawing
class held at the Alexander McQueen educational space in London this year, is the
source of these motifs," the post reads, along with a video of the dress. [...]

Image scores: Relevancy=1,
Support=0, Usefulness=0.

Text scores: Relevancy=1, Support=0.5, Usefulness=1,
Factuality=0.33, Reliability=1, Bias = 0.5, Timeliness=0.

Input image: Input caption: Photograph shows London residents looting electronic devices
during riots that erupted after police killed a black man in August 2011.
Output: [TRUE] The caption describes a specific event that took place in August
2011, referring to the London riots that were indeed sparked by the police killing of
a black man. The external text evidence lists various locations and dates, including
Enfield, Brixton, Hackney, and others, along with dates that match the August 2011
timeline. [...] evidence needed

Image evidence: Text evidence:
Luke Macgregor / X01981: Police cordon off an area in Enfield, north London, on
August 7, 2011. Karel Prinsloo / AP: Youths throw bricks at police in Enfield, north
London, on August 7, 2011. Dan Kitwood / Getty Images Europe: A girl is
detained outside Currys electrical store in Brixton, south London, on August 8,
2011. Peter Macdiarmid / Getty Images Europe: People loot a Carhartt store in
Hackney, north London, on August 8, 2011. [...]

Image scores: Relevancy=1,
Support=0.5,

Usefulness=0.5.

Text scores: Relevancy=1, Support=0.5, Usefulness=1,
Factuality=0.66, Reliability=1, Bias = 0.5, Timeliness=0.

Input image: Input caption: Image shows an archaeologist excavating the remains of a woolly
mammoth that was found at a quarry site near Paris, France in November 2012.
Output: [TRUE] [...]. The text evidence from BBC Newsround corroborates the
scene depicted in the image by reporting that a woolly mammoth skeleton was
indeed unearthed near Paris in the Changis-sur-Marne area, and the discovery
occurred in November 2012. [...] evidence needed

Image evidence: Text evidence:

All image evidences filtered
out.

Woolly mammoth skeleton found near Paris, France [...]. The skeleton of a woolly
mammoth has been unearthed - not in remote Siberia, but near the capital of France,
Paris! It was discovered accidentally by a team digging at an ancient Roman site in
the Changis-sur-Marne area. [...]

Image scores: N/A. Text scores: Relevancy=1, Support=0.5, Usefulness=1,
Factuality=0.66, Reliability=1, Bias = 1, Timeliness=0.

Table 8: Examples of pipeline outputs with GPT-4V that required evidence retrieval for verification. We additionally
provide the scores for the top ranked evidences retrieved for these input posts.
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C. Prompts

In the MultiReflect pipeline, prompts play an im-
portant role in evaluating the quality of both the
original input post and the evidences retrieved. In
this section, we introduce the prompts used within
the pipeline. The pipeline utilizes prompts in four
phases: consistency checking (phase 1), evidence
checking (phase 2), evidence ranking (phase 5) and
verification (phase 6). For GPT-4V and GPT-4o the
images for both the post and evidences were given
through the OpenAI API platform.

1. Consistency checking
For consistency checking (phase 1) we used the
following prompt together with the original image.

Prompt 1: Given a caption and image, deter-
mine whether the caption matches the image or not,
if yes respond <verdict>TRUE</verdict> else <ver-
dict>FALSE</verdict>, also give the consistency score
between 0 and 1 like <score>...</score>
Caption: {caption}
{encoded image}

2. Evidence checking
For evidence checking (phase 2), we use two differ-
ent prompts. The first time this phase is initiated,
we use this prompt together with the original cap-
tion and image.

Prompt 2: Given a image and caption, please make a
judgment on whether finding some external documents
from the web (e.g., Wikipedia) helps to decide whether
the image and caption is factually correct. Please answer
[Yes] or [No] and write an explanation.
Caption: {caption}
{encoded image}

If we run into phase 2 again, then during the next
times we use:

Prompt 3: Given a image and caption along with some
external documents (evidences). Your task is to determine
whether the factuality of the image and caption can be
fully verified by the evidence or if it requires further ex-
ternal verification.There are three cases:
- If image and caption can be verified solely with the evi-
dences, then respond with [Continue to Use Evidence].
- If the sentence doesn’t require any factual verification
(e.g., a subjective sentence or a sentence about common
sense), then respond with [No Retrieval].
- If additional information is needed to verify, respond
with [Retrieval].
Please provide explanations for your judgments
Caption: {caption}
{encoded image}
Evidences: {evidence texts and encoded images}

3. Evidence ranking
Evidence ranking (phase 5) get the relevancy, sup-
port and usefulness scores using prompts. For each
of these prompts we used two variations, one for
ranking images and another for ranking texts. For
relevancy, we used the following two prompts.

Prompt 4: You’ll be provided with an image, along
with evidence. Your job is to determine if the evidence
is relevant to the determine the factual correctness of the
image, and provides useful information to complete the
task described in the instruction. If the evidence meets this
requirement, respond with [Relevant]; otherwise, generate
[Irrelevant]. Also determine the relevancy score of the
evidence, on a scale of 0 to 1.
{encoded image}
Text Evidence: {evidence text}

Prompt 5: You’ll be provided with a text, along with an
image evidence. Your job is to determine if the evidence
is relevant to the determine the factual correctness of the
text, and provides useful information to complete the task
described in the instruction. If the evidence meets this
requirement, respond with [Relevant]; otherwise, generate
[Irrelevant]. Also determine the relevancy score of the
evidence, on a scale of 0 to 1.
Text: {caption}
{evidence encoded image}

For support, we used the following two prompts.

Prompt 6: You will receive an input text, input image
and text evidence towards determining the factuality of
the input. Your task is to evaluate if the input is fully
supported by the information provided in the evidence.
Use the following entailment scale to generate a score:
- [Fully supported] - All information in input is supported
by the evidence, or extractions from the evidence.
- [Partially supported] - The input is supported by the ev-
idence to some extent, but there is major information in
the input that is not discussed in the evidence. For exam-
ple, if the input asks about two concepts and the evidence
only discusses either of them, it should be considered a
[Partially supported].
- [No support / Contradictory] - The input completely ig-
nores evidence, is unrelated to the evidence, or contradicts
the evidence. This can also happen if the evidence is irrel-
evant to the instruction.
Make sure to not use any external information/knowledge
to judge whether the input is true or not. Only check
whether the input is supported by the evidence, and not
whether the input follows the instructions or not. Output
Entailment like [Fully supported], [Partially supported] or
[No support / Contradictory]
Input text: {caption}
Input Image: {encoded image}
Text Evidence: {evidence text}
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Prompt 7: You will receive an input text, input image
and image evidence towards determining the factuality
of the input. Your task is to evaluate if the input is fully
supported by the information provided in the evidence.
Use the following entailment scale to generate a score:
- [Fully supported] - All information in input is supported
by the evidence, or extractions from the evidence.
- [Partially supported] - The input is supported by the ev-
idence to some extent, but there is major information in
the input that is not discussed in the evidence. For exam-
ple, if the input asks about two concepts and the evidence
only discusses either of them, it should be considered a
[Partially supported].
- [No support / Contradictory] - The input completely ig-
nores evidence, is unrelated to the evidence, or contradicts
the evidence. This can also happen if the evidence is irrel-
evant to the instruction.
Make sure to not use any external information/knowledge
to judge whether the input is true or not. Only check
whether the input is supported by the evidence, and not
whether the input follows the instructions or not.
Output Entailment on the first line and the explanation on
the second line.
Input text: {caption}
Input Image: {encoded image}
Image Evidence: {evidence encoded image}

For usefulness, we used the following two
prompts.

Prompt 8: Given an input text and input image along
with an text evidence, rate whether the evidence appears
to be a helpful and informative answer to determine the
factuality of the input, from 1 (lowest) - 5 (highest). We
call this score perceived utility. The detailed criterion is
as follows: 5: The evidence provides a complete, highly
detailed, and informative response to the factuality of
the input, fully satisfying the information needs. 4: The
evidence mostly fulfills the need to get the factuality of the
input, while there can be some minor improvements such
as discussing more detailed information, having better
structure of the evidence, or improving coherence. 3:
The evidence is acceptable, but some major additions or
improvements are needed to satisfy factuality. 2: The
evidence still addresses the main request, but it is not
complete or not relevant to the input. 1: The response is
barely on-topic or completely irrelevant.
Input text: {caption}
Input Image: {encoded image}
Text Evidence: {evidence text}

Prompt 9: Given an input text and input image along
with an image evidence, rate whether the evidence appears
to be a helpful and informative answer to determine the
factuality of the input, from 1 (lowest) - 5 (highest). We
call this score perceived utility. The detailed criterion is
as follows: 5: The evidence provides a complete, highly
detailed, and informative response to the factuality of
the input, fully satisfying the information needs. 4: The
evidence mostly fulfills the need to get the factuality of the
input, while there can be some minor improvements such
as discussing more detailed information, having better
structure of the evidence, or improving coherence. 3:
The evidence is acceptable, but some major additions or
improvements are needed to satisfy factuality. 2: The
evidence still addresses the main request, but it is not
complete or not relevant to the input. 1: The response is
barely on-topic or completely
Input text: {caption}
Input Image: {encoded image}
Image Evidence: {evidence encoded image}

4. Verification
During verification (phase 6), we have two different
prompts - one for verifing with evidence and one
without evidence. Note that the prompt here out-
puts true/false, but later depending on the dataset
these can be renamed to actual classes. The prompt
with evidence is as follows.

Prompt 10: You will receive an image and caption
along with some external documents (evidences). Based
on the evidences provided you need to determine fac-
tual correctness of the input image and caption. If the
input image and caption are out-of-context output [OUT-
OF-CONTEXT], else if factually correct output [TRUE],
otherwise [FALSE]. Also output the confidence score in
scale 0 to 1 for the same decision.
Caption: {caption}
{encoded image}
Evidences: {evidence texts and encoded images}

When verifing without evidence, then the pipeline
uses the following prompt.

Prompt 11: You will receive an image and caption.
Based on the knowledge you have, you need to determine
factual correctness of the input image and caption. If the
input image and caption are out-of-context output [OUT-
OF-CONTEXT], else if factually correct output [TRUE],
otherwise [FALSE]. Also output the confidence score in
scale 0 to 1 for the same decision.
Caption: {caption}
{encoded image}
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