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Abstract

Emotion annotation, as an inherently subjec-
tive task, often suffers from significant inter-
annotator disagreement when evaluated using
traditional metrics like kappa or alpha. These
metrics often fall short of capturing the nu-
anced nature of disagreement, especially in
multimodal settings. This study introduces Ab-
solute Annotation Difference (AAD), a novel
metric offering a complementary perspective
on inter- and intra-annotator agreement across
different modalities. Our analysis reveals that
AAD not only identifies overall agreement lev-
els but also uncovers fine-grained disagreement
patterns across modalities often overlooked by
conventional metrics. Furthermore, we propose
an AAD-based RMSE variant for predicting
annotation disagreement. Through extensive
experiments on the large-scale DynaSent cor-
pus, we demonstrate that our approach signifi-
cantly improves disagreement prediction accu-
racy, rising from 41.71% to 51.64% and out-
performing existing methods. Cross-dataset
prediction results suggest good generalization.
These findings underscore AAD’s potential to
enhance annotation agreement analysis and pro-
vide deeper insights into subjective NLP tasks.
Future work will investigate its applicability to
broader emotion-related tasks and other subjec-
tive annotation scenarios.

1 Introduction

Despite the significant progress in multi-modal
NLP (Garg et al., 2022), such as GPT-4o1, accu-
rately recognizing and interpreting human emo-
tions across different modalities (Zhang et al.,
2024) remains a substantial challenge. This dif-
ficulty primarily arises from the complexity and
variability of emotional expressions (Lindquist and
Barrett, 2008; Barrett, 2009), which often manifest
themselves differently across modalities. Conse-
quently, there is a growing demand for fine-grained

1https://openai.com/index/hello-gpt-4o/

and reliable datasets to support the training and
evaluation of emotion recognition systems (Yang
et al., 2023; Ridley et al., 2024).

As a common and popular practice, the use of
evaluation metrics like the kappa/alpha family has
almost become a standard step in dataset construc-
tion (Zhao et al., 2018). However, even with careful
dataset design, many annotated (multimodal) emo-
tion datasets exhibit low kappa/alpha scores (Busso
et al., 2008, 2016; Zadeh et al., 2018; Zhao et al.,
2022; Du et al., 2025), and few studies have ex-
plored the reason behind these low scores. Given
that the interpretation of kappa/alpha values can be
significantly influenced by factors such as the num-
bers of annotators and categories(Antoine et al.,
2014), and considering the inherently subjective
nature of emotion annotation (Chou et al., 2024;
Plaza-del Arco et al., 2024; Maladry et al., 2024),
we propose the complementary use of the Absolute
Annotation Difference (AAD) as an intuitive met-
ric to better measure and examine agreement and
disagreement patterns, particularly in datasets with
low kappa/alpha scores.

To validate this proposal, we conducted two ex-
periments. The first is a pilot study on a small
multimodal emotion dataset, where (dis)agreement
was assessed using both kappa/alpha and AAD.
The findings suggest that AAD provides a dis-
tinct perspective on (dis)agreement and effectively
uncovers annotation patterns. Building on these
insights, the second experiment applied AAD to
(dis)agreement modelling and prediction, achiev-
ing an accuracy improvement of nearly 10%. To-
gether, these experiments highlight the added value
of AAD in enhancing the analysis and prediction
of (dis)agreement in emotion annotation tasks.

By offering a complementary view to conven-
tional metrics, our work contributes to a more nu-
anced understanding of annotation reliability. We
hope this research can inspire further methodologi-
cal innovation in dataset evaluation and design.
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2 Related Work

Many tasks in natural language processing and
computer vision sometimes suffer from dis-
agreement (Basile, 2020; Uma et al., 2021;
Mostafazadeh Davani et al., 2022), as they in-
volve tasks (e.g. emotion detection, hate speech
detection) which are difficult to define and influ-
enced by an annotator’s cultural, social, ethnic, and
other backgrounds. In addition, annotation differ-
ences might also just be caused by attention slips
(Beigman Klebanov et al., 2008). In their survey
paper, Uma et al. (2021) identified several sources
of disagreement, including annotator errors, annota-
tion schemes, ambiguity, subjectivity and item dif-
ficulty. Although disagreement is sometimes unde-
sirable, there are also scholars embracing disagree-
ment and proposing to preserve disagreement as
different perspectives to the same stimuli (Akhtar
et al., 2020; Plepi et al., 2022; Cabitza et al., 2023).

2.1 Disagreement Measurement

Irrespective of the provenance of this disagree-
ment, annotation disagreement is usually measured
with statistical approaches, such as Cohen’s kappa
(1960), Fleiss’ kappa (1971) or Krippendorff’s al-
pha (2007). According to Landis and Koch (1977),
for categorical data, kappa values smaller than 0
are regarded as poor agreement, and these values
can increase from slight (0.01 to 0.20), fair (0.21
to 0.40), moderate (0.41 to 0.60) and substantial
agreement (0.61 to 0.80), up until 0.81 to 1.00 as al-
most perfect agreement. Kappa is usually used for
categorical ratings, while Krippendorff’s alpha is
more adaptive with different levels of measurement
(Stevens, 1946), able to measure agreement in nom-
inal, ordinal, interval and ratio data (Krippendorff,
2011). As for Krippendorff’s alpha, it is suggested
to rely on data when the alpha is greater than 0.8,
discard data when the alpha is smaller than 0.667,
and only draw tentative conclusions when the alpha
is in-between (Krippendorff, 2004).

Although the use of such metrics has become the
de facto standard for agreement measurement – of-
fering a single, comprehensive score to summarize
overall agreement across a dataset – these metrics
have notable shortcomings. For Kappa, the pri-
mary concerns are the prevalence problem and the
bias problem (Di Eugenio and Glass, 2004), two
major paradoxes that complicate its interpretation
(Wang and Xia, 2019). Specifically, kappa values
fluctuate significantly when category distributions

are imbalanced or when annotators favour certain
categories. Similarly, Krippendorff’s alpha is not
only affected by skewed category distributions but
it is also highly sensitive to the choice of distance
function and levels of measurement (Krippendorff,
2011).

In emotion annotation tasks, these limitations
are even more pronounced. Emotion datasets of-
ten exhibit a natural skew toward more frequently
used categories (Zadeh et al., 2018), and defining
the appropriate levels of measurement for emotion
annotations poses additional challenges. Emotions
are commonly annotated using both categorical and
dimensional labels (Busso et al., 2016; Labat et al.,
2024), which can be interconverted under specific
conditions(Park et al., 2021). While Antoine et al.
(2014) advocate for the use of weighted Krippen-
dorff’s alpha as a more reliable metric for ordi-
nal annotations, achieving the commonly accepted
threshold of 0.667 (Landis and Koch, 1977) in emo-
tion annotation remains elusive in empirical studies
(Antoine et al., 2014; Wood et al., 2018). This diffi-
culty has led to increased scrutiny of these metrics,
particularly in subjective domains such as emotion
annotation, where the interpretation of scores often
comes into question(Wong et al., 2021).

To address these challenges, we propose the use
of the intuitive Absolute Annotation Difference
(AAD) method as a complementary approach to
measure agreement and examine (dis)agreement
patterns in emotion annotation tasks. As the name
suggests, AAD refers to the absolute difference be-
tween two or more sets of annotations. For dimen-
sional annotations, AAD can be straightforwardly
calculated as the absolute difference between two
annotations, which can be formulated as

Di = |xi − yi|, i ∈ M (1)

whereby xi and yi represent the assigned dimen-
sional labels (i.e., valence values) respectively for
the instance i in the dataset M. For categorical
annotations, we propose converting them into two-
or multi-dimensional representations and comput-
ing Euclidean differences, as suggested by Antoine
et al. (2014). For example, when categorical anno-
tations are projected into the valence-arousal space,
the absolute difference will be formulated as

Di =
√
(xi1 − xi2)2 + (yi1 − yi2)2, i ∈ M

(2)
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whereby xi1 and xi2 correspond to the projected
valence values and yi1 and yi2 denote the projected
arousal values for the instance i in the dataset M,
respectively. This ADD approach offers another
perspective on agreement and provides deeper in-
sights into (dis)agreement patterns, particularly in
datasets with low kappa or alpha scores.

2.2 Disagreement Prediction

In addition to measuring agreement after emo-
tion annotation, an equally compelling question is
whether, and to what extent, it is possible to predict
disagreement before the annotation process. While
previous studies have focused on predicting indi-
vidual annotators’ ratings or the label distributions
within a group (Fleisig et al., 2023; Weerasooriya
et al., 2023), these approaches address disagree-
ment only indirectly. To the best of our knowledge,
direct disagreement prediction has been explored
in only one prior study, specifically on sentiment
analysis, conducted by Wan et al. (2023).

In their work, Wan et al. (2023) fine-tuned a
RoBERTa model (Liu et al., 2019) on the DynaSent
dataset (Potts et al., 2021) to predict disagreement
using both binary disagreement labels and continu-
ous disagreement rates. Additionally, they incorpo-
rated demographic information, such as age, gen-
der, and ethnicity, to enhance the model’s predic-
tive performance. However, the inclusion of demo-
graphic data raises significant concerns related to
annotator privacy and the potential for misrepre-
sentation or underrepresentation of diverse social
values and opinions (Weerasooriya et al., 2023).

We propose an alternative approach that lever-
ages AAD to quantify disagreement and predict
annotator disagreement based solely on textual fea-
tures within the task, without relying on additional
demographic information. This approach ensures
privacy preservation and avoids biases associated
with demographic-based selection, while providing
an effective framework for disagreement predic-
tion.

3 Data

To thoroughly investigate annotator disagreement
within and across modalities and identify factors
that make certain data types (textual, audio, silent
video, or multimodal) challenging to annotate, we
designed a two-session annotation study.

In the first session, four annotators independently
annotated a small dataset across four modality se-

tups: text, audio, silent video, and multimodal, pro-
viding distinct sets of annotations for each modality
to assess inter-annotator agreement.

In the second session, one annotator re-annotated
the dataset twice – 114 and 290 days later. These
additional annotations enabled intra-annotator
agreement analysis by comparing the three sets
over time. The annotator reported vaguely remem-
bering the content of some instances but stated not
to have a recollection of the previous annotations.

Data collection and annotators Following Du
et al. (2025), we use a subset of their Unic dataset,
consisting of 94 YouTube video clips featuring au-
thentic emotional expressions, unlike the exagger-
ated portrayals common in movies or TV series.
Each video clip spans about 10 seconds, which was
deemed sufficient in preliminary tests for identify-
ing emotional states across modalities (Du et al.,
2025). Four annotators (two male, two female col-
lege students proficient in English) participated af-
ter training on the annotation method and tools,
ensuring consistent and informed annotations.

Annotation method All 94 video clips were an-
notated across three separate modalities – text, au-
dio, and silent video – and also received a holistic
multimodal emotion annotation. To capture emo-
tional states as comprehensively as possible, both
categorical and dimensional approaches were em-
ployed. For the categorical framework, we adopted
the same labels as Du et al. (2025): disgust, disap-
pointment, confusion, surprise, contentment, joy,
and neutral. These categories were curated by clus-
tering a larger set of emotions to reduce potential
noise. For example, love is grouped under joy due
to its lower frequency and closely related meaning.
In the dimensional framework, emotional states
were rated based on valence and arousal, using a 5-
point scale ranging from very negative or very calm
(1) to very positive or very excited (5), respectively.
The dataset is available upon request.

4 Annotation Difference Analysis

To evaluate the annotations across annotators and
modalities, we performed significance tests using
the four sets of annotations from the first annota-
tion session. Chi-Square test results suggest that
both the categorical and dimensional emotion anno-
tations are significantly influenced by the modality
(p = 6.068e−6, p = 0.002), and the annotators
(p = 3.669e−25, p = 2.660e−42).
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text audio video all
e4 .32 .27 .19 .29

κ v4 .33 .23 .21 .27
a4 .04 .06 .11 .09

α v4 − nominal/unweight .33 .23 .22 .27
v4 − ordinal/weight .64 .48 .46 .52
v4 − interval/weight .64 .48 .46 .52
v4 − ratio/weight .59 .42 .38 .46
a4 − nominal/unweight .05 . 07 .12 .09
a4 − ordinal/weight .01 .21 .32 .23
a4 − interval/weight .01 .17 .30 .21
a4 − ratio/weight <.01 .08 .19 .12

Table 1: Agreement with Fleiss’ kappa and Krippen-
dorff’s alpha for the 4 annotation setups and in which
all refers to the multimodal setup. v4, a4,and e4 refer
to the agreement of valence, arousal and emotion across
4 annotators.

As a common practice in dataset construction,
we calculated both Fleiss’ kappa and (weighted)
Krippendorff’s alpha. For emotion and valence, the
kappa results, ranging from 0.19 to 0.33, suggest
low agreement in the annotations, and similarly,
the Krippendorff’s alpha results, ranging from 0.22
and 0.64, reflect the same conclusion. This holds
true even when considering different levels of mea-
surement (e.g., ordinal and interval, etc.) or using
weighted versus unweighted approaches valence
annotations. Note that in our experiments, valence
is scaled as integers from 1 to 5, which can be inter-
preted as very negative, negative, neutral, positive
and very positive, making it a hybrid of multiple
data types (Stevens, 1946). Default weights were
applied in the calculation across these data types.
For arousal, the results indicate less agreement.

The results in Table 1, along with similarly
low agreement scores from other datasets, such
as κ = 0.27 in IEMOCAP (Busso et al., 2008) or
α = 0.25 in CMU-MOSEI (Zadeh et al., 2018),
prompted us to further investigate emotion annota-
tion differences in the following sections.

4.1 Inter-annotator agreement across
modalities

In addition to the common agreement statistics used
to evaluate inter-annotator agreement among the
four annotators, we also calculated the absolute
annotation difference (AAD) between each pair
of annotators. This approach allowed us to gain
deeper insights into the specific areas where annota-
tors agreed or disagreed, and to investigate whether
any systematicity could be identified in these dis-
agreements.

We begin with the valence annotations. Recall

that valence was annotated on a scale of 1 to 5, rang-
ing from very negative, weakly negative, neutral,
over weakly positive to very positive. A valence
difference of 0 or 1 between a pair of annotators in-
dicates that they share the same or a similar assess-
ment of the valence of a given fragment. However,
when the valence difference is 2 or greater, it sug-
gests that annotators hold a significantly different
interpretation of the polarity (i.e., weakly negative
versus weakly positive, neutral versus positive) ex-
pressed in the fragment.

Figure 1: Absolute valence difference in texts be-
tween each pair of annotators (represented with different
colours). The X-axis and Y-axis stand for valence differ-
ence and frequency respectively. Results for the other
modalities are available in Figure 7 in Appendix B.

Diff Text/% Audio/% Video/% All/%
0 52.84 50.35 45.74 49.65
1 39.72 39.36 42.91 38.48
2 5.85 8.33 10.28 10.46
3 1.60 1.77 1.06 1.06
4 0.00 0.18 0.00 0.35

Table 2: Valence difference distribution in percentage
across modalities, averaged from the six pairs of anno-
tators.

As shown in Figure 1 and Table 2, the va-
lence difference highlights (dis)agreement patterns
among annotators. Figure 1 indicates that most
of the valence differences between the six pairs of
annotators are indeed limited to 0 or 1, with this
tendency being consistent across the text, audio,
video and multimodality setups. Table 2 confirms
this, showing that in 52.84%, 50.35%, 45.74% and
49.65% of the text, audio, video and multimodality
annotations, respectively, annotators selected the
same valence score. Additionally, in around 40%
of the cases, annotators chose a valence score in
the nearest neighbouring category. This suggests
that approximately 90% of the annotations show
a strong agreement, with annotators consistently
selecting the same or similar sentiment labels.

An interesting observation is that, according to
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the kappa scores for valence, the agreement in the
multimodal setup (0.52) is higher than in the au-
dio setup (0.48). However, based on the results
in Table 2, fewer annotators choose the same or
similar labels in the multimodal setup (49.65% and
38.48%) compared to the audio setup (50.35% and
39.36%). One possible explanation is that the same
or similar choices (diff = 0, 1) focus solely on agree-
ment, whereas kappa combines both agreement and
disagreement (diff > 1) into a single score. This
suggests that while there is a greater degree of over-
all agreement in the multimodal setup, the higher
kappa/alpha score may reflect less frequent or less
severe disagreement compared to the audio setup.

Diff Text/% Audio/% Video/% All/%
0 33.51 37.41 41.67 35.28
1 38.65 45.39 44.50 43.44
2 22.34 15.07 13.12 18.26
3 4.96 2.13 0.71 2.84
4 0.53 0.00 0.00 0.18

Table 3: Arousal difference distribution in percentage
acorss modalities, averaged from the six pairs of anno-
tators.

Similarly, the absolute arousal differences, as
presented in Table 3, suggest that annotators gener-
ally select the same or similar arousal labels with
consistency. However, the frequency of identical
choices is lower compared to valence.

Figure 2: Emotion difference on the text modality be-
tween each pair of annotators. The X-axis and Y-axis
stand for emotion (Euclidean) difference and frequency
respectively. Results for the other modalities are avail-
able in Figure 8 in Appendix B.

As for the emotion annotations, we projected
the different categorical emotion labels into a two-
dimensional space as a vector, using their averaged
valence and arousal scores (Table 8 in Appendix
A). The Euclidean distance between the two vec-
tors is the difference between two emotions. Then
we plotted the distribution of emotion differences
among the four annotators for the same instance.

Diff Text/% Audio/% Video/% All/%
0 46.28 44.68 35.46 43.62

0.1 1.42 0.35 1.95 2.13
0.4 5.32 1.06 2.3 5.67

Table 4: Distribution of top 3 minimum differences in
percentage for different modalities, averaged from the
six pairs of annotators. Diff stands for the absolute
difference value in ascending order, ranging from 0 to
2.25.

As expected, the results in Figure 2 and Table 4
suggest a relatively high inter-annotator agreement.
About 46.28%, 44.68%, 35.46% and 43.62% of
the instances in the text, audio, video and multi-
modality setups, respectively, are annotated with
identical emotions. Meanwhile, the most common
confusing emotion pairs were contentment and
joy, accounting for more than 10% of the instances
in all modality setups. This indicates that it is more
challenging to differentiate emotions with similar
valence values.

Based on the results of the valence, arousal and
emotion analysis across modality, we can conclude
that rather than relying solely on a single and com-
prehensive score provided by kappa/alpha, the ab-
solute annotation difference (AAD) reveals valu-
able and insightful phenomena in emotion anno-
tation. For instance, we found that most of the
disagreement occurs between labels in the nearest
neighbouring categories. Specifically, for valence,
confusion frequently arose between labels with the
same polarity but varying intensity. In the case of
emotion annotations, disagreement often stemmed
from emotions with similar valence but different
arousal levels.

4.2 Intra-annotator agreement across
modalities

Given the complexity of emotion annotation, we
also calculated the absolute valence, arousal and
emotion differences between three sets of anno-
tations from the same annotator, who annotated
the same dataset 114 days and 290 days after the
initial annotation. The results as shown in Fig-
ure 3 confirm our earlier insights with respect to
inter-annotator agreement. However, as expected,
since inter-annotator differences in cultural and
emotional background were minimized, the num-
ber of instances with identical annotation between
the two annotation rounds was higher.
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Figure 3: Absolute valence, arousal difference and emo-
tion difference in text from three sets of annotations
from the same annotator. Results of other modalities are
available in Figure 9 and Figure 10 in Appendix B.

4.3 Qualitative analysis

The previous analysis focused on each modality
setup individually, but it is also valuable to examine
all setups together. Therefore, we further investi-
gated the annotations with the most and least inter-
annotator agreement on valence across all modality
setups. This allowed us to gain a broader under-
standing of the patterns of (dis)agreement when
considering all modalities simultaneously.

Figure 4: Part of the valence difference heatmap across
modalities. Adequate agreement (≤ 0.5) is in blue while
poor agreement (> 0.5) is in orange.

To identify the annotations with the most and
least inter-annotator agreement, we first calculated
the averaged valence difference score for each in-
stance across all modality setups, ranging from 0
to 2.5, as shown in Figure 4. Since no instance
has a full agreement (diff = 0) across all modality

setups, we set a difference score of 0.5 (e.g. at most
two annotator pairs showing a minimal annotation
difference of 1) as the cut-off between adequate
and poor agreement. As a result, weobserved that,
19% of the 94 instances exhibit adequate agreement
across all four modality setups, 8.5% show poor
agreement, while the large majority of the instances
reside in between. Therefore, the top 19% (18 in-
stances) and the bottom 8.5% (8 instances) were
selected for further analysis as the high-agreement
and high-disagreement annotations, respectively.

Although there is no actual gold standard an-
notation for the dataset, we assumed the emotion
annotations obtained in the second annotation ses-
sion (114 days after the first annotation) as silver
standard to match the averaged valence difference
score of each instance with a corresponding cate-
gorical emotion label.

With the emotion labels attached to the instances,
it is found that for the 18 instances with adequate
agreement in all four modality setups, only 2 neg-
ative emotion labels (two disappointment) ap-
peared out of 72 labels, accounting for 2.8%. In
contrast, for the 8 instances with poor agreement
across all four modality setups, 12 negative emo-
tion labels were recorded (11 disappointment and
1 disgust) out of 32 labels. This trend was also
observed in the instances with adequate/poor agree-
ment in three out of four modality setups (27 and 21
instances respectively), where the negative labels
account for 22.2% and 40.5%, respectively.

This interesting finding suggests that, in our
dataset, annotators tend to agree more on non-
negative emotion states, but exhibit greater dis-
agreement on negative emotions. One possible ex-
planation for this phenomenon is that people tend
to express positive emotions more openly, while
they may feel less inclined to fully reveal negative
emotions (Du et al., 2023).

5 Disagreement Prediction

Based on the insights from our agreement analy-
sis, we also explored the potential of using AAD
to model and predict disagreement, with the goal
of identifying instances where annotators exhibit
diverse interpretations, which can reveal valuable
insights into the data. However, there are only a
few studies on disagreement prediction, particu-
larly concerning modalities such as audio or video.
One recent research that caught our attention is
the work of Wan et al. (2023) who performed dis-
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agreement prediction on a dataset of over 100,000
textual instances (Potts et al., 2021). Given the con-
straints of data availability and computation cost,
we conducted our initial investigation on texts, tak-
ing the research of Wan et al. (2023) as a starting
point.

5.1 A novel rating strategy

We began by defining and scaling disagreement, as
there are varying degrees of disagreement that we
intend to investigate in greater detail. In the experi-
ment of Wan et al. (2023), labels agreed by more
than half of the annotators are considered the major-
ity labels, while labels different from the majority
are viewed as minority labels without looking at the
nature of the underlying label. Since 5 annotators
were involved in the annotation, Wan et al. (2023)
calculated their disagreement rate as the number
of minority labels divided by 3, where 3 is the bor-
derline of minority labels in case of a majority, as
formulated in the following:

D =

nminority

Ntotal

3
Ntotal

=
nminority

3
(3)

Figure 5: Comparison of two disagreement rating strate-
gies on the same annotation distributions.

For example, as shown in Figure 5, there are
three sets of annotations where the majority labels
share the same sentiment positive, but the minor-
ity labels differ. The first minority labels are both
neutral, and while the second are neutral and neg-
ative, both sets of annotations are assigned with a
disagreement rate of 0.67. Considering the fact that
the distance between positive and negative is much
greater than that between positive and neutral, it
is not appropriate to assign them the same level of
disagreement.

As an alternative to the disagreement rating
method of Wan et al. (2023), we propose to uti-
lize the information from the absolute annotation
difference (AAD) to evaluate the disagreement
rate. Specifically, we take a variant of the root

mean square error (RMSE) of the label distribu-
tion, which compares the differences between ev-
ery two annotations (of an annotation set) that may
vary. This approach is useful because, in practice,
there are no “truth” annotations and aggregated an-
notations should not be considered as the “truth”
(Cabitza et al., 2023). The variant is formulated as:

Di =

√√√√ 1(
n
2

)
∑

(x,y)∈N
(xi − yi)2, i ∈ M (4)

whereby n is the annotator number of the annotator
set N ,

(
n
2

)
is the number of different ways to select

two annotators from the annotator set N , x, y ∈ N
are the considered annotators, and xi and yi repre-
sent the assigned sentiment labels respectively for
the instance i in the dataset M. Figure 5 provides
further examples of the formula’s application.

Our rating strategy considers sentiment annota-
tion more like ordinal/interval variables rather than
nominal ones. If we assign different sentiments
with distinctive values, for example, {negative : -1,
neutral : 0 and positive : 1}, we would derive more
fine-grained disagreement rate scores, as shown
in Figure 5, which effectively represent the sen-
timent distance among all the labels. Since it is
difficult to assign a value to the mixed label and our
evaluation dataset does not contain the mixed label,
we excluded the instances with this label from the
original DynaSent (Potts et al., 2021) dataset. The
remaining instances, annotated with negative, neu-
tral and positive labels, were mapped to -1, 0, and
1, respectively. The final reduced DynaSent dataset
contained 75,127 instances, which was split into
training, validation and test datasets with a ratio of
about 6:2:2.

5.2 Experiment and results
Following the study of Wan et al. (2023), disagree-
ment prediction was framed as both a binary clas-
sification task and a regression task, to represent
different levels of disagreement. The experiments
were conducted by fine-tuning a RoBERTa-base
model (Liu et al., 2019) with a fixed learning
rate 1e-5, and batch size 8 for 10 epochs, using
NVIDIA Tesla V100-SXM2-16GB GPUs. Also, a
DeBERTa-base (He et al., 2020) and DeBERTaV3-
base (He et al., 2022) were investigated for the
sake of comparison. Since Wan et al. (2023) used 4
scales for the regression task, we mapped the input
RMSE scores into 4 scales. Additionally, to evalu-
ate the accuracy and f1 score for the regression task,
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we also mapped the regression output into 4 scales
based on their absolute distance, leading to the dis-
parity compared with the binary classification task
as shown in Table 5 and Table 6.

Figure 6: Comparison of two disagreement rating strate-
gies during the training process of regression models
with 4-scale outputs. Accuracy and f1 are plotted against
the primary axis in black on the left, while MSE is plot-
ted against the secondary axis in red on the right.

Task Source DynaSent acc (↑) f1 (↑) MSE (↓)
Bin. Wan et al. original N/A 74.9 0.361
Reg. Wan et al. original N/A 11.8 0.114
Bin. Reproduced original 73.89 57.7 0.261
Reg4 Reproduced original 37.46 31.4 0.111
Reg4 Reproduced reduced 41.71 32.1 0.097

Table 5: Results based on the rating strategy of Wan et
al. reported in Wan et al. (2023) (upper) and reproduced
by us (bottom) on the test dataset of the original and
reduced DynaSent. Reg4 refers to the regression output
evaluated on a scale of 4.

Task Model Lr acc (↑) f1 (↑) MSE (↓)
Bin. RoBERTa-base 1e-5 69.37 60.9 0.306
Reg4 RoBERTa-base 1e-5 51.64 32.3 0.072
Reg4 RoBERTa-base 5e-6 51.55 32.0 0.067
Reg4 RoBERTa-base 1e-6 55.98 25.4 0.055
Reg4 DeBERTa-base 1e-5 52.55 33.2 0.071
Reg4 DeBERTaV3-base 1e-5 51.11 31.5 0.074

Table 6: Results based on the RMSE rating strategy with
different models and learning rates on the test dataset
of the reduced DynaSent. Reg4 refers to the regression
output evaluated on a scale of 4.

Figure 6 shows the RoBERTa-base model per-
formance during the training process (10 epochs)
on the validation dataset of the reduced DynaSent.
During training, our disagreement rating strategy
outperformed the other in terms of accuracy and
MSE. For accuracy, higher values are better, while
for MSE, lower values are preferred. Despite an
overfitting warning during the 10 epochs training, it
does not matter significantly when our main focus

is the comparison of the two disagreement rating
strategies.

The increase from 41.71% to 51.64% in accuracy
and the drop from 0.097 to 0.072 in MSE in the
final results on the test dataset, as shown in Table
5. and Table 6, reaffirms the better model perfor-
mance based on our disagreement rating strategy.
This suggests that using the AAD-based RMSE for
rating disagreement yields improved performance
in the task of sentiment annotation disagreement
prediction. Additional experiments with other se-
tups, as shown in Table 6, confirm these results.

5.3 Cross-dataset generalization

To test the model on our 94 instances of video sub-
titles, a fifth annotator was invited to independently
annotate the subtitles, allowing for a similar ex-
periment as in the previous section. We applied
the AAD-based RMSE regression model, and the
results are shown in Table 7.

Instances acc f1 precision recall
Reg2 94 60.64 58.57 64.26 61.14
Reg4 94 45.74 30.97 34.07 32.89

label-1 31 N/A 50.57 39.29 70.97
label-2 13 N/A 24.00 25.00 23.08
label-3 2 N/A 0 0 0

Table 7: Results of the regression task when the predic-
tions are evaluated on a scale of 2 and 4, respectively,
and the result breakdown, with label 1 to 3 for increas-
ing disagreement.

In general, the results indicate the feasibility of
predicting annotator (dis)agreement before anno-
tation, even when the model was transferred to a
new test dataset. Specifically, when evaluated with
two polarities, i.e., agreement and disagreement,
the models showed an accuracy of 60.64% and an
f1 of 58.57%. When further breaking down the dis-
agreement into three levels (label 1-3), unbalanced
performance across levels of disagreement was ob-
served, which might be caused by the imbalance of
the label distribution in the training dataset with a
ratio of 54:17:2.

6 Conclusion

While traditional IAA measures are favoured for
providing a single comprehensive score that sum-
marizes overall agreement across a dataset, they of-
ten complicate the interpretation of low scores and
fail to capture finer (dis)agreement patterns. Prior
research (e.g., Basile et al. (2021)) has highlighted
these limitations, but effective solutions remain an
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open area of research. Our study contributes a sys-
tematic exploration of AAD as a more interpretable
measure of annotation variations, particularly in
subjective tasks like emotion recognition. Rather
than presenting AAD as a completely novel met-
ric, we demonstrate its potential to complement
existing agreement measures by providing richer
insights into (dis)agreement.

We first applied AAD to analyze both inter- and
intra-annotator (dis)agreement with a multimodal
dataset, which enables us to observe how these
(dis)agreements manifest differently depending on
the input channel, proving a more comprehensive
understanding of (dis)agreement across modalities.
Furthermore, a nearly 10% increase in accuracy in
the disagreement prediction task demonstrates the
advantages of our AAD-based approach.

Due to the scarcity of available (multimodal)
emotion datasets with sets of annotations for agree-
ment study, we conducted our study on the most
suitable dataset currently accessible. While a larger
dataset could further validate our findings, our
dataset is representative of real-world annotation
challenges, and the observed improvements in dis-
agreement prediction align with prior work. We
would extend this research when new datasets be-
come available, but the current results already
demonstrate the effectiveness and potential impact
of AAD.

7 Limitations

Although the database used in this study is rela-
tively small, it provides valuable insights and lays a
foundation for future research with larger datasets.
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A Categorical emotion labels and their
averaged valence and arousal scores

Emotion valence arousal vector
confusion 3.0 2.9 (3.0, 2.9)
contentment 3.8 3.0 (3.8, 3.0)
disappointment 2.0 2.8 (2.0, 2.8)
disgust 2.0 3.2 (2.0, 3.2)
joy 4.1 3.6 (4.1, 3.6)
neutral 3.0 3.0 (3.0, 3.0)
surprise 3.6 3.4 (3.6, 3.4)

Table 8: Categorical emotion labels and their averaged
valence and arousal scores.

B Valence and Emotion Difference in
Three Other Modality Setups

Figures 7 through 10 present the results of valence
and emotion differences across audio, (silent) video
and multimodal setups.

C Distribution of Disagreement

As shown in Figure 11, the distribution of disagree-
ment rate changes with the rating strategies. One
notable change is that more instances, regardless of
sentiment polarity, are labelled as weak disagree-
ment (0.33) instead of the stronger one (0.67). In
both rating strategies, a larger proportion of nega-
tive instances receive strong disagreement (0.67)
than neutral and positive ones, aligning with our
findings in Section 4.3 that disagreement tends to
happen more in negative instances.

D Discrepancy between Original and
Reproduced Results

As shown in Table 5, there is quite some discrep-
ancy between the F1 scores reported in Wan et al.
(2023) and those of our reproduced experiments,
while the MSE scores remain in the same range.
For the sake of comparison, we believe that the
results on the reduced dataset are better compared
to our reproduced experiments following the same
experimental set-up.
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Figure 7: Absolute valence difference in audio, video and multimodal setups between each pair of annotators
(represented with different colours). The X-axis is the absolute difference in valence; the Y-axis stands for the
frequency of the difference values in the data.
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Figure 8: Emotion difference in audio, video and multimodal setups between each pair of annotators. The X-axis is
the Euclidean distance between emotion vectors, while the Y-axis stands for the frequency of the difference values
in the data.
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Figure 9: Absolute valence difference in audio, video and multimodal setups from three sets of annotations from
the same annotator. The X-axis is the absolute difference in valence; the Y-axis stands for the frequency of the
difference values in the data.
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Figure 10: Absolute valence difference in audio, video and multimodal setups from three sets of annotations from
the same annotator. The X-axis is the absolute difference in valence; the Y-axis stands for the frequency of the
difference values in the data.
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Figure 11: Distribution of disagreement rate across sentiment polarities in the reduced DynaSent dataset with
different rating strategies. The first is based on the number of disagreement labels, while the second is mapped with
RMSE scores. The X-axis represents the major sentiment polarities, with non referring to no majority.
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