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Abstract

Recent studies suggest that canonical works
possess unique textual profiles, often tied to
innovation and higher cognitive demands.
However, recent work on Danish 19th cen-
tury literary novels has shown that some
non-canonical works shared similar textual
qualities with canonical works, underscoring
the role of text-extrinsic factors in shaping
canonicity. The present study examines
the same corpus (more than 800 Danish
novels from the Modern Breakthrough era
(1870–1900)) to explore socio-economic and
institutional factors, as well as demographic
features, specifically, book prices, publishers,
and the author’s nationality – in determining
canonical status. We combine expert-based
and national definitions of canon to set up a
classification experiment to test the predictive
power of these external features, and to under-
stand how they relate to that of text-intrinsic
features. We show that the canonization
process is influenced by external factors –
such as publisher and nationality – but that
text-intrinsic features nevertheless maintain
predictive power in a dynamic interplay of text
and context. To ensure reproducibility, code
and raw data are available at https://github.
com/centre-for-humanities-computing/
text-extrinsic-canon.

1 Introduction

Why do some novels have an enduring status in
literary cultures while others remain outside the
canon? The question of how novels achieve – or fail
to achieve – canonical status has long fascinated
literary scholars, generating a rich field of study.
Recent work suggests that the textual features of
literary works hold significant predictive power in
determining their canonicity. Compared to non-
canonical works, canonical works exhibit a unique
textual profile (Barré et al., 2023; Brottrager et al.,
2021; Porter, 2018), with stylistic characteristics

connected to a higher cognitive load on the reader
(Bizzoni et al., 2024; Wu, 2023; Wu et al., 2024).

Moreover, recent studies have gone beyond
stylistic analysis to examine representations of
canonical novels in semantic space. For example,
Barré (2024), working with a corpus of historical
French fiction, demonstrated that canonical works
are often more deeply integrated into an intertextual
network after publication. Similarly, in Feldkamp
et al. (2024b) we examined textual embeddings
of late 19th-century Danish novels, revealing that
canonical novels distinguish themselves through
innovation and impact. These novels not only stand
out from their contemporaries but also appear to be
literary trendsetters of their time.

Although previous studies have reaffirmed the
role of textual features in determining a novel’s
canonicity, they do not fully explain the phe-
nomenon. Either the features selected for anal-
ysis or the definition of the “canon” appear to cre-
ate blind spots. For instance, in Feldkamp et al.
(2024b) we identified a category of novels with
textual profiles similar to canonical works, which,
however, remain lesser known today. This sug-
gests that textual qualities alone may not be suffi-
cient to explain canonicity. The inability of these
“non-canonical canonicals” (i.e., novels with tex-
tual profiles similar to canonical works) to achieve
widespread recognition implies that other factors –
beyond the textual features – play a crucial role in
shaping canonicity.

Previous research has emphasized the impor-
tance of text-extrinsic factors such as the spread
of novels, their accessibility to readers, and the
socio-economic conditions surrounding their pro-
duction (Heydebrand and Winko, 1996; Guillory,
1995). These aspects may influence canonization
processes, where evaluation plays a role at every
level, from publisher to reviewer and reader (Hey-
debrand and Winko, 1996; Brottrager et al., 2021)
and where institutions also create and maintain the
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canon (Guillory, 1995). Such factors may be key
to understanding why some works with seemingly
“canonical” characteristics fail to enter the canon.

Thus, the case of Feldkamp et al. (2024b)’s non-
canonical novels raises an important question: are
models which focus primarily on text-intrinsic fea-
tures overlooking key factors related to a novel’s
dissemination and reception? To answer this ques-
tion, we investigate the broader socio-economic
and institutional contexts of literary production, fo-
cusing on text-extrinsic factors – specifically, book
prices, publishing houses, and the author’s nation-
ality – as predictors for a novel’s canonicity.

We test the strength of text-extrinsic features for
determining the canonical status of a novel in a
classification task. We compare this to the perfor-
mance of exclusively text-intrinsic features as used
in Feldkamp et al. (2024b), as well as the combi-
nation of text-extrinsic features and text-intrinsic
features. We propose two hypotheses:

H1: Novels that achieve canonical status are
more strongly associated with a combination of
text-intrinsic and text-extrinsic features (than with,
e.g., text-intrinsic features alone).

H2: Novels that achieve canonical status are
more strongly associated with either text-intrinsic
or text-extrinsic features (such that the addition of,
e.g., text-extrinsic features does not significantly
improve the prediction of canonicity).

Our classification task with different text-
intrinsic and text-extrinsic settings will give us an
idea of how these factors interact in literary canon
formation. Moreover, we inspect models based on
all possible feature combinations individually and
analyse misclassifications in depth to gauge what
they can tell us about the boundaries of the literary
canon.

For this study, we use the same corpus of novels
from the Modern Breakthrough (det Moderne Gen-
nembrud, 1870-1900) as we did in Feldkamp et al.
(2024b), to examine them in a controlled context.
This period is ideal for our study because it offers
exhaustive coverage of literary production within a
short timeframe, situating the novels within a small,
relatively contained literary field (the Danish). This
approach is significant because previous efforts to
examine canonicity often struggle to account for
the “dark numbers” of literary production – i.e., the
forgotten or “great unread” works (Moretti, 2000).
By focusing on a small, restricted, yet exhaustive
setting, we can directly compare canonical nov-
els to the contemporary production, avoiding the

potential biases introduced by spuriously selected
control groups.

This paper is structured as follows: Section 2
reviews related work on text-intrinsic and text-
extrinsic features of canonical works, as well as the
literary context of our corpus. Section 3 provides
an overview of the corpus used in this study and
explains how the canonicity of a novel was defined.
Section 4 details our methodological pipeline, cov-
ering the creation of document representations, se-
lection of text-extrinsic features, preparation of
classification tasks, execution of experiments, and
analysis of false positives. Section 5 presents the
results, beginning with descriptive statistics, fol-
lowed by the classification outcomes and an in-
depth analysis of false positives. This is followed
by a discussion in Section 6, and concluding re-
marks in Section 7.

2 Related Work

2.1 Features of the canon

The discussion about canon has often focused on
the tension between two perspectives: one that
views canonicity as conferred “from above”, based
on cultural, political, or institutional factors (Guil-
lory, 1995), and another that sees it as a reflection
of the inherent excellence of the works “from be-
low”, grounded in text-intrinsic features (Bloom,
1995). Recent studies have offered a more nuanced
view of this debate. They demonstrate that text-
extrinsic features1 are strong predictors of canonic-
ity (Brottrager et al., 2021), but also confirm that
canonical works possess distinctive text-intrinsic
characteristics compared to non-canonical works
(Feldkamp et al., 2024b; Barré et al., 2023; Brot-
trager et al., 2021; Porter, 2018). Furthermore,
canonical works exhibit textual profiles that differ
not only from non-canonical works but also from
other categories of literary recognition, such as
bestselling or prize-winning novels (Bizzoni et al.,
2024; Wu et al., 2024). For distinguishing canon-
ical works on the large scale, studies have mainly
focused on stylistic or syntactic features (Algee-
Hewitt et al., 2016; Brottrager et al., 2021), such
as linguistic measures related to a novel’s complex-
ity (Wu et al., 2024). Notably, this has been an
attempt to gauge stylistic/syntactic differences be-
tween canon and non-canon overall, and not within
a given field or period. As such, the more contex-

1I.e., cultural, political, or market traits, as in Wang et al.
(2019).
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tual, but also the semantic aspects of literary texts
have been relatively overlooked. Still, recent stud-
ies like Barré (2024) use text embeddings to show
how canonical works appear to have a stronger
echo in the literary field after their publication than
non-canonical works have – perhaps a stronger
presence in shaping norms and trends for literature,
which can here be interpreted as semantic.

Considerable recent work has examined indica-
tors of canonicity, shedding light on their interre-
lations (Brottrager et al., 2022, 2021; Feldkamp
et al., 2024a; Barré et al., 2023; Algee-Hewitt et al.,
2016). For instance, school-based and scholarly in-
dicators of canonicity appear more closely linked,
while prize lists tend to be more disparate, reveal-
ing a complex interplay of actors in canonization
(Barré et al., 2023; Feldkamp et al., 2024b).

However, little data-driven research has investi-
gated how a work’s canonization relates to factors
of literary production in its historical context, such
as the role of its publishing house. Prominently,
Winko (2002) describes canonization as an emer-
gent process shaped by numerous uncoordinated
yet intentional actions, where individual choices ac-
cumulate over time. While some actors, such as in-
stitutions, play a more influential role as guardians
or shapers of the canon, the impact of different
actor types remains conjectural, and even recent
studies question the role of text-intrinsic features
(Herrmann, 2011).2

Building on this literature, the present study
firstly tests the relative influence of text-intrinsic
features in the process of canonization. Secondly, it
compares and examines how specific aspects of the
literary system – particularly the role of publishers,
accessibility (e.g., prices), and author profile (na-
tionality) – shape the canonization of a work within
its historical context.

2.2 The Danish Modern Breakthrough

The Modern Breakthrough was a transformative pe-
riod in Danish literature, marking the shift from ro-
manticism to realism and naturalism. Spearheaded
by Georg Brandes,3 the movement emphasized lit-
erature’s role in societal critique, focusing on social
issues, individualism, and science (D’Amico, 2016;

2Herrmann (2011) argues that the idea of textual factors
influencing all forms of canon formation is an implicit as-
sumption, neither empirically proven nor accounted for in
theoretical descriptions.

3Brandes’ Copenhagen lecture (1871) and J.P. Jacobsen’s
Mogens (1872) are often considered the start of the Modern
Breakthrough (Bjerring-Hansen and Rasmussen, 2023).

Bjerring-Hansen and Wilkens, 2023).
At the same time, literary tastes shifted: realist

novels rose to prominence, while historical novels,
like those by B.S. Ingemann, lost their earlier popu-
larity (Bjerring-Hansen and Rasmussen, 2023; Mar-
tinsen, 2012). This polarization between realist and
historical literature highlights the evolving dynam-
ics of literary authority, market forces, and reader
reception. Realist novels gained a place in the lit-
erary canon, while genres like the historical novel
declined (Bjerring-Hansen and Wilkens, 2023).
Canonicity, therefore, may have been shaped by
more than just textual qualities; socio-economic
factors, market dynamics, and reader demograph-
ics also seem to have played a significant role.

Overall, the Modern Breakthrough was com-
posed by three interdependent shifts: one in lit-
erary production (subject and volume of printed
literature), one in the literary field (rise and fall of
publishers), and one in literary culture (changing
reader tastes and demand for accessible literature).
The Modern Breakthrough likely led to the rise of
certain textual profiles and a more heterogeneous
corpus, reflecting the dominance of Realism. More-
over, changes in publishing dynamics and reader
preferences may complicate the modeling of the
canon. This also means that the period of the Mod-
ern Breakthrough, though relatively short in dura-
tion (30 years), is anything but a minor period in
terms of complexity.

3 Data

Our dataset comprises 838 original Danish and Nor-
wegian novels published between 1870 and 1900,
accompanied by metadata such as page count, (orig-
inal) book price and publishing house. All novels,
including those by Norwegian authors, were pub-
lished in Danish and by Danish publishers. The
corpus includes all first-edition novels from Danish
publishers during this period, excluding non-novel
works like short story collections.4

We use the categorization of novels’ canonical
status in Feldkamp et al. (2024b).5 Their list of

4This compilation – the MiMe-MeMo corpus – was de-
veloped by J. Bjerring-Hansen, P. Diderichsen, D. Haltrup,
and N.E.D. Jørgensen, based on the Danish book index. For
details, see Bjerring-Hansen et al. (2022). Version 1.1, uti-
lized in this study, is accessible at: https://huggingface.
co/datasets/MiMe-MeMo/Corpus-v1.1.

5Note that the categorization in Feldkamp et al. (2024b)
is author-based, meaning that all books in the corpus by an
author mentioned in their canon-list are tagged as canonical,
even if it is not the author’s most prominent work.
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titles authors

Corpus 838 361

Canon 114 20
Other 724 342

Table 1: Statistics on the corpus.

the canon included authors indexed in the Educa-
tional Canon (Undervisningskanon) and the Cul-
tural Canon (Kulturkanon), introduced by the Dan-
ish government in the early 21st century to promote
Danish literature and standardize school curricula
(Harbild et al., 2004). However, the government-
defined canons exclude Norwegian authors and are
likely driven by political agendas. To provide a
more expert-driven perspective, Feldkamp et al.
(2024b) collected a canon list from on the ency-
clopedia Den Store Danske, specifically its entry
on ‘det moderne gennembruds litteratur.’6 Novels
featured in the Cultural Canon, written by authors
mentioned in the Educational Canon, or listed in
the entry of ‘det moderne gennembruds litteratur’
in Den Store Danske are labeled as Canon, while
all others are categorized as Other. (See corpus
statistics and category details in Table 1.7)

4 Methods

To test our hypotheses, we take the following ap-
proach in this paper:

1. Creating document representations. To
build a compact representation of the texts, we use
a large language model to create a semantic embed-
ding of each novel – the m-e5-large-instruct
model.8 Previous work has tested this model
against three other SOTA models for Danish in cre-
ating embeddings that would perform well gener-
ally and across historical Danish documents for this
particular corpus (Feldkamp et al., 2024b).9 Each

6See https://denstoredanske.lex.dk/det_
moderne_gennembruds_litteratur. Note that while
government canons and Den Store Danske index various
genres,this paper focuses solely on novels.

7An extended dataset with additional tags is avail-
able on https://huggingface.co/datasets/chcaa/
memo-canonical-novels.

8https://huggingface.co/intfloat/
multilingual-e5-large-instruct.

9The four models that were tested included the historical
Danish MeMo-BERT model (Al-Laith et al., 2024), the best-
performing Danish sentence encoder DFM-large (Enevold-
sen et al., 2023), and the two best-performing open-weight
models on SEB, m-e5-large and its prompt based version
m-e5-large-instruct (Wang et al., 2024). For a detailed
description of the task, see Appendices F and G in Feldkamp
et al. (2024b).

novel is divided into chunks of the same size,10

and embeddings were created for every chunk. The
average embedding of all chunks of a novel is then
used as a representative embedding for that novel.

2. Selection of text-extrinsic features. For
each novel, we collect its first edition price, the
editor that published it, and the nationality of the
author, to represent some aspects of the novels’ text-
extrinsic profile. Price and editor could be causes of
a novel’s canonization, or consequences of the very
qualities that ensured its canonization. Nationality,
on the other hand, can only act as ‘cause’ in the
selection pattern. We selected these features as a
starting point because we expected them to have
the strongest impact on canonization and because
they exhibit a reasonable distribution across the
two classes. Other relevant elements, like reprint
history, had to be excluded due to data availability.

3. Preparing classification tasks. We perform
a classification task using a simple Random Forest
model. Random Forest was chosen for this task be-
cause it shows robust performance with mixed data
types (continuous and categorical) and, through its
ensembling, effectively mitigates overfitting. It is
also a robust model, well suited for handling out-
liers. The two classes we are working with are
Canon and Other.

4. Sampling. Because our two classes are unbal-
anced, we randomly downsample the larger class
(Other). In order to guarantee robustness, we re-
peat the majority class downsampling (and train-
ing/testing) 50 times and take the average precision,
recall, and F1-score across all 50 runs as our results.
In each run, we reserve 10% of the data for testing.

5. Experiments. First, we perform a baseline
task in which we use the average sentence length
as a feature, we assume this to be a relatively sim-
plistic representation of a novel text. Second, to
model the impact of text-intrinsic and text-extrinsic
features on the process of canonization, we experi-
ment with the following features: (1) text-intrinsic
features, i.e., embeddings, and (2) text-extrinsic
features, i.e., price, publisher, and nationality. We
run experiments with all possible combinations of
these four features.

6. False positives analysis. To detect non-
canonical novels that contain a textual profile simi-
lar to canonical novels, we closely analyse the false
positives from the experiments that result from run-

10Since the maximum chunk size includes the length of the
prompt, we use a chunk size of 512 - 87 = 425 characters.
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Figure 1: Boxplot (upper) and distribution (KDE) plot
(lower) of book price across categories.

ning the model only on text-intrinsic features, i.e.,
embeddings. That is, we are interested in false
positives where Other books were misclassified as
Canon. In order to secure robustness of our results,
we run enough iterations to obtain 12 predictions
for each novel.11

5 Results

5.1 Descriptive statistics

Inspecting the descriptive statistics, we find that
both the distribution of publishing houses and orig-
inal book price vary between categories. The upper
plot in Figure 1 shows the distribution of book
prices per label category, depicted in two boxplots.
The bottom figure shows a kernel density estimate
(KDE) plot of each label category. On average,
prices of canonical books are higher than those of
non-canonical books. The heatmap in Figure 3 in
Appendix A shows that almost all canonical books
are published by a handful of the largest publish-
ing houses (Gyldendal, Reitzel, Schubothe, Det
Nordiske Forlag, Schou, and Philipsen). Together,

11In other words, we run enough iterations of our
embedding-based classification model to ensure that every
‘ Other book is included in a test-set 12 times.

Canon Other
titles authors titles authors

Danish 68% 70% 86% 89%
Norwegian 32% 30% 13% 10%

German 0% 0% 1% 1%

Table 2: Distribution of author nationalities within the
corpus, based on number of authors and novels.

these six publishing houses are responsible for 94%
(107) of all canonical novels. However, this does
not immediately imply that the larger the publish-
ing house, the higher the chance a novel becomes
canonical. There are other large publishing houses
where no canonical novels were published (Jyds
Forlags-forretning and A. Behrend, for example),
and smaller publishing houses with a more even
canon/non-canon ratio. Furthermore, these statis-
tics show that publishing houses that are responsi-
ble for a large part of the canon production, also
publish non-canonical books.

In Table 2, we present the distribution of author
nationalities within our corpus, including both the
distribution of unique authors and the distribution
of all novels. Beyond Danish authors, the corpus
includes works by Norwegian authors and a few
German authors. The proportion of canonical nov-
els written by Norwegian authors is notably higher
than in the non-canonical group (32% versus 13%).
In our classification tasks, we further examine the
influence of the author’s nationality on a novel’s
likelihood of achieving canonical status.

5.2 Classification tasks

The average performances of the classification ex-
periments are summarized in Table 3. In nearly all
experiments, the baseline performance based on
average sentence length is surpassed. Embeddings
alone appear to be strong predictors for canonicity,
yielding F1-scores of 0.728 for the Canon class
and 0.677 for the Other class. This aligns with
the findings of Feldkamp et al. (2024b), suggesting
that canonical novels possess a distinctive textual
profile that sets them apart from the broader literary
corpus. This result becomes even more impressive
when we take into account that we are using an
very rough representation of the novels – the texts
are reduced to a set of semantic embeddings (of
which we cannot say with certainty what exactly
they do and do not capture), of which we then take
the average.

However, several text-extrinsic features or com-
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Precision Recall F1-score
Type Feature set Canon Other Canon Other Canon Other

Baseline avg_sentence_length 0.511 0.514 0.828 0.213 0.585 0.222

Text-extrinsic price 0.551 0.553 0.560 0.534 0.545 0.534
publisher 0.647 0.864 0.909 0.501 0.753 0.620
nationality 0.633 0.549 0.293 0.839 0.389 0.662
price_publisher 0.648 0.676 0.683 0.622 0.658 0.638
price_nationality 0.580 0.580 0.551 0.601 0.554 0.581
publisher_nationality 0.647 0.857 0.905 0.505 0.752 0.624
price_publisher_nationality 0.657 0.684 0.691 0.637 0.667 0.652

Text-intrinsic embeddings 0.681 0.764 0.795 0.624 0.728 0.677

Combination embeddings_price 0.685 0.754 0.780 0.639 0.723 0.683
embeddings_publisher 0.684 0.738 0.772 0.627 0.718 0.667
embeddings_nationality 0.693 0.764 0.790 0.642 0.731 0.686
embeddings_price_publisher 0.694 0.775 0.804 0.641 0.739 0.692
embeddings_price_nationality 0.688 0.756 0.782 0.642 0.726 0.685
embeddings_publisher_nationality 0.691 0.756 0.783 0.643 0.728 0.686
embeddings_price_publisher_nationality 0.690 0.749 0.778 0.643 0.726 0.684

Table 3: Performance of Random Forest models based on a baseline (avg. sentence length) and different feature sets:
text-extrinsic features only, text-intrinsic feature (embeddings), and a combination of text-extrinsic and -intrinsic
features. The dataset is down-sampled to have balanced classes (114 data points per class). Values represent average
results across 50 iterations. In green: the best settings for that class. In bold: the best predicted class for those
settings.

binations thereof also obtain a high performance
when predicting canonicity in our corpus. The av-
erage F1-scores range between 0.389 and 0.753.
Some of these outperform the text-intrinsic fea-
tures: the highest performance for the Canon class
is achieved using the publishing house as the sole
feature (0.753), followed closely by the combina-
tion of publisher and nationality (0.752). This re-
veals that text-extrinsic features also serve as good
predictors for a novel’s inclusion in the canon.

When text-extrinsic features are combined with
embeddings, F1-scores for the Canon class fall
within the range of 0.718 to 0.739, suggesting that
together they achieve a similar performance in pre-
dicting canonicity. Across experiments – regard-
less of whether they rely on text-intrinsic or text-
extrinsic features – the Canon class consistently
exhibits better predictive outcomes. Exceptions
arise when nationality alone, or in combination
with price, are used as features.

To evaluate whether these results are dispropor-
tionally influenced by the very long tail of smaller
publishing houses – each publishing only one novel
– we conduct the same classification experiments on
a subset of the corpus. This subset includes novels
from the eight publishing houses that each con-
tribute to the dataset with more than 25 novels (see
Figure 3). The performance metrics for these exper-
iments are shown in Table 4. Notably, the perfor-

mance of the text-intrinsic features (embeddings)
remain stable, with F1-scores stabilize at 0.713 for
both classes. The F1-scores of the text-intrinsic fea-
tures are slightly lower than in the experiments with
the full corpus, and the same goes for the perfor-
mances in experiments with both text-intrinsic and
-extrinsic features. The pattern, observed in Table 3,
remains the same: together, these features achieve
a similar performance in predicting canonicity as
in experiments with only text-intrinsic features.

These findings reinforce the robustness of em-
beddings in predicting canonicity and suggest that
the textual characteristics distinguishing canonical
novels are not merely artifacts of data imbalance
among publishing houses.

5.3 Not breaking through
As much as these results show us that both text-
extrinsic and text-intrinsic features play a role in
the process of canonization, they also highlight
novels that do not conform to this pattern. The F1-
score of 0.728 when using embeddings as feature
for the classification task, suggests there are novels
with a textual profile similar to canonical works, but
that remain lesser known today. In this section, we
dive deeper into these false positives (incorrectly
classified as Canon), to better understand why they
failed to achieve canonical status. After predicting
each novel 12 times, we filtered for non-canonical
novels that were incorrectly labeled as Canon when
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Figure 2: Ratio of true negatives (TN ) and false posi-
tives (FP ) of non-canonical novels that are incorrectly
classified as canonical based on embeddings, when us-
ing other feature sets. We only include novels of which
75% of the predictions for embeddings are FP . The
unique number of novels is 145.

embeddings were used as features. We then applied
a second filter, retaining only novels labeled as FP
at least 9 times (75%). This resulted in a list of 145
novels, each predicted 12 times.

Figure 2 shows how these 145 novels are pre-
dicted when using different sets of features. The
stacked bar plots show that when using text-
extrinsic features such as publisher, price, nation-
ality, or combinations thereof, the frequency of in-
correct predictions for these 145 novels decreases
substantially. In other words, text-extrinsic features
make it easier to correctly predict these novels as
non-canonical compared to embeddings. These
false positive novels were published by 32 differ-
ent publishing houses. Among them, 97 novels
(67%) were published by the six houses respon-
sible for most canonical novels: Gyldendal (54),
Schubothe (14), Schou (11), Det Nordiske Forlag
(9), Reitzel (7), and Philipsen (2). The remaining
48 novels were published by 26 smaller houses,
most of which are represented by only one book
in our dataset. To explore this phenomenon at the
level of individual novels, we created the heatmap
in Figure 4 in Appendix B. This visualization in-
cludes all 145 false positive novels (as identified
using embeddings) and shows how often they were
incorrectly classified as canonical when other fea-
ture sets were used. A cell value of 1 indicates that
the novel was predicted as a false positive in all
12 predictions for that feature set, while a value of
0.5 indicates it was a false positive in 6 out of 12
predictions. Novels are sorted by the sum of their
row values (excluding embeddings). The higher a
novel appears in this heatmap, the more often our
model correctly predicted it as Other based on its

publisher, price, and the author’s nationality.
Two novels that appear prominently in the

heatmap (Forfløjne Pile and På Solsiden) are by
Carl Muusmann (1863–1936), a Danish author and
journalist who worked for various newspapers, in-
cluding Berlingske Tidende and Nationaltidende.
Muusmann was particularly known for his crime
novels and was considered a pioneer in the genre.
The textual style of these two novels is highly simi-
lar to canonical works, but they lack the correct
combination of publisher, price, and other text-
extrinsic features. Interestingly, another of Muus-
mann’s novels, Bondekunstneren, appears lower in
the heatmap, as its publisher and price align more
closely with those of canonical works.

While many non-canonical novels were printed
in lower-cost formats, some authors, such as Carl
Muusmann, had works produced with considerable
material quality. For example, Ilsøe (2014) notes
that Muusmann’s Det lille Paradis (1911) was pub-
lished by Kunstforlaget Danmark with decorative
endpapers designed by Axel Hou, indicating a level
of aesthetic investment. This suggests that book
material quality alone did not determine canonic-
ity, and that institutional factors may have played
a larger role in excluding certain works. Notably,
Muusmann never remained with a single publisher;
instead, his five novels in the dataset were pub-
lished by four different houses, suggesting a lack
of the institutional backing that often contributes
to literary canonicity. Other authors with multiple
novels high in the heatmap include Axel Betzonich
(Don Juans Efteraar, Peter Jensen), Jakob Hansen
(Karen Hav, Ved Højvande), and Otto Møller (Lys
over Landet!, Overmennesker, Millionærens Pile-
grimsfærd). These cases point in the direction of
the hypothesis that writing in the correct textual
style is insufficient for achieving canonical status;
a novel must also have the right publisher, price,
and potentially many other contextual attributes.

Conversely, novels at the bottom of the heatmap
in Figure 4 exhibit the correct textual profile, pub-
lisher, price, and nationality, yet they are still ex-
cluded from contemporary canonical lists. This
highlights, amongst other things, the inherent limi-
tations of the canon itself. Despite expanding the
canon by incorporating expert opinions (e.g., based
on Den Store Danske), the presence of Norwegian
author Jonas Lie in this heatmap (with his nov-
els Faste Forland, Livsslaven, Et Samliv, Niobe,
Kommandørens Døttre, Thomas Ross, and Gå På)
underscores how perceptions of the canon differ
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Precision Recall F1-score
Type Feature set Canon Other Canon Other Canon Other

Baseline avg_sentence_length 0.512 0.667 0.936 0.142 0.656 0.200

Text-extrinsic price 0.536 0.544 0.516 0.564 0.518 0.546
publisher 0.540 0.622 0.729 0.376 0.599 0.428
nationality 0.627 0.537 0.302 0.807 0.393 0.642
price_publisher 0.571 0.605 0.638 0.516 0.596 0.543
price_nationality 0.559 0.547 0.540 0.564 0.538 0.546
publisher_nationality 0.573 0.571 0.576 0.556 0.562 0.549
price_publisher_nationality 0.573 0.588 0.618 0.527 0.585 0.542

Text-intrinsic embeddings 0.719 0.738 0.724 0.709 0.713 0.713

Combination embeddings_price 0.698 0.715 0.709 0.685 0.695 0.691
embeddings_publisher 0.692 0.706 0.711 0.671 0.694 0.681
embeddings_nationality 0.722 0.726 0.720 0.711 0.713 0.712
embeddings_price_publisher 0.701 0.714 0.715 0.684 0.700 0.691
embeddings_price_nationality 0.703 0.730 0.735 0.676 0.710 0.692
embeddings_publisher_nationality 0.705 0.715 0.716 0.685 0.703 0.692
embeddings_price_publisher_nationality 0.698 0.737 0.747 0.667 0.714 0.692

Table 4: Performance of Random Forest models based on a baseline (avg. sentence length) and different feature sets:
text-extrinsic features only, text-intrinsic features (embeddings), and a combination of text-extrinsic and -intrinsic
features. The dataset only includes the novels of large publishing houses of which we have more than 25 novels
in our dataset. We have down-sampled to have balanced classes (107 data points per class). Numbers represent
average results across 50 iterations. In green: the best settings for that class. In bold: the best predicted class for
those settings.

across national boundaries. While Lie holds canon-
ical status in Norway, he is not included in the
version of the Danish canon that was used in this
study.

6 Discussion

The results of our classification tasks show that
both the text-intrinsic features and (a subset of) the
text-extrinsic features provide predictive value of
canonicity. In our experiments based on the full
corpus, the text-extrinsic features outperform the
embeddings. This confirms H2. However, when we
only look at the performances of the experiments
based on the subset of large publishing houses, text-
intrinsic features outperform text-extrinsic features,
which confirms our H2 in the opposite direction. A
combination of both embeddings and nationality, or
all features together, result in similar performances.
This does not provide strong support for H1, but
since a combination of features does not lower the
predictive performance either, it is neither a rejec-
tion of this hypothesis. Additional experiments are
required to be able to either confirm or reject H1.

In sum, the misclassification of novels, as dis-
cussed in the previous section, suggests that textual
similarity to canonical works alone is not sufficient
for inclusion in the canon: the lack of editorial
support or limited distribution due to price choices

might impact their status since their first publica-
tion. The presence of false positives having the
‘right profile’ in terms of price, editor and national-
ity, on the other hand, might indicate two different
phenomena: (i) there are other text-extrinsic fea-
tures that impact their canonical status, such as
institutional support, inclusion in specific literary
trends, and so forth; (ii) there are some essential
text-intrinsic features, not captured by textual em-
beddings, that could explain their exclusion from
the canonical group. Whether Muusmann and the
other mentioned authors were excluded from our
canonical lists for the first or the second order of
reasons is probably a question for a next study.

There are several directions in which future re-
search could develop. Firstly, the definition of
canonicity could be refined, for example by us-
ing alternative lists, and by replacing categorical
labels with a more continuous metric that better
accounts for degrees of recognition. Expanding the
range of text-extrinsic features could improve our
understanding of how text and context interact with
each other in the process of canonization. Addi-
tionally, a more detailed analysis of false positives –
including their commercial success and literary af-
terlife – would help contextualize these works. One
approach to this would be to do a text re-use study
and investigate which novels are more often dis-
cussed in public debate – either cited in newspapers
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or mentioned in the works of influential critics such
as Georg Brandes and Søren Kierkegaard. More-
over, it would be equally worthwhile to investigate
the false negatives – canonical novels that were
not classified as such based on their embeddings.
Such an analysis could enhance our understanding
of factors such as the role of publishers in the can-
onization process. Finally, further exploration is
needed to understand why certain publishers are
so closely linked to canon formation and how their
role has evolved over time.

In terms of the methods we used, improving our
sampling techniques (both through downsampling
and upsampling) and refining our approach to text
embeddings could enhance our results. Rather than
averaging vectors, alternative approaches could
be explored to experiment with different aggre-
gation strategies. Further research is still needed
to develop a more comprehensive understanding
of what embeddings capture – and what they over-
look. This could involve not only comparing em-
beddings with other textual features, such as syn-
tactic complexity, cognitive processing difficulty,
and stylistic patterns, but also employing these fea-
tures as standalone text-intrinsic measures. Future
work could also explore experiments with General-
ized Additive Models (GAMs) to analyze potential
non-linear relationships between features and clas-
sification outcomes, providing a more flexible yet
interpretable alternative to linear models. Addi-
tionally, simpler and more interpretable methods,
such as TF-IDF, could serve both as points of com-
parison and as alternative ways to analyze textual
characteristics.12

7 Conclusion

This paper has examined the roles of text-extrinsic
and text-intrinsic features in shaping a novel’s
canonicity, using the Danish Modern Breakthrough
era (1870-1900) as a case study. We em-
ployed embeddings generated with the multilingual
m-e5-large-instruct model as text-intrinsic fea-
tures, while our text-extrinsic features included the
novel’s price, publisher, and the author’s nationality.
Using a Random Forest classification model, we
predicted whether a novel belonged to the Canon or
Other category based on various feature sets. Our
findings demonstrate that text-extrinsic features are
strong predictors of a novel’s canonicity, suggest-

12A comparison between embeddings and TF-IDF repre-
sentations was included in Feldkamp et al. (2024b).

ing that external dynamics play a significant role
in canon formation. At the same time, embeddings
alone emerged as robust predictors for canonicity,
both on their own and when combined with text-
extrinsic features. Importantly, we show that these
results are not disproportionately influenced by the
many small publishing houses that each published
a single non-canonical novel.

We also explored what misclassifications reveal
about the boundaries of the literary canon. By
focusing on non-canonical novels with textual pro-
files similar to canonical works, we investigated
why these novels failed to achieve canonical sta-
tus. Our analysis seems to show that, for many
authors, text-intrinsic characteristics were insuffi-
cient to secure a place in the canon. Conversely, we
demonstrated that some novels exhibiting the cor-
rect textual profile, publisher, and price still failed
to achieve canonical recognition.

Limitations

Creating embeddings

Prompts: This work utilizes the prompt-based
embedding model m-e5-large-instruct. It is
likely that embeddings could be notably different
when using a different prompt. The chosen prompt
was based on the tests in Feldkamp et al. (2024b),
where the prompt ‘Identify the author of a given
passage from historical Danish fiction’ was used
in the clustering task for historical Danish. Further
prompt variations and variation effects on embed-
dings were presented in Feldkamp et al. (2024b).
Occurrence in training data: Canonical works
may appear more frequently online or in varied con-
texts, potentially influencing embeddings in web-
trained models. However, this effect is likely mi-
nor, as historical novels make up a small fraction of
online discourse – especially in Danish, which rep-
resents a tiny portion of the multilingual model’s
training data. Ideally, training data should be ex-
amined, but this is often unfeasible due to limited
access and computational constraints. The frequent
rewriting of historical canons further complicates
such efforts.

Canon definition

The concept of canonicity is inherently vague and
subject to various interpretations. In our study, we
adopt a binary categorization (canon/non-canon) as
a pragmatic choice, acknowledging that the bound-
ary between these categories is more fluid than
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our classification suggests. Our goal is to estimate
broad distinctions rather than capture the full com-
plexity of canon formation.

However, this approach may obscure cases
where works occupy an ambiguous position within
the literary field or where different actor types exert
conflicting influence. In fact, this binary categoriza-
tion simplifies a phenomenon that may be better
represented as a continuous or multi-dimensional
variable (Brottrager et al., 2022). One key issue
with continuous canon variables is that they of-
ten assume independence between different actor
evaluations – for instance, treating scholarly recog-
nition and institutional adoption as separate yet
equally weighted factors. In practice, these eval-
uations are often highly collinear, as institutional
canons tend to reflect scholarly assessments, and
vice versa (Feldkamp et al., 2024a; Barré et al.,
2023). A more refined approach would account for
these dependencies, potentially assigning different
weights based on the extent to which one form of
recognition reinforces another.

A further complication is whether canonicity
should be treated as a singular phenomenon – one
that different actor evaluations, such as scholars,
institutions, etc., provide partial windows onto – or
as multiple, overlapping but distinct processes. In
our case, we implicitly conflate expert and govern-
ment evaluations, assuming they reflect the same
underlying phenomenon of “canon”. This may
not always hold, and future research could explore
whether different forms of recognition should be
treated as separate dimensions of canonicity or as
interrelated signals of a shared phenomenon.
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CANON OTHER TOTAL
Category

Gyldendal
Reitzel

Schubothe
Det Nordiske Forlag

Schou
Jydsk Forlags-forretning

Philipsen
A. Behrend

V. Pio
Schønberg

Jordan
Høst

Chr. Steen & Søn
J. L. Wulff
Hagerup 

Gad
Rom

Carl Lund
Hagerup

Jens Møller
P. Olsen

Erslev
Cammermeyer

Gjellerup
Salmonsen

Mansa
H.C. Andersen

N.P. Hansen
Axel Andersen

A. Andersen
Mackeprang

Eibe
E. Meyers
Bergmann

Milo
Jacob Lunds Forlag

Th. Ørfeldt
R. Andersen

S. Trier
W. Janssen

Prior
R. Stjernholms forlag

Alex Brandt
Simonsen & Co.

Wroblewsky
Joh. Møller

A. Christiansen
A. Christensen

Forfatteren
K. Jørgensen

K. Foren. f. i. M.
Jespersen

Nyt Forlagsbureu
Kihl & Langkiær

Forfatteren 
Frimodt

Ernst Bojesen
B. Diederichsen

C. Pedersens Boghandel
A. W. Henningsen

H.C. Jacobsen
Nørrejydsk Forlag

Horstmann

Pu
bl

ish
er

52 162 214
13 49 62
17 38 55
10 36 46
5 35 40
0 27 27

10 17 27
0 26 26
0 16 16
0 15 15
0 12 12
0 11 11
0 10 10
0 10 10
0 9 9
1 8 9
0 9 9
0 9 9
0 8 8
0 8 8
0 7 7
1 6 7
0 6 6
0 6 6
3 3 6
0 6 6
0 5 5
0 5 5
0 5 5
0 5 5
1 4 5
0 4 4
0 4 4
0 4 4
0 4 4
0 4 4
0 4 4
0 4 4
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 3 3
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 2 2
0 1 1

CANON OTHER TOTAL
Category

Henriques & Bonfils
Harald Kjellerups

Hans Jensens Forlag
Gravenhorfts Forlag

Emil Bergmann
Colberg

Chr. Steen & Søn 
E. Jespersen (Otto Schwartz)

E. E. Lohses
Digmann Silkeborg
Dansk Afholdsblad

Emil F. Petersen
Folketidendes Bogtrykkeri

F. Sørensen
A. C. Riemenschneiders Forlag

Behrends Enke
Andersen

Adelgade 9
Afholdsboghandel

Borchorst
Bønnelycke

Bjørn Bjarnasons Forlag
Bielefeldt

C. W. Stincks
C. Rasmussens Forlagsboghandel

C.G. Birch
C. Würtz

Carl Jensen
Ch. Michaelsens

Chr. Kragelund Jensen
Chr. Mackeprangs Forlag

A. Jacobsen
N. M. Kjærs Forlag

Morsø Folkeblad
N. B. Kousgaard
Mad. Jørgensen

Madsen-Lind
Lohmannske Forlagsforretning

M. A. Schultz
L. Petersen

L.A. Jørgensen
Lind

Lehm & Stage
Iversens

J.H. Brinck
Jydsk Forlags-Forretning

K. Christensen
J. L. Wisbech

J. C. Jensen
J.C. Koch

Magnus Hansens Eft.
N. Pedersen

S. Birck
Pastor Holt

Philipsen 
S. Brodersen

Strandberg
Th. Gandrup

Thaaning & Appel
V. Pontoppidan

V. Nielsen
Z. Richter

Zeuner

0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
1 0 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1
0 1 1

Figure 3: Number of novels in each category published by a given publishing house. Note that overall, the
Other category generally has a higher entropy in its distribution over publisher than the Canon category. Entropy,
Other = 3.66, Canon = 1.72. This difference persists when downsampling the majority group.
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1870_Korfitsen_EnSkibbruden
1898_Lundgaard_FroekenToes

1893_AndersenT_EnArbejdersDoetre
1890_JoergensenJ_EnFremmed

1887_Muusmann_ForfloejnePile
1886_JoergensenM_Livsnydelse

1883_SchmidtJ_StakkelsPlagesenMedMuntreFoelgesvende
1882_HansenJH_Barbara

1892_Muusmann_PaaSolsiden
1886_HansenJ_VedHoejvande

1896_Egeberg_SejrOgFald
1895_Betzonich_DonJuansEfteraar

1887_HansenJ_KarenHav
1888_Vedel_Stavnsbaand

1894_ClaussenS_UngeBander
1897_Birck_FarisaeerOgTolder
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Figure 4: Heatmap of false positives (FP ): non-canonical novels incorrectly classified as canonical based on
embeddings as features. Columns represent feature sets, with cell values showing normalized false positive
counts (FP/(TN + FP ). We only include novels of which 75% of the predictions for embeddings are FP
(embeddings >= 0.75). The unique number of novels is 145, and every novel is predicted 12 times.
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