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Abstract

Despite the growing concern about memoriza-
tion of training data using large language mod-
els (LLMs), there has been insufficient analysis
under conditions using non-English or industry-
specific corpora. This study focuses on contin-
ual pre-training, a common approach in build-
ing non-English LLMs, and quantifies mem-
orization of training data. Specifically, we
trained two models based on Llama 3 using
Japanese Wikipedia (general) and Japanese fi-
nancial news articles (industry-specific). Ex-
periments showed a tendency for the amount
of memorization to increase as training pro-
gressed, similar to the empirical findings for
English. This trend was clear in the industry-
specific corpus, suggesting potential risks when
using valuable, non-general industry corpora.
We also identified issues specific to Japanese,
and emphasized the importance of analysis
other than in English.

1 Introduction

With the increasing practical use of LLMs, con-
cerns about the memorization of training data have
emerged (Ishihara, 2023). Memorization refers to
the phenomenon where models reproduce exact or
highly similar sequences from training data. Such
memorization can lead to privacy and copyright
infringements while reducing model generaliza-
tion. Regarding privacy, an early study by Car-
lini et al. (2021) warned that personal information
could be extracted from GPT-2 (Radford et al.,
2019). In terms of copyright, Lee et al. (2023)
analyzed GPT-2 and highlighted ethical concerns
related to plagiarism. Additionally, there is concern
that LLMs memorizing benchmark datasets may
undermine the validity of model evaluations (Ma-
gar and Schwartz, 2022).

To address these concerns, previous research on
memorization in LLMs has predominantly exam-
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Figure 1: Overview of this study. We quantify memo-
rization of training data in LLMs continually pre-trained
using Japanese general and industry-specific corpora. In
the open setting (upper), where training data is known,
the training data is split into prompts and reference data,
and the similarity between the generated continuation
and the reference is measured. In the closed setting
(lower), where it is unknown whether a given text is part
of the training data, generation probabilities are used to
estimate the likelihood of inclusion in the training data.

ined models trained on general English-language
corpora. A common methodology involves pro-
viding a beginning of training data as prompts and
analyzing the similarity between generated text and
reference text (Figure 1, upper; Open). Empiri-
cal studies (Carlini et al., 2023) have found that
memorization strongly correlates with (1) training
data duplication, (2) model size, and (3) prompt
length. Furthermore, there is also an approach to
measure memorization by membership inference at-
tacks (Shokri et al., 2017), which attempt to detect
whether a specific text is included in the training
data (Figure 1, lower; Closed). Shi et al. (2024)
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Method for model training

Settings Pre-training Continual pre-training
General (Kiyomaru et al., 2024)

Open Industry-specific (Ishihara and Takahashi, 2024) Ours (§2.1)

Closed General (Koyanagi et al., 2024) Ours (§2.2)

Industry-specific (Ishihara and Takahashi, 2024)

Table 1: Comparison of corpora, problem settings, and training method in our study and previous studies on

non-English (Japanese) memorization.

introduced a benchmark using Wikipedia date in-
formation and proposed a detection method using
token-wise generation probabilities.

With the expansion of non-English and industry-
specific LLMs, there is an increasing need for
research on memorization in such models. For
the Japanese, the LLM-jp project (LLM-jp et al.,
2024) was launched as a cross-organizational ini-
tiative to develop Japanese LLMs. Kiyomaru et al.
(2024) analyzed a GPT-2 model built within LLM-
jp and found that empirical findings from English-
language studies also applied to general Japanese
corpora. In the industry sector, Ishihara and Taka-
hashi (2024) pre-trained a GPT-2 model using ar-
ticles of Nikkei Online Edition' and confirmed
that English findings on memorization were re-
producible even in models trained on Japanese
industry-specific corpora. They also demonstrated
that membership inference attacks achieved the
area under the curve (AUC) of approximately 0.60
in the closed setting. There is also a study that com-
pares the performance of membership inference
methods in Japanese and English (Koyanagi et al.,
2024).

However, the limited research on Japanese mem-
orization (Kiyomaru et al., 2024; Ishihara and Taka-
hashi, 2024; Koyanagi et al., 2024) only covers
models that are pre-trained from scratch (Table 1).
There has been little investigation into memoriza-
tion under continual pre-training (Ke et al., 2023),
which is the primary method used for low-resource
settings. Continual pre-training fine-tunes pre-
trained models with additional training data, en-
abling domain-specific adaptation with relatively
small corpora. Many successful cases have been re-
ported in Japanese (Fujii et al., 2024; Kondo et al.,
2024), but the discussion of memorization in such
fine-tuned models has been overlooked. Most previ-
ous research on memorization in fine-tuned models

1https://nkbb.nikkei.co.jp/en/dataset/
nikkei-news-articles/
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has focused on English (Mao et al., 2025; Zeng
et al., 2024; Biderman et al., 2024; Mireshghallah
et al., 2022).

To bridge this gap, we built Japanese continual
pre-trained models and analyzed the tendency to
memorize training data. Specifically, we fine-tuned
Llama 3 (Grattafiori et al., 2024) with LoRA (Hu
et al., 2022) using Japanese Wikipedia as a general
non-English corpus and Japanese financial news
articles (Nikkei Online Edition) as an industry-
specific corpus (§2). The experiments involve two
tasks: generating a continuation of the training data
(open) and detecting the training data (closed) us-
ing the two constructed models (§3). Furthermore,
we discussed our findings and prospects by com-
paring the results of our experiment with previous
research (§4).

The contribution of this paper is to quantify
the memorization of the training data of LLMs
for the first time with the setting of continual pre-
training using non-English or industry-specific cor-
pora. Three main findings are as follows:

* The tendency to memorize was demonstrated
to be consistent with the empirical findings in
general English, in many cases but not always.
Memorization was particularly pronounced
when using the industry-specific corpus,
which highlights the risks of using non-
general industry corpora.

We discovered that methods that work well in
English do not necessarily work in Japanese,
revealing the need for a detailed analysis of
each language.

2 Background & Problem Settings

This section outlines the memorization quantifica-
tion framework employed in this study. We follow
the systematic taxonomy proposed by Ravaut et al.
(2024) and evaluate memorization under both open
and closed settings as shown in Figure 1.


https://nkbb.nikkei.co.jp/en/dataset/nikkei-news-articles/
https://nkbb.nikkei.co.jp/en/dataset/nikkei-news-articles/

2.1 Open Setting
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Figure 2: Procedure of open setting. Memorization
is measured by the degree to which the prompt at the
beginning of the text contained in the training data and
the continuation can be accurately generated.

Procedure. In the open setting, where training
data is explicitly available, we quantify memoriza-
tion following prior studies (Carlini et al., 2021;
Kiyomaru et al., 2024; Ishihara and Takahashi,
2024). The procedure illustrated in Figure 2 is
as follows:

1. Prepare a trained model and its training set.

2. Extract evaluation data from the training set,
splitting each text sample into prompts and
references.

3. Generate text by greedy decoding using the
model with the prompt as input.

4. Compare the generated text with the refer-
ence text to quantify verbatim and approxi-
mate memorization.

The ideal approach would be to try multiple de-
coding strategies multiple times and perform sta-
tistical analysis. However, since LLM inference
requires significant computing resources and time,
we decided to use a greedy method and generate
only once in this study.

Definition of Memorization. Following prior re-
search on Japanese LLLMs (Ishihara and Takahashi,
2024), we adopt two memorization definitions:

* Verbatim memorization: Length of the
longest prefix match. Many previous stud-
ies (Carlini et al., 2021, 2023) use this type
of definition. The larger the value, the greater
the memorization.

* Approximate memorization: Levenshtein
distance (Yujian and Bo, 2007). We use the
definition that takes into account the similarity
of character strings (Lee et al., 2022; Ippolito
et al., 2023). Considering that we are dealing
with Japanese, which does not have spaces be-
tween words, we calculate the similarity at the
character level. To make the larger the value,
the larger the memorization, the conversion is
applied to divide the Levenshtein distance by
the string length and subtract it from 1.

2.2 Closed Setting
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Figure 3: Procedure of closed setting. Memorization is
measured by how accurately membership inference can
be performed when given text that is unknown whether
it is included in the training data.

Procedure. In a closed setting, where training
data is unknown, we estimate the likelihood that a
text appears in the training data using membership
inference methods. The procedure illustrated in
Figure 3 is as follows:

1. Prepare a trained model.

2. Construct evaluation set by selecting positive
samples from the training set and preparing
negative samples text that has not been used
for continual pre-training.

3. Compute generation probabilities using the
model.

4. Perform membership inference based on like-
lihood scores.

We designed negative samples so that the distri-
bution of positive samples would match as closely
as possible. Specifically, we prepared a subset from



the same source that was not used for the training,
referring to Shi et al. (2024). Note that Das et al.
(2025a) has reported a tendency for unfairly high
performance in the evaluation of membership infer-
ence by focusing on differences in the distribution
of positive and negative samples.

Membership Inference Methods. We evaluate
five membership inference methods. The method
was selected based on Chen et al. (2024) that re-
ported the results of comprehensive experiments
on membership inference. Specifically, we used
the methods that are considered to be the baseline
(1 & 2), as well as the method based on token dis-
tribution (3 & 4) and text alternation (5). The per-
formance is measured using AUC, following prior
work (Chen et al., 2024; Shi et al., 2024; Ishihara
and Takahashi, 2024; Koyanagi et al., 2024).

1. LOSS (Yeom et al., 2018): Determines mem-
bership based on negative log-likelihood.
PPL/zlib (Carlini et al., 2021): Uses the ra-
tio of perplexity to compressed information
content.

Min-K% Prob (Shi et al., 2024): Uses the
mean log-likelihood of the lowest-K% token
probabilities.

Min-K%++ (Zhang et al., 2025): A refined
version of Min-K% Prob with normalization.
ReCaLL (Xie et al., 2024): Measures log-
likelihood change when adding non-training
text to the prompt.

The generation probability p(s,,) for a sentence
Sp = ci1c2 ... cr consisting of T tokens is calcu-
lated as follows:

T
n) = Hp(ct|cl, e
t=1

Since directly calculating p(s,,) often results in
extremely small values, it is common to use its log-
arithm (log-likelihood) for analysis. The average
log-likelihood per token is computed as:

Zlogp (celery ...

The perplexity (PPL), a standard metric for evaluat-
ing language models, is the inverse of the average
predicted probability:

PPL = p(s,) T

T
1
= exp <_T Zlogp(ct\cl, e ,ct_1)>
t=1

) thl)

logp STL — )Ct—l)
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For texts included in the training data, it is ex-
pected that the generation probabilities will be
higher, resulting in lower negative log-likelihood
(loss) values. The simplest method, LOSS, deter-
mines membership by judging whether the loss is
below a certain threshold. Min-K % Prob focuses
only on the lowest K% of token generation prob-
abilities and computes the average log-likelihood,
which has been empirically shown to improve mem-
bership inference performance. Min-K%++ is an
improved version that normalizes and standardizes
the generation probabilities.

For texts not included in the training data, gener-
ation probabilities tend to be lower, often leading to
repetitive or redundant expressions. Based on this,
PPL/zlib calculates the ratio of perplexity (PPL) to
the information content obtained via zlib compres-
sion. ReCaLLLL computes the ratio of the change in
log-likelihood when non-training text is added to
the prompt.

3 Experiments

This section details our experimental setup, includ-
ing datasets, continual pre-training methodology,
and evaluation results.

3.1 Dataset

We used two Japanese datasets for continual pre-
training. Japanese has a characteristic of not having
explicit word boundaries, unlike English, which
requires special preparation.

Wikipedia (general) We used a preprocessed ver-
sion of the Japanese Wikipedia dataset® (as
of July 20, 2023) containing approximately
1.3 billion tokens. In the open setting, 1,000
overlapping articles were selected for evalu-
ation, with the first 200 characters used as
prompts and the remaining text as reference.
In the closed setting, we used MeCab® to
break the text into words and extracted {32,
64, 128, 256} words from the beginning to
create four types of input. The dictionary
was mecab-ipadic-NEologd* as of Septem-
ber 10, 2020. We extracted 1,000 positive
samples from the training data and 1,000 neg-
ative samples from the validation data.

2https://gitlab.11m—jp.nii.ac.jp/datasets/
11m-jp-corpus-v3/-/tree/main/ja/jawiki

3https://taku91®.github.io/mecab/

4https://github.com/neologd/
mecab-ipadic-neologd


https://gitlab.llm-jp.nii.ac.jp/datasets/ llm-jp-corpus-v3/-/tree/main/ja/ja wiki
https://gitlab.llm-jp.nii.ac.jp/datasets/ llm-jp-corpus-v3/-/tree/main/ja/ja wiki
https://taku910.github.io/mecab/
https://github.com/neologd/mecab-ipadic-neologd
https://github.com/neologd/mecab-ipadic-neologd

Nikkei Online Edition (industry-specific) We
used news articles published between 2010
and 2022, with preprocessing steps including
deduplication, resulting in approximately 700
million tokens. In the open setting, 1,000
overlapping articles were selected, where the
first 200 characters (or half of the article’s
length, whichever is shorter) were used as
prompts, and the rest was used as reference.
For the closed setting, 1,000 articles from
2023 were used as negative samples. 1000
articles were extracted from the training data
and used as positive samples. In the same
way as Wikipedia, the text was divided into
words and four different texts of different
lengths were created.

As shown in Figure 4, the two corpora differed
significantly in the probability density distribu-
tion of perplexity. Japanese pre-trained model’
of KenLM (Heafield, 2011) was used to calculate
perplexity. In terms of length per sentence in units
of 25 characters, the most common ranges were
25-50 words for Wikipedia and 100-120 for Nikkei
Online Edition.

Nikkei Online Edition
Wikipedia

6 8 10 12 14

Log (Perplexity)

4

Figure 4: Probability density distribution of perplexity
for Nikkei Online Edition and Wikipedia. The charac-
teristics of the two corpora are different.

3.2 Continual Pre-training

We fine-tuned Llama 3 (8B instruction-tuned
model®) using LoRA with articles from Wikipedia
and Nikkei Online Edition. To reduce the amount
of computation, we used LoRA for continual pre-
training, as in previous studies (Kondo et al., 2024;
Hatakeyama-Sato et al., 2023). Some studies (Das

Shttps: //github.com/facebookresearch/cc_net
®meta-1lama/Meta-Llama-3-8B-Instruct
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et al., 2025b; Biderman et al., 2024) have reported
that LoRA tends to be relatively resistant to memo-
rization, and comparison with general full parame-
ters remains a challenge for future research.

The same experimental settings were applied to
both corpora. The tokenizer from the pre-trained
model, Python 3.10, Transformers 4.36.0, and Py-
Torch 2.1.0 were used. The details of the training
settings are as follows. The q_proj and v_proj
represent the query and value projections in the
self-attention mechanism, while fc_in and fc_out
denote the fully connected layers. Following the
Transformers guidelines’, we targeted fully con-
nected layers in addition to g_proj and v_proj,
which are the default for Llama models.

* Learning rate: 1 x 1074

e Maximum token length: 512

* Micro batch size: 8

* LoRA rank: 16

* LoRA targetlayers: q_proj,v_proj, fc_in,
fc_out

21:00 00:00 18:00 00:00

(b) Validation loss.

18:00 21:00

(a) Training loss.

Figure 5: The change in losses during continual pre-
training using Wikipedia.

Training was performed for four epochs, saving
model weights every 1,000 steps. The final vali-
dation loss was 1.97 for Wikipedia and 1.96 for
Nikkei Online Edition. The validation data was
extracted from the training dataset, ensuring no
overlap with the evaluation data, and consisted of
5,000 sentences. The training and validation losses
decreased smoothly (Figure 5), and the total train-
ing time was approximately 6 hours. The parallel
training was conducted using 8 Amazon EC2 P4
instances (ml.p4d. 24x1large), each equipped with
8 A100 GPUs.

3.3 Results: Open Setting

Memorization increased as training progressed, par-
ticularly for Nikkei Online Edition. Figure 6 shows
the changes in verbatim and approximate memo-
rization scores across training steps. For instance,

7ht’cps: //huggingface.co/docs/peft/en/
developer_guides/custom_models
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(a) Average of verbatim memorization.
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Figure 6: Changes in memorization for each training
step. In Nikkei Online Edition, there is a rapid increase
in memorization after training. On Wikipedia, it was a
small increase.

in Nikkei Online Edition, the maximum verbatim
memorization increased from 15 to 27 characters.
Wikipedia also exhibited a moderate increase, with
average verbatim memorization growing from 1.34
to 1.53 and median approximate memorization in-
creasing from 0.17 to 0.18.

Table 2 and 3 show the results of the continual
pre-training using Wikipedia and Nikkei Online
Edition, respectively, where the largest amount of
verbatim memorization was achieved. As indicated
by the green highlights, the texts that match the
references are generated.

The examples of rapid memorization in Nikkei
Online Edition were often topics related to the econ-
omy, which is characteristic of the corpus. Table 4
shows specific examples. Before training, the gen-
erated sentences were completely different from
the reference, but after 1000 steps, the degree of
similarity increased rapidly.

In contrast, Wikipedia shows a high degree of
memorization from the early stage. It is likely that

Strings

Prompt | ...... HgET/N— N©U = 7 (hardware)
I, ARk TeE, @F8HN] o
BRTHH, »OTREAMBEZE L
OxfHEEE LTHWSs -, #l 2 1E5E
#%C "hardware store" I&, HATE 5
EMRE] 2E®d 5, =Y Fia
YEa—XDN—KU T

EER [V 7bh0T | EIERZ 2D
»H5B,

Reference

Generation

Table 2: An example of verbatim memorization in
Wikipedia, where the model exactly generated part of
the reference. is a forward match.
“.....7 indicates omitted text.

Strings

Prompt | ... HARBUFIZ4H . 304EE IZIRE/L A
ZHEH & 134 46 % I8 5 T HAE 2 4T
HH Uz, BIZB» 725526

(1] ] e i e 25 Bl e o S Y [ 2 3
(cop26) Tk, TMMEFOEHRIRD
ERZISEIZNMZ 28 %2EBRT S
ZrEREBETDH] T TARLUT

B, RS E TR ED
EfT 2 A SBRBELEIIZ U,

Reference

Generation

Table 3: An example of verbatim memorization in
Nikkei Online Edition, where the model generated
a large part of the reference. “Z526[0] [E & & {5
2 Bl Mol A S 1 A (= 22 58 is a specific event
name and it seems that the model memorized the term.

is a forward match. “.....”” indi-

cates omitted text.

a corpus for continual pre-training, or similar texts,
was used for the original pre-training. By targeting
models other than Llama, where we can identify
the corpus used for pre-training, it is possible to
perform a more detailed analysis.

3.4 Results: Closed Setting

Compared to Wikipedia, relatively higher perfor-
mance was observed in Nikkei Online Edition. This
suggests that Nikkei Online Edition is more likely
to be memorized.

Table 5 presents AUC scores for various mem-
bership inference methods across training steps and
input token lengths. Depending on the conditions,
we observed a detection performance of up to 0.689.
On the other hand, there were some cases where
the value was worse than the random value of 0.5.
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Strings

(NQN®E > K] 30H QRN EE T 5
T, {EIE T H 2 M E 10D D
EIEREEHE|

W16 I 5Ty B H o A 00 B
R0.008%E\N S A F A0.179% THLF| X
NTWna,
HI0FEMOFIE D & LA - 72,

[ 16 i Ty BT H DRI AU EEAR
0.00 5%1% \10.335% T HL 5] & 11 T \»
5,

R 160F IR ATy BT H O RIRE ST HEAR
0.00 5% &\~ 1 F 20.343% TH B] X
nTwa,

Prompt

Reference

0 steps
1000 steps

4 epochs

Table 4: Examples of changes in the results dur-
ing training. The model trained on Nikkei Online
Edition showed a rapid increase in memorization.
Green highlighting | is a forward match.

Baseline methods. LOSS and PPL/zlib worked
well in Nikkei Online Edition. If limited to Nikkei
Online Edition, the detection performance tends to
increase along with the number of training steps
and words.

Token distribution methods. The methods that
use token-based filtering generally had poor per-
formance. When we experimented by changing
K in increments of 10, we found values of 0.5 or
less in several cases. Min-K% Prob has the best
value when the word length is 256 on Wikipedia,
but 0.535 is not a high value.

Text alternation methods. ReCaLL achieved the
best results in 6 out of 8 columns. It is possible
that methods like altering the text implicitly take
into account information specific to the language.
Limited to Nikkei Online Edition, the detection per-
formance tends to increase along with the number
of training steps and words.

4 Discussion

This section discusses our findings with previous
research and future research directions.

4.1 Reproduction of Empirical Findings from
English Studies.

Empirical studies in English (Carlini et al., 2023)
have shown that memorization correlates with (1)
the duplication of strings in training data, (2) model
size, and (3) prompt length. Our results generally
agree with these results, but not always.
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Duplication. The number of duplicates in the
training data increases as training progresses. In
the open setting, memorization increased as train-
ing progressed. This is particularly noticeable in
Nikkei Online Edition and has also been observed
on Wikipedia. In the closed setting, membership in-
ference performance improved with training steps,
particularly for the ReCaLLL. and LOSS methods.
This discussion is limited to training progress, but
it is also important to measure duplication by fo-
cusing more on the contents of the corpus.

Model size. In experiments using Nikkei Online
Edition, we demonstrated that the larger the model,
the more the memorization. Our 8B Llama 3 model
exhibited greater memorization than the 0.1B GPT-
2 model used in a previous Japanese study (Ishihara
and Takahashi, 2024). After only 1,000 steps (0.25
epochs) in the open setting, our 8B model’s ap-
proximate memorization exceeded that of the 0.1B
model after 30 epochs. In the closed setting, the
8B model also had a higher detection performance,
and memorization was increased.

Prompt length. In the closed setting, member-
ship inference performance improved with the num-
ber of words (prompt length), particularly for the
ReCaLL and LOSS methods. In the open setting,
we did not evaluate this factor as the prompt length
was fixed in our study.

4.2 Memorization in Industry-Specific
Corpora.

Both open and closed settings showed signifi-
cantly greater memorization for Nikkei Online Edi-
tion compared to Wikipedia. This suggests that
industry-specific corpora lead to higher memoriza-
tion rates, due to their unique terminology and
writing styles. This raises concerns about over-
fitting and privacy risks in specialized industry ap-
plications of LLMs. It is also necessary to explore
industrial-specific corpora other than Nikkei On-
line Edition.

4.3 Japanese-Specific Trends.

In the closed setting, prior research (Koyanagi et al.,
2024) suggested that Min-K% Prob performs bet-
ter with larger K values in Japanese. In our study,
LOSS outperformed Min-K% Prob, supporting pre-
vious findings that full-sequence generation prob-
abilities are more effective for membership infer-
ence for the Japanese LLMs. It is possible that
the characteristic of Japanese, where words are not



The number of steps in Wikipedia Nikkei Online Edition

Method continual pre-training 32 64 128 256 32 64 128 256
LOSS 0 0.506 0490 0462 0.465 0.504 0.515 0.528 0.526
1000 0518 0.512 0485 0.484 0.641 0.642 0.640 0.578

12000 0.515 0.514 0479 0.486 0.641 0.647 0.650 0.590

24000 0.513 0.512 0478 0.485 - - - -

PPL/zlib 0 0485 0479 0470 0.491 0491 0.502 0516 0.535
1000 0.498 0.494 0.484 0.503 0.638 0.642 0.641 0.595

12000 0.497 0.498 0.490 0.504 0.635 0.648 0.647 0.601

24000 0.494 0.497 0.489 0.503 - - - -

Min-K% Prob 0 0482 0477 0505 0.517 0514 0488 0474 0.488
(K=10) 1000 0.426 0.421 0448 0475 0402 0402 0405 0.442
12000 0.423 0.424 0459 0476 0422 0411 0409 0.438

24000 0423 0424 0458 0474 - - - -

Min-K% Prob 0 0481 0493 0527 0.535 0.514 0488 0.467 0.485
(K=20) 1000 0.431 0.441 0475 0.496 0.381 0.382 0.383 0.439
12000 0.432 0.441 0483 0.492 0.387 0379 0376 0.426

24000 0.433 0441 0.484 0.491 - - - -

Min-K% Prob 0 0495 0510 0.538 0.535 0496 0485 0472 0473
(K=90) 1000 0.483 0489 0515 0.516 0.359 0.358 0360 0.422
12000 0485 0487 0.521 0514 0359 0.353 0.350 0.410

24000 0.487 0488 0.522 0.515 - - - -

Min-K%++ 0 0482 0490 0510 0.494 0.498 0.495 0482 0.494
(K=10) 1000 0431 0421 0430 0434 0.522 0.554 0.539 0.506
12000 0.427 0420 0.445 0438 0.543 0574 0565 0.536

24000 0431 0421 0442 0.438 - - - -

Min-K%++ 0 0486 0496 0522 0.513 0.502 0.489 0.482 0482
(K=20) 1000 0.425 0420 0.443 0447 0494 0514 0491 0473
12000 0.424 0419 0456 0.450 0.513 0.531 0517 0497

24000 0.425 0419 0451 0.449 - - - -

Min-K%++ 0 0483 0498 0.531 0.526 0489 0471 0459 0.456
(K=90) 1000 0.403 0.400 0428 0.430 0.518 0.530 0.509 0.487
12000 0.400 0.399 0444 0.436 0.526 0.546 0.530 0.505

24000 0.400 0.398 0439 0.432 - - - -

ReCaLL 0 0561 0502 0483 0.437 0484 0.535 0.546 0.542
1000 0.613 0.605 0.569 0.520 0.611 0.651 0.572 0.630

12000 0.608 0.569 0.460 0.494 0.637  0.660 0.689 0.603

24000 0.601 0.560 0.454 0.484 - - - -

Table 5: AUC for each method of membership inference, the number of training steps, and the number of input

words. Bold indicates the best result in each column.

separated by spaces, is having an effect. A de-
tailed analysis based on the characteristics of the
language is a future prospect.

5 Conclusion

This study is the first to systematically quan-
tify training data memorization in continual pre-
training settings using non-English and industry-
specific corpora. Our experiments with Japanese
Wikipedia and Nikkei Online Edition demon-
strated that continual pre-training can significantly
increase memorization, particularly when using
industry-specific corpora. These findings highlight
the heightened privacy and intellectual property
risks associated with these corpora. In addition, we
also highlighted the limitations of directly applying
English-centered methods to other languages. Our
work underscores the necessity of language- and
domain-aware memorization analysis for the safe

and responsible development of LLMs.

Limitations
Our study has some limitations.

Dataset accessibility. Due to the circumstances
of our research, which involves examining the
memorization of industry-specific corpora, the
transparency of the data is inevitably compromised.
The dataset is available for purchase, but not ev-
eryone has free access to it. While this counterpart
has the advantage of dealing with data contamina-
tion, there are disadvantages in terms of research
reproducibility.

Association with danger. In our experiments, all
texts are treated equally. However, to deepen the
discussion on security and copyright, it is important
to consider the degree of danger of memorized
strings. For example, the undesirable memorization
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of personal identification information (PII), such
as phone numbers and email addresses, must be
distinguished from the acceptable memorization of
simple frequent strings.

Diversifying experimental conditions. There re-
mains room to experiment with various settings:

* Decoding strategy: In our experiments, a sin-
gle string was generated from a single prompt
using the greedy method. There is still room
for various decoding strategies such as top-
k sampling and temperature control to in-
crease the diversity of generated text. Some
reports indicate that the choice of decoding
strategy does not significantly affect exper-
imental results (Carlini et al., 2023), while
others observe that top-k sampling and top-p
sampling lead to greater memorization (Lee
et al., 2023).

* Models: There are many possible variations,
such as models other than Llama 3, chang-
ing the number of LoRA ranks, and continual
pre-training without LoRA. In particular, as
mentioned in Section 3, training with full pa-
rameters is important for the generalization of
results.

» Languages: We currently focus on Japanese
as a language other than English, but other
languages are also available. For example, we
can target languages with lower resources.

Measures for memorization. It is also impor-
tant to investigate the effectiveness of methods that
reduce memorization under conditions other than
English. For example, it would be worth trying the
defensive approach with the three phases of pre-
processing, during training, and post-processing as
classified by Ishihara (2023).

Ethical Considerations

This study entails the extraction of training data
from LLMs, a process that can be interpreted as
a form of security probing. However, the objec-
tive is not to promote such attacks but rather to
foster informed discussions aimed at mitigating
associated risks. While our experiments focus on
Japanese, the implications are broadly applicable
across languages.

The dataset used in this research was obtained
through proper channels from Nikkei Inc. No data
was collected through ethically questionable means,
such as circumventing paywalls. Many publishers,

including Nikkei, offer datasets for academic use
under appropriate licensing and payment condi-
tions.
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