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Abstract

Sample efficiency is a crucial property of lan-
guage models with practical implications for
training efficiency. In real-world text, infor-
mation follows a long-tailed distribution. Yet,
we expect models to learn and recall frequent
and infrequent facts. Sample-efficient models
are better equipped to handle this challenge of
learning and retaining rare information without
requiring excessive exposure. This study ana-
lyzes multiple models of varying architectures
and sizes, all trained on the same pre-training
data. By annotating relational facts with their
frequencies in the training corpus, we exam-
ine how model performance varies with fact
frequency. Our findings show that most mod-
els perform similarly on high-frequency facts
but differ notably on low-frequency facts. This
analysis provides new insights into the rela-
tionship between model architecture, size, and
factual learning efficiency.

1 Introduction

With the continued advancement of language mod-
els (LMs), comparing different architectures across
various tasks and evaluating their performance us-
ing appropriate metrics becomes increasingly es-
sential. These comparisons offer valuable insights
into each architecture’s general strengths and limi-
tations. Sample efficiency is a key property of LMs,
as sample-efficient models require less training and
are thus more cost-effective (Micheli et al., 2023).
As the LM processes large text corpora during pre-
training, we are interested in assessing how effi-
ciently each model learns specific relational facts
comprising a subject, relation, and object.

A core question in this context is how different
architectures handle the challenge of learning and
retaining rare versus frequent facts. If two mod-
els are trained on the same dataset, their sample
efficiency can be assessed by determining how of-
ten a fact must appear before each model success-
fully learns it (Botvinick et al., 2019; Liu et al.,
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Figure 1: Sample efficiency evaluation of LMs.

2023). Models that rely predominantly on fre-
quent facts while struggling with rarer ones—an
issue caused by the long-tailed distribution of in-
formation in natural text (Zhang et al., 2024)—are
considered sample-inefficient. Conversely, sample-
efficient models should achieve higher accuracy on
rare facts while maintaining strong performance
on more common ones. To assess a model’s fac-
tual knowledge, we use the BEAR probe (Wiland
et al., 2024), which evaluates the model’s ability to
recall factual information across a wide range of
subject-relation-object triples.

An LM’s factual knowledge can be probed by
passing statements into the model (e.g., “The cap-
ital of Germany is ...”’) and evaluating its output
to determine the represented knowledge of an LM
(Roberts et al., 2020; Kalo and Fichtel, 2022; Kand-
pal et al., 2023). BEAR enables evaluation of both
causal and masked LMs by constructing multiple
answer choices, where each instance is transformed
into a set of natural language statements: One
for each answer option (e.g., “Berlin”, “Paris”,
“Buenos Aires”, etc. for the relation HAS-CAPITAL
and the subject “Germany”). The LM assigns log-
likelihood scores to these statements, which are
then ranked to determine the predicted answer.

Since BEAR contains no information about the
pre-training data, it alone cannot be used to assess
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the sample efficiency.To address this, we need to
not only determine whether the LM can correctly
recall a given fact but also how many times it en-
countered it during pre-training (in the following,
we call these “frequencies”). To create a correct
sample efficiency evaluation procedure, we require
an approach to estimate frequencies of facts from
BEAR within a text corpus used for pre-training
(see Figure 1). For this study, we employ a simple
matching-based heuristic (see Section 3.1). Though
unable to capture every occurrence of a fact, we
assume it to be sufficiently accurate to predict the
relative frequencies.

Given the information about how often an LM
has encountered specific facts and whether it can
recall them correctly, we must determine how to
translate these fact-level data to a sample efficiency
measure. Rather than estimating the point at which
an LM transitions from not knowing to having
learned the fact, we propose a more nuanced per-
spective: Measuring the incremental gain in factual
knowledge as a function of the number of train-
ing samples. To operationalize this, we introduce
two complementary metrics, which we use to quan-
tify and compare the sample efficiency of different
models over varying levels of fact exposure.

Contributions. Our contributions can be summa-
rized as follows. We

1. Develop a framework to measure fact frequen-
cies in text corpora efficiently and release
counts for matched fact frequencies for a pre-
training corpus, '

Propose a novel method for estimating sample
efficiency using a model’s prediction on fac-
tual questions given the number of supporting
frequencies in the pre-training corpus and

Compare models of three different architec-
tures and varying sizes regarding their sample
efficiency.

2 Related Work

Knowledge Probing. Petroni et al. (2019) intro-
duced the influential LAMA probe, which eval-
uates language models by generating sentences
that express factual relations, masking the ob-
ject entity, and prompting the model to fill in

'The repository containing the fact frequencies and code

can be found here: github.com/Jabbawukis/sample-efficiency-
evaluation.
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(has-capital, Uganda, )
(has-capital, Uganda, Kampala)
(has-capital, Uganda, )
(has-capital, Uganda, )

WIKIDATA

RAR MR

Relational Triplets Knowledge Base
Multiple-Choice Item

O The capital of Uganda is Thimphu.

X The capital of Uganda is Kampala.

O The capital of Uganda is Buenos Aires.

O The capital of Uganda is Bandar Seri Begawan.

Figure 2: In BEAR, one statement per answer option
is passed to the LM (here using the template: “The
capital of [X] is [Y].” and the subject “Uganda”). The
assigned sentence-level likelihoods are then used to rank
the answer options (figure from Ploner et al., 2024).

the blank. This method, however, only supports
single-subword token predictions and is not com-
patible with non-masked models like GPT. Vari-
ants adapted for causal (autoregressive) language
models exist (Roberts et al., 2020; Kalo and Fich-
tel, 2022; Kandpal et al., 2023), but these cannot
be used with masked LMs. To bridge this gap,
BEAR (Wiland et al., 2024) reformulates relation
instances into multiple-choice items, creating natu-
ral language statements for each candidate answer,
and probing the model to assign log-likelihoods
to each of the statements. By comparing the state-
ments with the highest likelihood with the true
answer enables evaluation across both model types
(see Figure 2).

Sample Efficiency. In the current literature, sam-
ple efficiency can be defined as the property of a
model to achieve similar performance to compara-
ble models on tasks while requiring less training
data or achieving better results while training on
the same data (Liu et al., 2023; Lin et al., 2024).
Reducing training time or data requirements is es-
pecially important when extensive data collection
is expensive or impractical, which is especially
challenging in domains with naturally low sample
efficiency, potentially limiting real-world applica-
bility (Yu, 2018; Feng et al., 2024).

Neural Scaling Laws. Kaplan et al. (2020) show
that the test data’s loss value depends on the pre-
training data scale. Given that the model is suffi-
ciently large and enough compute is available, it
follows a power-law relationship, i.e. in a log-log
plot the function appears roughly as a linear line
with negative slope and can hence be modeled by a

function of the form y = 2 ~*.
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Subsequent studies extend these findings to trans-
fer learning (Hernandez et al., 2021), rigorously
test this hypothesis, provide practical guidelines
for optimal model-to-pre-training dataset size ra-
tios (Hoffmann et al., 2022), and propose meth-
ods for computing scaling laws using intermediate
checkpoints (Choshen et al., 2024). Finally, Godey
et al. (2024) identify power-law relationships re-
lated to encoded geographic knowledge and Lu
et al. (2024), the most relevant to our study, exam-
ines model size and training time in fact memoriza-
tion.

To our knowledge, no prior work has examined
the direct relationship between fact frequencies in
the pre-training data and the model’s ability to re-
call these facts.

3 Approach

To evaluate a model’s sample efficiency, we employ
a three-step approach. We build on BEAR and
extend the probe by collecting fact frequencies (see
Section 3.1) for a given pre-training corpus. We
then train several LMs on this corpus (Section 3.2).
This way, we can estimate how often a model has
encountered a specific fact during its pre-training
(and at which point). In Section 3.3, we introduce
two novel sample efficiency metrics which produce
aggregated scores based on the model’s response
to each sample and the sample’s frequency.

3.1 Corpus Fact Frequency Statistics

To estimate how often a certain fact appears in
the pre-training data, we look at single sentences
and detect wether the fact is likely to be expressed
within the sentence. For simplicity, we only check
if two entities (belonging to a specific fact triple)
occur within the same sentence from the corpus.
If so, we assume the relational fact is represented
within the sentence (Mintz et al., 2009).

For example, given the sentence “The Boeing
747 is a long-range wide-body airliner designed
and manufactured by Boeing Commercial Air-
planes in the United States |[...]”, the occurrence
of both entities “Boeing 747 and “Boeing Com-
mercial Airplanes” can be observed and the two
entities are assumed to be linked by the MANUFAC-
TURER relation. The entity “Boeing Commercial
Airplanes” in this example may also be referred
to as simply “Boeing” or “Boeing commercial air-
planes”. Hence, it is crucial to account for poten-
tial aliases of entities and to discard case sensitiv-
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ity. Once two relation entities have been identified
within a sentence, the sentence is counted as a fact
occurrence (see Figure 3).

We use rule-based lemmatization (for English
language) and sentence-splitting (Sentencizer)
functionality provided by the spaCy Python li-
brary (Honnibal and Montani, 2017). Lemmati-
zation greatly improves the matching with the en-
tity aliases. The approach is implemented in the
FactMatcherSimple class in the repostory linked
in the contributions.

Selecting an appropriate corpus is crucial for
generating useful fact-frequency statistics, as the
chosen corpus must contain sufficient facts shared
with the BEAR probe. If the text corpus lacks
key information, entities from the BEAR probe
may not appear with adequate frequency. To ad-
dress this challenge, datasets derived from English
Wikipedia articles, such as the Wikipedia dump
language modeling dataset, can be utilized (Wiki-
media Foundation, 2023). We applied this heuristic
to the said corpus, and for better visualization, we
placed each fact into a bucket relating to the overall
frequency. The result is depicted in Figure 4.

3.2 Pre-Training the LMs

We pre-train several language model (LM) ar-
chitectures and sizes, targeting comparable lan-
guage modeling quality (see Section 4) on ap-
proximately five billion tokens of Wikipedia text
(20231101.en; Wikimedia Foundation, 2023). For
each model architecture, we train a small and a
medium-sized model. To enable fine-grained fact
tracking and to closely monitor each model’s ability
to recall facts over time, intermediate model check-
points are saved and evaluated throughout training,
allowing us to capture the learning dynamics in
detail (see Section 4.2.1).

3.3 Evaluating the Sample Efficiency

To measure sample efficiency, a common approach
is to track the number of encounters a model has
with a specific fact during training and continuously
probe the model to record when it has answered
the question relating to the fact correctly (Liu et al.,
2023; Lin et al., 2024). However, since facts are
usually not learned in isolation, e.g., facts not as-
sociated with a specific question may still contain
enough information to enable the model to acquire
the knowledge required to answer the question cor-
rectly or make educated guesses, this approach may
not suffice. Additionally, the model may provide
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The Archbishop of is a senior bishop in the Church of
Ireland, second only to the Archbishop of Armagh.

One of the notables residents in Kaleva is
current Prime Minister of Finland.

Figure 3: Example fact frequency table constructed from a text corpus. A fact is counted if the subject and the
object occur within a sentence, even if the sentence does not explicitly express the relation.
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Figure 4: Number of matches for BEAR facts in the
English Wikipedia dump (20231101.en; Wikimedia
Foundation, 2023).

the correct answer at a specific moment in train-
ing but may later give the incorrect answer after
it has processed more data, leading to a different
outcome. There may not be a clear definition of
learning a fact in a binary sense, as required.

To address these issues, we generalize this no-
tion of sample efficiency: Instead of determining
the critical point of knowledge acquisition, we con-
ceptualize sample efficiency as the performance
of correctly recalling facts as a function over the
number of times the model has encountered this
fact in the pre-training.

3.3.1 Weighted Accuracy Score on Frequency
Buckets

A straightforward way is to measure the accuracy
achieved on the facts of each frequency bucket (as
illustrated in Figure 4). This provides a good initial
impression of an LM’s performance on rare and
frequent facts. However, the array of scores makes
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it difficult to compare multiple models or track
an LM’s sample efficiency throughout the training.
Hence, we propose an additional metric to con-
dense these results to a single score, substantially
simplifying the comparison. A computationally
simple approach takes a weighted average over the
buckets, weighting buckets with lower frequencies
higher to focus on rarer facts. We propose the fol-
lowing weighting function based on the bucket i’s
lower bound [;:

exp(—Al;), ifl; > 1.

w; = .
0, otherwise.

where A is set to 0.05. The weight decreases
with higher [;, yielding w; € [0, 1), resulting in a
declining impact of the high-frequency facts on the
overall weighted accuracy (see Appendix Figure
9a). The weighted accuracy is then calculated (with
the accuracy score acc; on bucket ¢) as:

N
1
A E w; - acc;
D i Wi i=1

If the fact has a particular frequency of z, we
assign the fact to the bucket with a lower bound of
l; and an upper bound of u; iff. x € [I;,u;) .

3.3.2 Modeling the Probability of an LM to
Answer Correctly

A second approach is to apply a probabilistic in-
terpretation and to treat sample efficiency as a key
property of the function mapping the number of
fact frequencies to the probability of the model re-
calling the fact accurately. Within this framework,
the threshold of the step function would represent
the conventional notion of sample efficiency: The
exact number of frequencies needed to give the
correct answer consistently.



The step function may be ill-suited to model the
actual probability of the model giving the correct
answer. Instead, we propose to use a continuous
function, where a higher slope of the function in-
dicates a higher likelihood of the model learning a
function and, thus, a higher sample efficiency. This
approach eliminates the need to identify when a
model has learned a specific fact by generalizing
the evaluation to groups of facts rather than indi-
vidual instances, potentially allowing for a more
robust assessment of sample efficiency across vary-
ing levels of exposure in the training data.

We statistically model the probability of an LM
correctly answering a question, given the number
of frequencies of the related fact in the training data
using a power scaling function (see also the seg-
ment on neural scaling laws in Section 2; Kaplan

Zo

et al., 2020):
(1+z)om )

Here, x is the frequency of a fact, and Ly, xg,
and « are found by statistical fitting. While L and
xo are dataset dependent, there is one a,, per LM.

oy, controls the slope of the probability func-
tion: Higher values increase the probability per
additional occurrence, indicating higher sample ef-
ficiency.

Ly can be interpreted as the constant rate of error
that is unavoidable, given the possibility that the
BEAR probe contains errors (zero would indicate
that the potential errors in the probe’s question
catalog do not influence the function).

xo is at least influenced by the fact-matching al-
gorithm described in Section 3.1. Underestimating
fact frequencies could result in a lower estimated
xq value. Values lower than one indicate the LM’s
initial probability of correctly answering a fact can
be > 0, and values close to zero suggest an un-
expectedly high probability, even though the fact
frequency is zero. Such a value might be produced
due to the simplicity of the fact-matching heuristic
or the learning of facts through other facts that hold
helpful information for the fact in question or, in
other words, educated guesses.

Representing LM m’s prediction on fact ¢ as
T, (one if the model answered correctly, zero
otherwise) yields a likelihood p,,, ; that the model
makes the given prediction (given the modeled
probability):

Fz)=1- <L0+

Pmyi = T F () + (1 = T ) (1 — F(x;))
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The overall probability of the predictions occur-
ring as they have given the parameters L, xg, and
Qy, 1S then given by:

P (Lo,zo,@) = [[ [T pma

We maximize the joint probability (by minimiz-
ing the negative log-likelihood) over all BEAR
probe facts and models. This yields the maximum
likelihood estimate for our dataset-specific param-
eters Lg, xg, and model-specific a,,,. LMs with
a higher a,;,, value can be considered more sam-
ple efficient as they exhibit a higher increase in
the probability of answering a factual item per ob-
served sample.

4 Empirical Evaluation

Leveraging the proposed approach allows us to
address the following questions: (1) which model
architecture demonstrates higher levels of sample
efficiency, (2) and how well a model recalls facts
throughout the training.

LM Architecture Selection. Newer RNN-based
architectures indicate advantages over transformer-
based architectures in data-scarce scenarios
and thus may indicate a higher sample effi-
ciency (Haller et al.,, 2024). As the model
architectures evaluated in this work consist of
transformer-based GPT2 (Radford et al., 2019)
and LLAMA (Touvron et al., 2023), RNN-based
XLSTM (Beck et al., 2024) and state-space-based
MAMBA2 (Dao and Gu, 2024), the selected model
architectures are well-suited for this study and may
contribute to a deeper understanding of sample effi-
ciency, particularly in the context of RNNs versus
transformers, as well as broader trends across dif-
ferent architectural paradigms.

We train two groups of models. A small group
with sizes around 200 million parameters, and a
medium-sized group with around 400 million pa-
rameters. Due to limited resources, we are re-
stricted to a limited set of training runs and LM
sizes.

For model pre-training of the different model
architectures, we use the models and trainer imple-
mented in the Hugging Face transformers library
(Wolf et al., 2020).

4.1 Sample Efficiency of Different LM
Architectures

Our first experiment compares the LMs’ sample
efficiency. Specifically, we evaluate the model’s



Model | #params ~ACC ~ WASB Qm Model | #params < 1024 > 1024
o GPT2 209M 28.0% 21.8% 0.084 o GPT2 209M 26.2% 83.4%
= LLAMA 208M 31.0% 241% 0.103 2 LLAMA 208M 291%  88.7%
s XLSTM 247M 28.1% 21.7% 0.086 s XLSTM 247M 26.4% 79.4%
“  MAMBA2 172M 28.6% 229% 0.087 “  MAMBA2 172M 26.8% 82.2%
= GPT2 355M 304% 24.0%  0.098 s GPT2 355M 28.6%  87.5%
2 LLAMA 360M 344% 279% 0.120 2 LLAMA 360M 32.7% 85.4%
2 XLSTM 406M 30.7%  24.2%  0.100 2 XLSTM 406M 29.0% 82.2%
= MAMBA2 432M 32.1% 262% 0.106 = MAMBA2 432M 30.5% 81.4%

Table 1: Resulting measures for LM’s after pre-training
on the complete corpus.

accuracy scores on each frequency bucket, apply
the proposed metrics, and calculate the overall ac-
curacy on all BEAR questions for comparison.

4.1.1 Experimental Setup

Each model is trained on the same information-rich
text corpus (Wikimedia Foundation, 2023) using
the same vocabulary (GPT2 tokenizer) and train-
ing parameters to ensure maximum comparabil-
ity (see Appendix Table 3). Each pre-training run
took two to three days and was done on a single
NVIDIA A100 (80GB) GPU. The models were
evaluated using the proposed sample efficiency
metrics (see Section 3.3). Additionally, each model
was evaluated using several tasks from the language
model evaluation harness (Gao et al., 2024), includ-
ing winogrande, wsc273, lambada_standard and
pile_I0k to test the model’s general language mod-
eling capabilities (see Appendix Table 7).

4.1.2 Results

Table 1 reports the overall accuracy on all ques-
tions (ACC), the weighted accuracy score on the
frequency buckets (WASB, see Section 3.3.1), and
the optimized «,, values (see Section 3.3.2) for the
LMs in consideration (final state). The L and xg
values are optimized to 0.00 and 0.88, respectively.
This indicates a base probability of a question being
answered correctly by the model greater than zero
and the general correctness of the BEAR probe
question catalog.?> Going forward, we propose us-
ing the values we determined since xy and Lg are
dataset characteristics and not model-dependent
(though future refinements using a larger set of
models are possible).

These results highlight two key observations.
First, sample efficiency improves with increasing

2For BEAR-big, the resulting values for Lo and xo are 0.0
and 0.92, respectively. The respective table (5) can be found
in Appendix B.
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Table 2: Accuracy on high and low frequency facts on
BEAR.

model size. Second, both LLAMA models consis-
tently outperform other architectures with similar
parameters.

Accuracies on Frequency Buckets. Figure 16
in the appendix reports the model’s accuracies on
each frequency bucket. As Section 3.3.1 mentions,
these scores provide an initial impression of the
model’s overall sample efficiency. Larger models
achieve a higher accuracy score on the low to mid-
frequency buckets (< 128). This finding indicates
that larger LMs may learn less frequent facts better.

Accuracies on High Occurring Facts. To ver-
ify this hypothesis, we split the facts into high-
frequency (xz > 1000) and low-frequency (x <
1000) facts and measure the accuracy on each of
the splits. Looking at these accuracies (in Table 2),
we again observe an explicit ordering of the model
performances in correlation with their size (as ob-
served in Table 1) for low-frequency facts. How-
ever, the performance on high-frequency facts does
not follow this trend.

Accuracies on high-occurring facts show less de-
viation between the models, as some small models
achieve accuracy scores comparable to the medium
models (e.g., small GPT2 and medium MAMBA2).
These findings show that larger LMs may not mem-
orize high-frequency, possibly redundant facts sig-
nificantly better than smaller models, in line with
observations made by Lu et al. (2024).

The results indicate that eliminating high-
frequency facts or adjusting their influence on the
final accuracy score to mitigate their impact may
be necessary to measure sample efficiency effec-
tively. This, however, may heavily depend on the
dataset used for pre-training and may not always
be required. In some cases, the accuracy alone may
suffice to distinguish sample-efficient from sample-
inefficient models (also see Figure 12 and 15 in the
appendix).
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Figure 5: Accuracy on frequency buckets during train-
ing of Mamba?2 with 432 million parameters. The top,
middle, and bottom graphs depict the model’s accuracy
at the training’s beginning, middle, and end.

4.2 Learning Dynamics

To investigate how the models acquire knowledge
throughout the training, we probe the model peri-
odically throughout the training. This also enables
us to check if the proposed metrics are predictive
of the final results: When do the bucket accuracies
stabilize, and can we predict the final accuracy by
extrapolating from a given checkpoint (knowing
how often the facts will be seen in the data yet to
be used during training)?
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4.2.1 Experimental Setup

The dataset is shuffled to account for a possible un-
balanced distribution of data point sizes and was di-
vided into 42 slices with 3650 steps per slice, with
a train batch size of 32, gradient accumulation set
to 8, and 934,840 rows per slice after tokenization
on average (934, 840 ~ 8 x 32 x 3650). Each slice
is then processed using the fact-matching heuris-
tic. We calculate the average® number of training
steps performed for each slice and save the model’s
state after a slice has been processed. Each state is
then individually probed and evaluated based on the
number of facts with specific frequencies the model
has seen up until then. Probing each checkpoint for
a single training run (i.e., 42 different model states)
using BEAR-big (which includes BEAR as a sub-
set) took approximately one day (single NVIDIA
A100 (80GB) GPU). To substantially cut down the
probing time, we recommend probing only using
BEAR (without BEAR-big) and fewer checkpoints
in practical settings.

4.2.2 Results

During training, we observe a gradual convergence
toward specific accuracy scores for the lower fre-
quency buckets relatively early, with increasingly
smaller changes in the later stages of training. This
indicates that a model’s ability to learn a fact im-
proves with the general learning of the meaning of
language but remains relatively stagnant concern-
ing frequency. This behavior is depicted in Figure 5
(accuracy scores on frequency buckets during train-
ing of MAMBA?2 with 432 million parameters and
probed with BEAR).

Looking at the weighted accuracy scores (see
Section 3.3.1) and «-values (see Section 3.3.2) of
the LMs over each slice, we observe a similar trend,
with each model reaching a specific score early in
training, with relatively minimal changes in the
later stages of training (see Appendix Figure 10 and
11). However, the degree of increase in the scores
during training seems to depend on the model’s
overall capability to learn facts, as models with a
higher final a-value and weighted accuracy score
show steeper increases, only reaching a stagnation
point later in training.

3Using the mean instead of the slice-dependent number is
not entirely accurate. However, since the variation between the
slices (regarding training steps) is minimal, this simplification
should not change the results.
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all slices.

4.2.3 Correlation Between The Metrics

The proposed metrics indicate a clear trend: Larger
models tend to outperform smaller models and are
thus more sample-efficient, with exceptions ob-
served in the LLAMA models, where the smaller
model demonstrates competitive or superior per-
formance compared to larger RNN-based models.
This highlights the role of architectural efficiency
beyond just scale. Additionally, the progression
of the scores of each state of the models follows
a similar trajectory in both proposed metrics, with
minor variations in magnitude and fluctuations at
specific points (see Appendix Figures 10 and 11).
This similarity suggests that both metrics are valid
model performance indicators and can be used in-
terchangeably or individually to assess sample effi-
ciency. This results in a high correlation* between
the proposed metrics across slices, while the corre-
lation with the general accuracy is lower in compar-
ison (see Figure 6b). On the other hand, we observe
strong positive correlations for each metric for the
final state (see Figure 6a), as each metric sorts the
model’s final measurement similarly (larger models
outperform smaller ones).

4.3 Metric Robustness

To further investigate the metrics’ robustness to
changes in the testing dataset’s composition, we
create two splits with 1000 facts from BEAR, each
with a different frequency profile. Using these two
splits, we aim to determine the impact of the differ-
ent frequency profiles on the final metric.

Ideally, any testing dataset (no matter the
makeup) could be used to estimate a model’s sam-
ple efficiency based on the response patterns and

4Correlations were computed between metric scores across
models at final training (Fig. 6a; raw scores in Table 1) using
vectors var € R™*!. Correlations across all 42 training slices
(Fig. 6b) use flattened vectors vys € R™*42 Columns are
sorted by correlation with overall accuracy.
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information about the fact frequencies. We hypoth-
esize that the fact frequencies highly impact the raw
accuracy over the facts. In contrast, the weighted
accuracy (WASB) and the modeling-based sample
efficiency metric o might be less influenced by the
sampling of the splits.

It should be noted that this assumes that the sam-
ples across the datasets are (on average) equally
hard: The probability of the model to correctly pre-
dict the fact only depends on the pre-training data
and the model’s sample efficiency (and not other
difficulty factors).

4.3.1 Experimental Setup

For the low-frequency split, we sample 80% of the
facts from facts with less than eight occurrences
and the other 20% from facts with eight occur-
rences or more. We do the opposite in the high-
frequency split (i.e., 80% from facts with eight
occurrences or more). The threshold must be set
sufficiently to guarantee a strong bias within the
split towards facts with a desired frequency. Oth-
erwise, the split would be too close to the original
data set. This can be achieved by calculating the
median bucket lower bound for the fact counts,
functioning as said threshold. We evaluate the fi-
nal checkpoints of each model on these two new
datasets and compute the different metrics.

4.3.2 Results

The results are depicted in Figure 17 in the ap-
pendix. The exemplary resulting frequency his-
togram and the accuracy for each bucket for
MAMBA? are shown in Figure 7.

Accuracy. The variation in the general accuracy
among the models in the frequency splits is sub-
stantial. Compared to the scores on the complete
dataset, the accuracy is lower if primarily low-
frequency samples are selected and considerably
higher in the high-frequency split (see Appendix
Figure 17).

Weighted Accuracy (WASB). For the weighted
accuracy measure on the frequency buckets for
each model, the variation between the low and high
frequency splits remains lower than the general ac-
curacy. However, the weighted accuracy approach
is limited by the need to adjust the buckets’ reso-
lution as more facts produce more robust results.
Further investigation is needed to determine if there
are robust ways to set the boundaries of the buck-
ets based on the fact frequencies and the weights
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Figure 7: Accuracy on frequency buckets after training
of MAMBA?2 for the two splits.

of each bucket based on these boundaries. This
may lead to more robust measures where every sub-
sample of the dataset can be used to estimate the
overall performance. Additionally, calculating the
weighted accuracy using accuracies on frequency
buckets may result in less reliable scores when the
number of samples within a bucket is too low. To
address this, incorporating a confidence coefficient
can help adjust for the increased uncertainty asso-
ciated with smaller sample sizes.

«a-Sample Efficiency. The a-values exhibit the
lowest variation between the low and high fre-
quency splits (see Appendix Figure 17). Thus, this
modeling-based metric provides the highest robust-
ness against fact frequency changes, resulting in
the most reliable measures.

5 Conclusion

We presented a sample efficiency evaluation frame-
work that compares LMs’ ability to learn facts
given a text corpus and the BEAR probe. The
framework consists of a fact-matching algorithm
that extracts fact frequency statistics from a sizable

37

data set and two sample efficiency metrics. We
trained several state-of-the-art LMs in a controlled
setting, ensuring the validity of the evaluation, and
provided a detailed analysis of the different archi-
tecture results.

The performance on high-frequency facts indi-
cates less divergence between models regarding
size. In contrast, performance on low-frequency
facts demonstrates the increased sample efficiency
gained with model size. The proposed metrics are
capable of identifying the superiority in sample-
efficiency of the transformer-based LLAMA mod-
els, achieving the highest scores in all metrics, with
the state-space-based MAMBA2 models closing be-
hind.

The proposed metrics correlate strongly in re-
spect to the final model stages as well as across
the training. This indicates that a different prop-
erty is measured than in raw accuracy. Additional
experiments show, that the metrics are relatively
robust to varying fact frequency distributions in
pre-training data. We believe the plausibility of the
design choices together with these findings make
the metrics strong candidates for measuring sample
efficiency.

Limitations

This work is limited to a simple fact-matching
heuristic, as discussed in Section 3.1. This heuris-
tic produces sufficiently accurate statistics and pro-
vides a high degree of flexibility; however, more ad-
vanced heuristics, e.g., adding natural language pro-
cessing pipelines such as entity linking, could pro-
duce more accurate fact occurrence counts, as they
potentially reduce the possible mismappings of en-
tities due to likely ambiguity or relation misiden-
tification. Furthermore, the proposed probability
function lower bound depends on Lg, validated em-
pirically in this work (see Section 4.1.2). However,
this initial Ly value can change depending on the
correctness of the probe (or the training text cor-
pus), as significant errors and noise can alter the
outcome of the measurements. Thus, further re-
search could be conducted on the robustness of the
metric in those scenarios. Finally, this work is lim-
ited to evaluating models of small to medium size.
Whether the observed trend of increasing sample
efficiency with model size holds for larger models
exceeding one billion parameters remains open.
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A Pre-Training & Model Configuration Model | #params ACC ~ WASB  am

, GPT2 209M 162% 16.0% 0.064
2 LLAMA 208M 182% 18.0% 0.079
Parameter | Value S XLSTM 247M  15.6%  15.6%  0.064
per_device_train_batch_size 32 “ MAMBA2 12M - 16.1%  16.1%  0.064
gradlent._accumulatlon_steps 8 s GPT2 355M 17.7% 17.5% 0.074
num._train_epochs ! S LLAMA | 360M  20.1% 20.1% 0.091
weight_decay 0.1 S XLSTM | 406M  173% 17.0% 0.073
warmup_steps 1000 > MAMBA2 | 432M  185% 18.6%  0.080
Ir_scheduler_type cosine
learning_rate Se-4 Table 5: Results on BEAR-big.
fpl6 True
Table 3: Training Hyperparameters. Model | #params <1024 > 1024
~, GPT2 209M 153%  79.9%
3 LLAMA 208M 173%  83.8%
‘ Small ‘ Medium s XLSTM 247TM 14.8% 77.9%
w
Parameters 209M 355M MAMBA2 172M 15.3% 77.3%
& Hidden Size 768 1024 s GPT2 355M 168%  82.1%
% Intermediate Size 3072 4096 2 LLAMA 360M 19.3% 82.0%
Hidden Layers 24 24 8 XLSTM 406M 16.4%  79.5%
Num Heads 16 16 =  MAMBA2 432M 17.7%  79.4%
= Parameters 247TM | 406M Table 6: Accuracy on high and low occurring facts on
— Hidden Size 768 1024 BEAR-bi
% Intermediate Size 2048 | 2731 “o1g.
< Hidden Layers 24 24
Num Heads 4 4 1.60e-03
> Parameters 172M 432M 1.40e-03 A
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Model \ #params winogrande wsc273 lambada_standard acc lambada_standard PPL  pile_10k PPL
B GPT2 209M 50.36% £+ 1.4%  53.11% =+ 3.03% 16.63% =+ 0.52% 652.0058 + 33.1575 14389.4299
2 LLAMA 208M 50.59% £+ 1.4%  55.68% =+ 3.01% 15.58% + 0.51% 694.1146 + 34.3843 65059.5665
= XLSTM 247M 5043% £+ 1.4%  54.95% =+ 3.02% 9.35% + 0.41% 1536.1172 + 74.8833 966.7574
® MAMBA2 172M 50.2% + 1.4% 50.92% =+ 3.03% 7.68% + 0.37% 2183.7652 £ 109.3855 1295.2241
s GPT2 355M 51.62% + 1.4%  54.58% =+ 3.02% 16.44% =+ 0.52% 592.8151 + 29.6474 17984.4641
= LLAMA 360M 51.85% £ 1.4%  54.58% =+ 3.02% 15.76% £ 0.51% 508.1769 + 23.8731 216732.2782
2 XLSTM 406M 51.46% £+ 1.4%  50.55% =+ 3.03% 11.97% =+ 0.45% 739.1623 + 34.8244 890.4901
= MAMBA2 432M 50.67% £+ 1.4%  54.58% =+ 3.02% 7.88% + 0.38% 1594.1999 + 77.5151 1116.7870
Table 7: LM Evaluation Harness Results.
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Figure 10: Development of the weighted accuracy (WASB) throughout the pre-training.
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Figure 16: Frequency Bucket Accuracy of the model’s final state as measured on BEAR.
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Figure 17: Accuracy, WASB and « scores on the low and high frequency splits and entire data set for comparison

on BEAR.
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