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Abstract

Although Arabic is spoken by over 400 mil-
lion people, advanced Arabic writing assis-
tance tools remain limited. To address this
gap, we present ARWI, a new writing assis-
tant that helps learners improve essay writing
in Modern Standard Arabic. ARWI is the first
publicly available1 Arabic writing assistant to
include a prompt database for different profi-
ciency levels, an Arabic text editor, state-of-
the-art grammatical error detection and correc-
tion, and automated essay scoring aligned with
the Common European Framework of Refer-
ence standards for language attainment. More-
over, ARWI can be used to gather a growing
auto-annotated corpus, facilitating further re-
search on Arabic grammar correction and essay
scoring, as well as profiling patterns of errors
made by native speakers and non-native learn-
ers. A preliminary user study shows that ARWI
provides actionable feedback, helping learners
identify grammatical gaps, assess language pro-
ficiency, and guide improvement.

1 Introduction

Arabic is the national language of over 400 mil-
lion people and one of the UN’s six official lan-
guages (Ryding and Wilmsen, 2021; United Na-
tions, 2024). Yet, Arabic writing assistance tools
remain severely underdeveloped. Unlike English,
which has numerous competitive writing assistants
and CEFR-benchmarked grading systems (Coun-
cil of Europe, 2001), Arabic tools are limited to
a few commercial error-correction systems with
no objective public evaluation. Enhanced writing
assistants could benefit millions of Arabic writers
and aid corpus collection, advancing Arabic NLP.

The development of Arabic writing assistants
faces major challenges, with one of the most sig-
nificant being the lack of a diverse Arabic corpus
that captures the wide range of writing variations,

1https://arwi.mbzuai.ac.ae/

including grammatical errors made by both native
speakers and second language learners. Having
such a comprehensive corpus would enable the cre-
ation of writing assistants that not only provide
accurate error detection and correction suggestions
but also motivate learners to continuously enhance
their Arabic writing skills. Additionally, these as-
sistants would contribute to ongoing data collec-
tion while actively supporting users in refining their
writing abilities.

In response to these challenges, we introduce
ARWI, a writing assistant tool specifically designed
to help MSA writers improve their essay-writing
skills. ARWI features an intuitive interface and
user experience based on the following core com-
ponents:

• Essay Prompt Database: A library of writing
topics across CEFR levels.

• Arabic Text Editor: Highlights errors, aids
structuring, and supports iterative drafting.

• Grammar Error Detection & Correction
(GED/C): Identifies errors (e.g., orthography,
morphology) and offers feedback.

• Automated Essay Scoring (AES): Assesses
grammar, vocabulary, and errors to estimate
CEFR levels (A1-C2).

• Progress Tracking: Stores revisions and vi-
sualizes improvement.

• User Profiling: Allows learners to specify
dialect, native language, and proficiency.

• Auto-Annotated Corpora: A growing reposi-
tory of diverse, auto-annotated essay samples.

Section 2 presents related work; and Section 3
presents a description of the ARWI system. We
discuss a preliminary user experiment in Section 4,
and our conclusions and outlook in Section 5.
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2 Related Work

2.1 Existing datasets for writing improvement

Prominent English datasets include the CoNLL-
2014 corpus (Ng et al., 2014)–derived from the
NUCLE (Dahlmeier et al., 2013) release with ap-
proximately 1.2 million words–along with WI-
LOCNESS (Bryant et al., 2019; Granger, 1998)
which offers 3,000 annotated essays (628K words)
grouped by CEFR levels. More recently, the Write
& Improve annotated corpus (Nicholls et al., 2024)
has provided a large resource of 23,000 annotated
essays with detailed CEFR annotations, support-
ing both Grammatical Error Detection/Correction
(GED/C) and Automatic Essay Scoring (AES)
tasks. In addition, several English GED/C datasets
such as GMEG-Yahoo and GMEG-Wiki (Napoles
et al., 2019) extend the scope by covering differ-
ent business domains as well as formal and infor-
mal speech registers. The JFLEG dataset (Napoles
et al., 2017) further complements these resources
by focusing on fluency as opposed to minimal
meaning-preserving edits.

Arabic datasets are limited in both size and di-
versity. The QALB-2014 corpus (Mohit et al.,
2014) contains around 1.2 million words across
21,396 sentences from online commentaries on Al
Jazeera articles, each paired with a corrected ver-
sion to facilitate GED/C research. QALB-2015
(Rozovskaya et al., 2015) adds another layer by
offering 622 annotated essay sentences (approx-
imately 140K words) from both native and non-
native writers. Complementing these, the ZAE-
BUC corpus (Habash and Palfreyman, 2022) com-
prises 214 annotated Arabic essays (about 33.3K
words) with CEFR grades, thus addressing both
GED/C and AES tasks. However, even combined,
these Arabic resources lack the extensive genre,
topic and proficiency-level stratification of their
English counterparts.

2.2 Arabic Writing Assistance Tools

In contrast to numerous English writing assis-
tants like Write&Improve,2 Grammarly, and others
(Sanz-Valdivieso, 2024), which assess fluency and
grammar, Arabic tools (e.g., Sahehly,3 Qalam4)
focus on common errors but lack overall writing
quality feedback. They show good performance in
identifying and correcting common errors, such

2https://writeandimprove.com/
3https://sahehly.com/
4https://qalam.ai/

as Hamza placement or confusion between Ha,
Ta, and Ta-Marbuta, but lack the capability to de-
tect and correct more nuanced error types, such as
merge/split errors or issues related to the shorten-
ing of long vowels, as outlined in comprehensive
error taxonomies (Alfaifi and Atwell, 2012; Alfaifi
et al., 2013).

2.3 LLMs as Arabic Writing Assistants

The advent of large language models (LLMs) has
led to the development of writing assistants based
on zero-shot or few-shot prompt engineering (Fi-
tria, 2023; Yancey et al., 2023; Pack et al., 2024;
Kim et al., 2024), as seen in multilingual (Chat-
GPT, Gemini, etc.) and Arabic-centric LLMs (Jais
Chat (Sengupta et al., 2023) and Fanar (Team et al.,
2025)). Despite their strong baseline performance,
these models tend to fall short when compared to
specialized systems focused on GED/C and AES
(Wu et al., 2023; Alhafni and Habash, 2025).

Recent fine-tuning experiments on English
GED/C and AES datasets have yielded promis-
ing results, demonstrating that pretrained LLMs
can achieve state-of-the-art performance in GEC
(Omelianchuk et al., 2024) if used within ensemble
models. This observation underscores the poten-
tial benefits of creating a rich, diverse corpus of
annotated Arabic texts, which would facilitate the
fine-tuning of LLMs specifically for MSA writing
assistance.

3 System Description

3.1 Overview of ARWI

ARWI functions as a web application, integrating a
front-end user interface with a backend of special-
ized REST API services and data collection infras-
tructure. The system includes an Arabic text editor
with diacritics support, GED/C auto-annotation,
AES module, and progress tracking that displays
learning trajectories and revision improvements.
ARWI delivers personalized, actionable feedback
to help users continuously enhance their writing
skills. Screenshots of the system are provided in
Figure 1 to illustrate ARWI’s current UI/UX and
typical pattern of use. Figure 2 in Appendix A
shows the English version of the interface.

3.2 Core Components

3.2.1 Collection of Essay Prompts
We develop an expandable database of essay
prompts to provide targeted writing tasks for all
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Figure 1: A before-and-after example of using ARWI’s Arabic interface. In (a) the text receives a B1 CEFR and a
large number of errors marked with red underlining; in (b) the results shows improved writing and is raised to B2
CEFR. See Appendix A for the English version of the interface.

CEFR levels. Each prompt covers a specific topic
across various domains, aligning with Arabic cul-
tural sensitivities and supporting both formal and
informal genres. ARWI enforces a minimum word
count: 50 words for beginners (A1-A2), 100 for in-
termediate writers (B1-B2), and 200+ for advanced
learners (C1-C2).

Beginner prompts focus on descriptive writing
(e.g., favorite animals, family traditions). Inter-
mediate learners engage with reflective or argu-
mentative topics (e.g., pros and cons of wearing
uniforms), while advanced writers tackle analyti-
cal discussions (e.g., AI ethics, environmental sus-
tainability). Additionally, some prompts include
optional media elements, such as images, to sup-
port descriptive tasks involving processes, interior
spaces, or graphical representations.

Many Arabic proficiency exams, including
CIMA5 and ALPT6, require writing tasks. Our
essay prompt design draws inspiration from these
exams, aligning with their task types. By mapping
prompts to the CEFR scale, we ensure appropri-
ate difficulty levels and help learners prepare for
CEFR-benchmarked Arabic proficiency tests.

3.2.2 Arabic Text Editor
The editor disables real-time spell-checking and
auto-corrections, instead providing actionable feed-
back from the GED/C module upon submission.
This approach encourages users to review and ap-

5https://www.imarabe.org/
6https://www.arabacademy.com/alpt/

ply changes manually, reinforcing learning and im-
proving retention. See Figure 1.

3.2.3 GED/C Module

For GED, we adopt a two-stage token-level classi-
fication approach, similar to (Alhafni et al., 2023),
by fine-tuning CAMeLBERT-MSA (Inoue et al.,
2021). The first classifier performs binary GED,
identifying whether a token is erroneous, while
the second classifier provides a more fine-grained
analysis, categorizing errors based on the ARETA
taxonomy (Belkebir and Habash, 2021). These clas-
sifiers are applied sequentially: the binary classifier
runs first, followed by the fine-grained classifier.
This cascaded setup ensures high precision in our
GED module.

For GEC, we develop a text-editing system that
predicts character-level edits for each input token,
generating the corrected text when applied (Alhafni
and Habash, 2025). Both GED/C models are fine-
tuned on a combination of QALB-2014 and ZAE-
BUC.

3.2.4 AES Module

The AES module leverages a fine-tuned version of
CAMeLBERT-MSA to predict the CEFR levels of
MSA essays. We fine-tune CAMeLBERT-MSA
was on the ZAEBUC dataset and a larger synthetic
dataset with topic, genre and level diversity for
essay scoring (Qwaider et al., 2025).
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3.2.5 User Progress Tracking System
The User Progress Tracking System provides writ-
ers with clear and measurable feedback, record-
ing CEFR scores and tracking error reduction over
time. This historical data is presented through a
linear graph that dynamically illustrates the user’s
learning trajectory.

3.2.6 User Profiling
Users who register have the option to input their
native language or Arabic dialect and estimated
proficiency level. This metadata enables more tar-
geted prompting and feedback. It also supports
further annotation of the auto-annotated essays col-
lected to create, for example, (non-)native, dialect,
or CEFR level specific profiles of users.

4 Preliminary User Experiment

Our goal is to determine if ARWI’s feedback leads
to measurable improvements in text quality such as
reduction in grammatical errors or increased CEFR
scores, and whether users find the UI/UX intuitive.

4.1 Experimental Setup
A total of 34 non-native mixed-gender undergrad-
uate Arabic learners organized into four groups
participated with proficiency levels ranging from
A1-B1. Five essay prompts were offered tailored
to the participants’ CEFR level. Topics included
Family and Friends, Sports and Hobbies, Spring
Break, Travel Experience, and Weekly Schedule,
with each essay suggested to be 120-500 words. A
user survey was designed for UI and UX assess-
ment, using a 5-point Likert scale with one-choice
answers, along with two open-ended questions re-
garding the most and least useful features. Partici-
pants had 20 minutes for writing, 10 for corrections,
and 10 for a user survey. A1 participants prepared
texts in advance, allowing more time for correction.

Out of 112 total submissions, where users
clicked the Check button and received feedback, 67
submissions were selected, representing the work
of 12 different users, because they provided mul-
tiple submissions to incremental improvements to
a single essay. 8 of these users reduced errors in
their essay. One user submission contained only 3
errors in a 212-word initial draft but 4 errors in the
final version, but with high CEFR scores suggest-
ing this participant focused on content rather than
error correction. The remaining submissions were
by A1-B1 learners, where submissions typically
contained tens of grammar errors.

Criteria Avg. Score Std. Dev
Clear navigation 3.68 0.90
User-friendly 3.71 0.89
Intuitive 3.59 1.09
Visually Appealing 3.03 1.03
Overall Satisfaction 3.65 0.58

Table 1: User feedback survey ratings regarding the
UI experience. Ratings are on a 5-point Likert scale,
with 5 being strongly positive, 3 neutral, and 1 strongly
negative.

No instances of overall CEFR score improve-
ment were observed during the 30-minute writing
sessions. Significant score improvements on this
relatively course-grained scale would likely require
a much longer learning period.

The survey results shown in Table 1 indicate
that the overall user experience of the system is
moderately positive (see Appendix B for more de-
tails). Criteria such as “Clear navigation”, “User-
friendly”, and “Overall Satisfaction” all received
average scores around 3.65 to 3.71, suggesting that
users generally find ARWI easy to navigate and
use. However, the “Visually Appealing” criterion
received a lower average score of 3.03, indicating
room for improvement in visual design. Standard
deviations (0.58 to 1.09) show a moderate degree of
variability in users’ perceptions, with the “Intuitive”
rating exhibiting slightly higher deviation. This
suggests that while many users appreciate the UI’s
intuitiveness, there is a subset for whom it is less
clear. When asked whether they would recommend
the system to others, approximately 85% of users
responded affirmatively.

5 Conclusions and Outlook

By integrating a collection of essay prompts, a
text editor, grammar error detection, correction
suggestions, and automated essay scoring mod-
ules, ARWI provides targeted, iterative, actionable
feedback that allows users to improve their writ-
ing and see improvements in their writing quality
over time. We make ARWI publicly available at:
https://arwi.mbzuai.ac.ae/.

Our preliminary experiment suggests the system
is useful, but improvements are needed to the UI, a
more fine-grained representation of progress would
be useful, and more intuitive error correction hints
are needed. We intend to incrementally improve
the system based on further user experimentation,
feedback, and analytics.
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Limitations

Several aspects of ARWI require further refinement.
The user interface needs adjustments based on user
study feedback, including font size and screen real
estate optimization. Error detection, classification,
and correction suggestions require improved accu-
racy. Additionally, a larger study with a more di-
verse pool of native and non-native students across
age groups, along with teacher feedback, is essen-
tial for a more comprehensive evaluation.

Ethical Considerations

The study parameters were approved by the internal
review board (IRB) of our university. All user study
participants were volunteers, and the purpose of the
study was explained to them directly.

We recognize that AI assessment systems can
make errors that may impact the student learning
process and could be misused. This is not our
intention. ARWI is designed to serve as a support
tool for teachers and learners, not as a standalone
evaluator.
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A ARWI Interface

Figure 2: A before-and-after example of using ARWI’s English interface. In (a) the text receives a B1 CEFR and
a large number of errors marked with red underlining; in (b) the results shows improved writing and is raised to
B2 CEFR. The essay prompt can be translated as “What are your favorite hobbies? When do you practice your
hobbies? And with whom? What is your favorite sport? Talk about an activity you enjoy on the weekend. Write
between 120-150 words.” The written essay can be translated as: “One of my favorite hobbies is reading, especially
in the fields of literature and history. I engage in this hobby during my free time, often in the evening after a long
day of work or during the weekend. Sometimes, I participate in book discussions with friends or colleagues who
share the same interest. As for sports, I enjoy swimming because it gives me a sense of refreshment and relaxation,
and it is also beneficial for my health. I practice it once or twice a week, often alone or with a friend. During the
weekend, I enjoy walking in nature or exploring new places in the city, such as libraries or quiet cafés. I find these
activities to be an opportunity to relax and recharge before the start of a new week. Sometimes, I spend time with
family or friends in a fun atmosphere, whether by sharing a meal together or playing board games.”
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B User Feedback Survey

Figure 3: Qualitative feedback collected from 34 users who participated in the preliminary experiments with Arwi.
The survey comprised five one-choice questions rated on a 5-point Likert scale and one binary question. The results
highlight that certain aspects of the user interface–specifically its intuitiveness and visual appeal–require further
refinement. Overall, users provided moderately positive feedback regarding their experience of usage.
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