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Abstract
Text-to-image (T2I) generation models have
significantly advanced in recent years. How-
ever, effective interaction with these models
is challenging for average users due to the
need for specialized prompt engineering knowl-
edge and the inability to perform multi-turn
interaction, hindering a dynamic and iterative
creation process. Recent attempts have tried
to equip Multi-modal Large Language Mod-
els (MLLMs) with T2I models to bring the
user’s natural language instructions into real-
ity. Hence, the output modality of MLLMs is
extended, and the multi-turn generation quality
of T2I models is enhanced thanks to the strong
multi-modal comprehension ability of MLLMs.
However, many of these works face challenges
in identifying correct output modalities and
generating coherent images accordingly as the
number of output modalities increases and the
conversations go deeper. Therefore, we pro-
pose DialogGen, an effective pipeline to align
off-the-shelf MLLMs and T2I models to build
a Multi-modal Interactive Dialogue System
(MIDS) with the ability to perform multi-turn
Text-to-Image generation. It is composed of
drawing prompt alignment, careful training
data curation, and error correction. Moreover,
as the field of MIDS flourishes, comprehen-
sive benchmarks are urgently needed to eval-
uate MIDS fairly in terms of output modality
correctness and multi-modal output coherence.
To address this issue, we introduce the Multi-
modal Dialogue Benchmark (DialogBen), a
comprehensive bilingual benchmark designed
to assess the ability of MIDS to generate accu-
rate and coherent multi-modal content that sup-
ports various users’ need. It contains two eval-
uation metrics to measure the model’s ability
to switch modalities and the coherence of the
output images. Our extensive experiments on
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DialogBen and user study demonstrate the ef-
fectiveness of DialogGen in producing correct
output modalities and coherent multi-modal
outputs compared with other State-of-the-Art
models. DialogBen will be fully open-sourced
and we hope it can contribute to the community
for building more powerful MIDS.

1 Introduction

In recent years, Text-to-Image (T2I) diffusion mod-
els(Ho et al., 2020; Rombach et al., 2022; Song
et al., 2020; Peebles and Xie, 2023) emerges as a fo-
cal point of interest. These models, which generate
visual content based on textual input, have the po-
tential to revolutionize various industries, including
advertising, entertainment, and education (Zhang
et al., 2017; El-Nouby et al., 2019). However, exist-
ing T2I models are still limited in comprehending
user’s complex natural language instructions due to
the limited capacity of text encoders. This leads to
a big challenge for users when interacting with T2I
models. Besides, prompt engineering expertise is
required to accurately bring the user’s instruction
into reality, which hinders its broader application
to average users. Moreover, users may potentially
generate images based on previous conversations
and generation results, which calls for a multi-turn
T2I generation. In response to this need, motivated
by the strong language comprehension ability of
Large Language Models (LLMs), an increasing
number of researchers are turning their attention
towards the integration of LLMs as a means to fa-
cilitate more natural and intuitive communication
between users and T2I models. These works in-
clude Text-to-Image generation models equipped
with open-source LLMs (Wu et al., 2023; Ge et al.,
2023; Koh et al., 2023a; Zeqiang et al., 2023; Sun
et al., 2023b; Koh et al., 2023b; Chen et al., 2023b)
and closed-source LLMs such as DALLE3 (Betker
et al., 2023) and RPG(Yang et al., 2024). This
gives rise to a prosperous field of Multi-modal In-
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#1 画一只白色可爱兔子，卡通风格
/ Draw a white cute rabbit, cartoon style

#2 Change the background to a forest Style transfer
Background 

transfer

Remove object

(一只白色可爱的小兔子，有

着大大的眼睛和短耳朵，背景
是草地和蓝天，镜头是特写，
风格是卡通风格。/ A white 

cute little bunny with big eyes 

and short ears. The back-ground 

is grass and blue sky, the lens is 

close-up shot, cartoon style.)

Add object

Bilingual

Image 

combinationInteractive Multimodal Dialogue

Chat #4 Can you tell me a sweet bedtime story?

Once upon a time, there was a cute little white 

rabbit who lived in a beautiful meadow. Every 

night, he would wear a red Santa hat, sit on the 

grass, look at the stars, and imagine tomorrow's 

Christmas. It believes that Christmas gifts will 

fall from the sky and surprise it. One day, it 

really received a gift, which was a red Christmas 

hat. It was very happy. From then on, it wore this 

hat every day and enjoyed the joy of Christmas.

#6 Then help me add a zebra to the picture

#5 Remove the rabbit from the picture

#7 Change to photography style

(A white cute little bunny with 

big eyes and short ears. The 

background is green forest and 

blue sky, the lens is close-up 

shot, cartoon style.)

(A zebra is grazing in a green forest. The 

background is green forest and blue sky, 

the lens is close-up and the style is 

photographic realism.)

(A white cute little bunny wear-

ing a red Christmas hat with big 

eyes and short ears. The back-

ground is green forest and blue 

sky, the lens is close-up shot, 

cartoon style.

(Green forest and blue sky, the lens is 

close-up and the style is cartoon style.)

#3 Put this hat on this little bunny

(A zebra is grazing in a green forest. The 

background is green forest and blue sky, 

the lens is close-up and the style is 

cartoon style.)

Figure 1: Our proposed DialogGen that can perform bilingual multi-turn multi-modal tasks responding to user’s
natural language instructions to meet various users’ needs.

teractive Dialogue System (MIDS) that receives
multiple modalities and outputs multiple modal-
ities, as can be seen at the top of Fig. 3. How-
ever, combining MLLMs and T2I models to build a
powerful MIDS is non-trivial. Experimental inves-
tigations reveal that contemporary solutions(Wu
et al., 2023; Ge et al., 2023) face considerable
challenges in accurately identifying users’ inten-
tions and bringing the users’ instructions into re-
ality. This is particularly different from the suc-
cess of those MLLMs that process inputs from
diverse modalities and solely generate outputs in
text format (Chen et al., 2023b; Zhu et al., 2023;
Liu et al., 2023b; Zhang et al., 2023; Dai et al.,
2023). If the output encompasses multiple modali-
ties, it presents a significantly higher degree of com-
plexity than single-modality output. Therefore, to
build a more powerful MIDS that connects MLLMs
and T2I models, we propose DialogGen, an effec-
tive pipeline to align off-the-shelf MLLMs and T2I
models for building MIDS. We first conduct draw-
ing prompt alignment that transforms the output of
the MLLM to the form that T2I models favor. Later,
we finetune the MLLM with carefully curated bilin-
gual modality switching data. Besides, motivated
by the learning process of a student who iterative
learns and corrects his own mistakes guided by the
teacher, we imitate the error correction process to
further boost the performance of our MLLM, where
the generation results are more aligned with human
intention. Our DialogGen is compatible with any
current State-Of-The-Art (SOTA) T2I models.

As the field of MIDS continues to flourish, there
is an urgent demand for a fair and comprehensive

evaluation of such emerging systems. In response
to this need, we introduce the Multi-modal dialogue
Benchmark (DialogBen), an extensive benchmark
to evaluate the capabilities of MIDS, which can
engage in multi-turn dialogues with both input and
output spanning multiple modalities. This bench-
mark contains the assessment of Modality Switch-
ing and Generation Coherence ability. It contains
9957 three-turn conversations covering 7 image
editing types and 13 topic types, which is shown in
Fig. 2. This benchmark aims to provide a proper as-
sessment framework for the growing field of MIDS.
By leveraging DialogBen, researchers can gain a
deeper understanding of the challenges and op-
portunities in developing a more powerful MIDS
that can switch between different output modali-
ties, generate semantically coherent images, and
ultimately lead to more versatile and user-friendly
MIDS. Fig 1 illustrates the capabilities of MIDS
built with our DialogGen. Comprehensive experi-
ments on DialogBen have shown our superiority of
DialogGen over current SOTA models.

To conclude, our contributions can be summa-
rized as follows:

• We propose DialogGen, an effective pipeline
to build a multi-modal interactive dialogue
system with multi-turn Text-Image generation
ability. It is built upon drawing prompt align-
ment, careful bilingual training data curation
including object consistency guarantee, and
instruction tuning data mixing. Besides, we
also propose to train on error correction data
from stronger LLMs to learn from mistakes it
has made.
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• We propose DialogBen, a comprehensive
multi-turn bilingual benchmark that contains
9957 multi-turn multi-modal conversations
covering 7 editing instruction types and 13
topic types to evaluate MIDS in terms of
modality switching ability , and the generation
coherence.

• Comprehensive experiments show that MIDS
built by DialogGen beats current SOTA mod-
els in terms of modality switching accuracy,
generation coherence VQA score, and user
preference.

2 Related Works

Prompting for Large Language Models. One of
the most prominent strengths of Large Language
Models (LLMs) is their in-context-learning(Dong
et al., 2022; Sun et al., 2023a) ability. This enables
users to effortlessly tailor LLMs for specific tasks
or augment their capabilities using straightforward
prompts. For instance, the chain-of-thoughts(Wei
et al., 2022) technique pioneered the enhancement
of LLMs by requesting them to produce a sequence
of intermediate reasoning stages. Subsequently,
various refined prompting methods have been de-
veloped, incorporating heuristics such as majority
voting, backtracking, and graph-based thought rep-
resentations. In our work, we rely on prompting
GPT-4 for creating the benchmark dataset.
Multi-modal Large Language Models and Eval-
uations. Recent success of Large Language Mod-
els (LLMs) (Touvron et al., 2023a,b; Chowdhery
et al., 2022; Zhang et al., 2022) has largely bene-
fited research on natural language processing. In-
spired by the strong generation ability, researchers
try to improve visual comprehension and Text-to-
Image generation ability utilizing the generaliza-
tion power of LLMs, leading to the prosperity of
research on Multi-modal Large Language Mod-
els (MLLMs). All MLLMs can receive inputs
from multiple modalities; however, quite a few of

Commodity
7%

Edit types Topic types

(b)(a)

Figure 2: Our benchmark encompasses 7 edit instruction
types and 13 topic types.

them can produce the output from multiple modali-
ties (Wu et al., 2023; Ge et al., 2023; Chen et al.,
2023b; Zeqiang et al., 2023; Koh et al., 2023a),
while others can only produce output in the text for-
mat. (Zhu et al., 2023; Liu et al., 2023b,a). MLLMs
that support image generation generally fall into
two categories: one with the intermediate prompt
for feeding into the image diffusion model, the
other directly outputs the embedding vector for
the diffusion model and generates the required im-
ages. Our DialogGen falls into the first category
like DALLE3, as we believe that a user-friendly in-
termediate result is advantageous for analyzing the
model behavior and providing feedback for model
improvement.

The prosperous multi-modality-out MLLMs call
for an effective benchmark to evaluate their capa-
bility. Our DialogBen specializes in the setting
that users repeatedly seek image generation out-
puts beyond casual conversations. While previous
literature such as MMDialog (Feng et al., 2022)
provides a large-scale dataset for multi-turn multi-
modal conversations, their focus is more on gen-
erating text-based scenarios. Moreover, they lack
evaluations of the multi-turn multi-modal output,
because previous models often struggle to com-
prehend long conversations without the support of
LLMs and MLLMs.

3 DialogBen

3.1 Benchmark Design

The benchmark is designed to consist of a diverse
set of dialogue scenarios that involve Text-to-Image
generation. It encompasses various topics and
image editing types, regarding different modality-
switching scenarios for each turn of conversation.
To ensure broad coverage of conversational scenar-
ios, we explore different combinations of input and
output types based on four primary categories, i.e.,
T → T, T → I, I+T → T and I+T → I, where
I, T represent image and text respectively. We
also summarize the data proportion (see Table.7 in
appendix) for each modality-switching scenario in
each round and find that they are basically balanced.
By selecting a type for each conversation turn, we
devise 43 = 64 three-turn conversation composi-
tions. Subsequently, we employ GPT4 to generate
‘meta prompts’ for these 64 types, each represent-
ing a unique conversational flow. For each con-
versation combination, we traverse 13 predefined
topics and 7 image editing methods (see Fig. 2) to
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dialogue history

MIDS

MLLM
draw

Evaluation 1: Modality Switching

DialogBen

History conversations Current input
Evaluation 2: Generation Coherence

drawing 
prompt

GPT-4

…

chat

#i: This is a picture 
of my dog Winnie, 
what breed he is?

T2I

Chatting text: This is a white Pomeranian dog.

…
MLLM

VQA
History
conversations coherence 

score

questions

Modality Switching Accuracy

…/

#i+1:Then help me draw 
Winnie into a cute cartoon

Drawing Prompt: A white Pomeranian dog is 
lying on the floor with a smile on its face. The 
background is the floor of living room, the 
shot is a close-up, and the style is cartoonish.

Figure 3: Overview of MIDS and DialogBen. MIDS can respond to the multi-modal user instructions with either
a text response or a drawing prompt to be sent to a T2I model for image generation. DialogBen consists of 9957
three-turn multi-modal dialogs and two evaluation metrics to assess the capability of MIDS.

yield approximately 15k samples after query GPT4
using corresponding ‘meta prompts’. To ensure
the quality of the evaluation, we utilize the LLM
model to filter out any mismatched modality output
intentions between the input instructions and the
ground truth label. Later, we split an evaluation
set that for each combination there is at least one
sample and hence get an evaluation dataset com-
prising 9957 three-turn multi-modal conversations,
which are characterized by incorporating both im-
ages and text as the input and output. While the
remaining ∼ 4.5k samples are used as the training
set. We refer to the training set and evaluation set
as DialogBen-train and DialogBen-test.

Example 1: Coherence VQA

User:
What kind of merchandise is this and what is it used for?
Assistant: This product is an oven, mainly used for
baking or roasting food, with temperature control and
timing functions, is a common appliance in modern home
kitchens.
User: What if you change the color of the oven so that it
fits more in with the kitchen decor, say silver?
Questions:
1. Is there an oven in the picture?
2. Is the oven placed in the middle of a kitchen?
3. Is the background of the picture a modern kitchen?
4. Is the shot of this picture panoramic?
5. Is the color of the oven in the picture silver?

3.2 Evaluation Metrics

3.2.1 Modality Switching Accuracy

Precisely identifying users’ intentions and produc-
ing outputs in the suitable modality, whether with
text or images, is essential for Multi-modal Inter-
active Dialog Systems (MIDS). In this way, the
systems can deliver more relevant, informative, and
contextually fitting responses. Therefore, we think
it’s important to check how well these systems can
switch between modes of communication in our
benchmark test. We propose to evaluate the Modal-
ity Switching accuracy for each turn and focus on
image and text modalities, as shown at the left
bottom of Fig. 3. When a user inputs an image,
it is usually accompanied by text describing the
user’s query related to the image. The system’s
output typically consists of image and text modali-
ties. For each round, we assess 4 different modality
switching scenarios mentioned in Sec. 3.1, to en-
sure a comprehensive evaluation of the system’s
ability to generate the right multi-modal outputs.
After inference on the benchmark, we calculate
the modality switching accuracy as follows: sup-
pose in the ith round, there are nij samples belong-
ing to jth modality switching scenario, let c(k)ij be

the binary variable, such that c(k)ij = 1 indicates
the model producing the correct output modali-
ties. Then, the Modality Switching Accuracy Accij
in the ith round for jth scenarios is calculated by

Accij =

( nij∑
k=1

c
(k)
ij

)
/nij
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3.2.2 Generation Coherence
To evaluate the generation quality in multi-turn con-
versations in image generation mode, and to better
compare with MIDS that produce images directly
without intermediate text prompts, we propose a
Generation Coherence VQA score.

Inspired by (Huang et al., 2023), we employ
the visual question answering (VQA) capability of
BLIP(Li et al., 2023) to assess the generation qual-
ity. As shown at the right bottom of Fig. 3, for each
query in our DialogBen-test, we utilize the histori-
cal conversation context, prompting GPT-4 to gen-
erate the required elements for the desired output
images. These elements are then transformed into
a set of alternative questions and their correspond-
ing answers. This approach equips DialogBen-test
with the affiliated collections of simple questions
about the desirable output images. In Example 1
we showcase a sample from the candidate sets of
the questions to be asked.

During the evaluation, we employ the BLIP-
VQA model (Huang et al., 2023) to process
the images generated by candidate models and
the alternative question. The probability of the
correct answer to each question is used as the
score. We then calculate the average score of all
questions associated with the generated image
to determine the image’s score. The Generation
Coherence VQA Score for the entire test set is
found by averaging these scores across all images.
Specifically, for each test query qi affiliated with
mi questions and the generated image Ii, the
generation coherence score Si is formulated as
Si = Mean({P (BLIP (q

(j)
i , Ii) = GT (q

(j)
i , Ii))}mi

j=1))

4 DialogGen

In this section, we introduce the components of
DialogGen, which include Drawing Prompt Align-
ment, Training Data Curation, and Error Correction.
Given an off-the-shelf MLLM MC(I, T ) and a T2I
model G, DialogGen integrates them seamlessly
to build a powerful MIDS. The overall framework
can be seen in Fig. 4. We will introduce them part
by part.

4.1 Drawing Prompt Alignment

Suppose the original training data of G is DG =
(Ii, Ti) ∼ P (I, T ), where I and T represent image
and text, respectively. The user’s text instructions
should be aligned with the distribution of DG for
optimal image generation. Yet, because DG typi-

cally comes from various data resources, it is hard
to get the ground truth of P .

However, since re-captioning has been shown
effective in various works(Betker et al., 2023; Yang
et al., 2024) for improving better T2I generation
quality, we utilize a re-caption model for text re-
finement. For a given MLLM MC , we first apply
it to re-caption the training set of G to obtain a
new training set D′

G = (Ii, T
′
i ) ∼ P ′(I, T ), where

T ′
i = MC(Ii, Pcap) and Pcap is the caption prompt

such as "Please describe this image in detail.".
Then we re-train the T2I model on D′

G. After-
ward, when querying GPT-4 for training data gen-
eration, we sample (I ′icl, T

′
icl) ∼ P ′(I, T ) as the

in-context learning samples in the “meta-prompts”,
aligning the generated prompts with P ′. Thus, the
training data on image generation would have a
similar drawing prompt distribution as P ′, which
is exactly what G is re-trained on. In this way,
the transformed drawing prompts match the given
T2I models and thus lead to the expected image
generation results. If we could directly access the
ground truth of P without re-captioning through
MC , we would simply draw samples (Iicl, Ticl)
from P (I, T ) for in-context learning to guide data
generation process.

4.2 Training Data Curation
Object Consistency Guarantee. In multi-turn im-
age generation, our goal is to ensure that objects
generated across different conversational turns re-
main as consistent as possible. To achieve this,
we add the following constraints for training data
generation: for image generation that builds upon
the images produced in previous rounds, the trans-
formed drawing prompts should satisfy the user’s
current demand while being altered as little as pos-
sible from the drawing prompts used for previous
images. Fig.1 #6 and #7 show the minor differences
between the prompts in consecutive turns. More-
over, during the inference phase of a given conver-
sation, we fix the random seed of the T2I model.
This approach significantly increases the likelihood
of maintaining object consistency throughout the
dialogue.
Instruction Tuning Data Mixing. To maintain the
multi-modal conversation ability, we’ve included a
range of open-sourced uni/multi-modal conversa-
tion datasets, denoted as Do. Besides, to address
the lack of datasets that turn the user’s natural lan-
guage input into detailed description prompts that
fall into P ′, the suitable distribution of DG for
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Drawing Prompt Alignment Training Data Curation Error Correction

Re-captioning

Object Consistency
Guarantee

Bilingual Data

DialogBen-train

In-context Learning

Inference

Training

Insturction tuning
data mixing

GPT4

Figure 4: The overall pipeline of DialogGen which consists of Drawing Prompt Alignment, Training Data Curation,
and Error Correction. The details of these components are elaborated in Sec.4

G to generate images, We first collect n = 10
manually-annotated labels. These labels will trans-
form user ideas into semantically appropriate, de-
tailed prompts that align with P ′. Using these la-
bels as in-context samples, we then query GPT-4
to generate a dataset that contains single-turn text-
to-prompt samples, referred to as Dp. Since we
aim at building a multi-turn dialogue system, we
randomly shuffle and concatenate the single-turn
samples from Do and Dp to get a pseudo-multi-
turn dataset Dpm. This dataset features multi-turn
conversations not necessarily preserving semantic
coherence, simulating the scenarios in which the
user may switch the topic within a conversation.
More importantly, we mix the collection of Do,
Dp, Dpm together with DT , the training set of Di-
alogBen. Please refer to Table. 5 in the appendix
for detailed compositions of the instruction tuning
data and training data samples.
Bilingual training Current MIDS typically only
supports English scenarios and is trained on En-
glish data. Motivated by work (Chen et al., 2023a)
that multilingual training can benefit LLMs’ reason-
ing ability, we extend the training data from unilin-
gual to bilingual. Specifically, we develop a Chi-
nese counterpart of DialogGen, which is identical
in structure to the original but differing in language.
We refer them to DialogBen-en and DialogBen-cn,
respectively. We conduct experiments on these ver-
sions individually as well as their mixed version.
Please refer to Sec. 5 for more details.

4.3 Error Correction

Data Collection. To enhance our models’ under-
standing of users’ intentions, collecting more data
is a common but often expensive approach. In-
stead, we propose learning from previous mod-

Table 1: Comparison of Modality Switching (MS) accu-
racy (%) of different models under standard fine-tuning
and error correction counterparts with different style.

Model Training #Inference
DialogBen-MS

1st / 2nd / 3rd Avg.

DialogGen-A
Standard Fine-Tuning 1-step 93.6 / 87.1 / 84.6 88.4
+ Error Correction 1-step 96.9 / 95.6 / 93.4 95.3(+6.9)
+ Error Correction 2-step 97.8 / 97.4 / 93.6 96.2(+7.8)

DialogBen
Standard Fine-Tuning 1-step 96.4 / 96.5 / 95.6 96.1
+ Error Correction 1-step 97.1 / 97.9 / 96.7 97.2 (+1.1)
+ Error Correction 2-step 97.3 / 97.9 / 96.9 97.4 (+1.3)

els’ errors as a more efficient strategy. Specif-
ically, given a training dataset D, we obtain a
student model Ms after several training epochs.
We then inference Ms on D to generate a col-
lection of potentially noisy query-response pairs
(qi, ri), i = 1, 2, ..., |D|. Next, we introduce a
teacher corrector model MT and a prompt Pf to
query MT , where Pf is the few-show prompt to
instruct MT to generate error correction data, as
detailed in the Appendix. We employ the correc-
tor model MT to generate a correction ci for each
sample in the training set:

ci ∼ MT (Pf ⊕ qi ⊕ ri) (1)

Note that in Pf we set up 3 rules for MT to deter-
mine whether the output is satisfactory. Therefore,
we include 3 human annotated error-correction ex-
amples as the few-shot in-context learning samples.
In Example 4, there is an example showcasing the
correction data generated by Mc.
Training. During training, we use a correction
prompt Pc to prompt the student model to obtain
the correction response r

(i)
c ,

r(i)c ∼ Ms(Pc ⊕ qi ⊕ ri) (2)

The training loss is calculated between both the
correction response and the provided suitable out-
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put. Note that we include both the feedback from
correct and incorrect responses. Feedback from
correct responses enhances the model’s confidence
in its accurate actions. On the other hand, feed-
back from incorrect responses alerts the model to
its mistakes and how to avoid them in the future.
By incorporating this error correction mechanism
into MLLM, we would create a more robust and
reliable system capable of generating high-quality,
contextually appropriate responses. This approach
not only helps the model to learn from its mistakes
but also fosters a deeper understanding of the nu-
ances and complexities involved in multi-modal
interactive dialogue tasks.

5 Experiments

5.1 Models and Baselines

Base model. Note that we aim to build a strong
bilingual Mutli-modal Interactive Dialogue Sys-
tem, so the base MLLM needs to have a consider-
able perception ability in both Chinese and English.
Therefore, we carefully choose our base MLLM
as Qwen-VL (Bai et al., 2023), which is an open-
sourced MLLM that supports both Chinese and
English input and output. It is capable of receiving
images and texts as input and performing Multi-
modal comprehension tasks like text reading, and
image understanding in the format of text. For T2I
models G, we conduct experiments on Hunyuan-
DiT (Li et al., 2024), which is an open-source T2I
model. This is because the re-captioning is per-
formed on the training dataset of Hunyuan-DiT.
For fair comparison in Coherence VQA score, we
also conduct experiments for Stable Diffusion v1.5
and Stable Diffusion v2.1.
Baselines
Qwen-VL-few-shot : We provide a simplest way
to equip Qwen-VL with T2I models G without
training. We first add the description of the sys-
tem we aim to build to serve as the system prompt
during inference. Then we provide n manually de-
signed samples demonstrating how to transform the
multi-turn user instruction into drawing prompts to
be sent to G, where n = 0, 1.
NExT-GPT(Wu et al., 2023): It is one of the ear-
liest works to introduce the concept of any-to-any
MLLMs. They introduce a projection layer to align
the X-encoder (X can be image, audio, or video)
and X-diffusion model with the LLM embedding
space to build an MIDS that receives text, image,
audio, and video both as candidate input and candi-

date output.
SEED-LLaMA(Ge et al., 2023): It designs a
SEED tokenizer to tokenize the image and train
the multi-modal discrete sequence in a unified ob-
jective. Therefore, when it needs to perform image
generation, image tokens can be predicted autore-
gressively during inference and hence be decoded
into images.

5.2 Training and Inference
To make it compatible with our goal of perform-
ing interactive multi-modal image generation, we
add a modality switch token <draw> before the
model output to identify the recognized intention
of the user and a training prompt PT as "Please
first identify the intention of the user, if it is to
draw please append <draw> before the output".
To emphasize the effectiveness of DT , we named
the refer DialogGen-A as the model trained with
DA = Do ∪Dp ∪Dpm, while DialogGen-B is the
model trained with DB = Do ∪Dp ∪Dpm ∪DT .
For the Error Correction Data, we use GPT-4 as
the MT , which is one of the most powerful closed-
source LLM. We first generate n = 100 Error Cor-
rection Data and evaluate the quality by humans.
We found that 98% of them give the right correction
about the user’s intention and 85% of them give
the right correction about transforming the user’s
needs into correct drawing prompts. Therefore, we
consider the quality of the error correction to be
acceptable for further training. During inference,
given a well-trained model Mw, we apply the same
prompt PI as training. That is, PI = PT .
Two-Step Inference To fully explore our model’s
ability, we additionally introduce a two-step in-
ference procedure given that our model is fine-
tuned with error correction data to be blessed with
the ability to conduct self-correction. To be more
specifically, given the query of the ith test example
q
(i)
t , we first use Pi to get a response r

(i)
1 , where

r
(i)
1 ∼ Mw(PI ⊕ q

(i)
t ) (3)

Afterwards, r(i)1 is sent into the model again with
q
(i)
t together with the correction prompt Pc and get

the corresponding correction EC(i) and suitable
output r(i)2 . We choose r

(i)
2 to be the final output.

EC(i), r
(i)
2 ∼ Mw(Pc ⊕ q

(i)
t ⊕ r

(i)
1 ) (4)

5.3 Evaluation
Modality Switching. In Table 2 we include the
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Table 2: Benchmarking on Modality Switching ability of different models, with T and I represents text and image
respectively. On the left of → is the input modality, while on the right of → is the output modality. The accuracy is
calcualted by Equation.3.2.1. The best result is emphasized in bold.

Model Round1 Round2 Round3 Avg.
T → T T → I I+T → I I+T → T T → T T → I I+T → I I+T → T T → T T → I I+T → I I+T → T

Qwen-VL-0-shot 92.46 7.42 1.11 100 76.75 34.13 2.54 100 78.16 27.98 4.24 99.58 52.03
Qwen-VL-1-shot 93.90 8.42 1.04 100 79.78 34.27 2.29 100 79.48 27.58 3.98 100 52.56
NExT-GPT 74.89 59.37 58.88 90.43 89.66 38.95 31.35 91.21 96.06 16.87 20.49 93.75 63.49
SEED-LLaMA 94.71 89.69 92.30 97.18 98.79 84.82 85.98 98.13 99.01 74.77 76.74 97.28 90.78
DialogGen-A 80.00 97.66 97.04 95.25 65.56 98.40 93.64 88.75 64.93 98.77 93.28 76.85 87.51
DialogGen-B 85.41 98.44 98.15 97.87 90.47 99.20 99.57 94.58 93.93 100 99.00 91.00 95.63

DialogGen 94.97 96.87 98.88 97.82 97.04 98.79 99.00 95.81 95.19 97.53 98.23 95.83 97.24

comparison result on Modality Switching accu-
racy of different models. Note that both Qwen-
VL-0-shot and Qwen-VL-1-shot have very poor
performance in identifying the user’s drawing in-
tention, which is reflected in the small number in
I+T → I. We also check the inference output for
I+T → T and find that these two models use texts
to reject to answer the question related to Visual-
Question-Answering in most of the cases, leading
to the intention being recognized as correct. This
contributes to their near-perfect performance in sce-
nario I+T → T.

As can be seen in the table, for DialogGen-A,
the model tends to recognize the user’s intention
as draw rather than talk and hence has relatively
high accuracy when the output modality is image.
For NExT-GPT, it has higher accuracy in the case
when the output modality is text and severely worse
performance when the output modality is image.
This is because it has four output modalities. When
the ground truth modality is image there are often
hints in the query to inform the model to produce
content other than text, which somehow lets the
model produce audio or video instead. And as the
conversations go deeper, both the two models show
several performance degradations in the scenario
that they are not good at.

For experiments including error correction (Ta-
ble 1), we can see that by incorporating Error Cor-
rection data, both models can have obvious per-
formance improvement, especially when the di-
versity of the training dataset is relatively small
(DialogGen-A), the average success rate of switch-
ing modalities increases from 88.4 to 95.3. Besides,
incorporating error correction data helps improve
the stability of the model as the conversations go
deeper. As for the two-step inference, the benefit is
less obvious.

For comparative experiments including bilingual
training (Table 6). To better illustrate the effec-

Table 3: Comparison of Cohence VQA Score on differ-
ent models. ↑ indicates higher is better, bold indicates
the best result. DialogGen-HunyuanDiT has the best
performance and the Coherence VQA Score perfectly
aligns with Human evaluation.

Model Coherence VQA Score↑ Human↑

NextGPT-SD-v1-5 0.5153 0.5524
DialogGen-A-SD-v1-5 0.6371 0.6732
DialogGen-SD-v1-5 0.6403 0.6911
SEED-LLaMA-SD-v2-1 0.5776 0.6313
DialogGen-SD-v2-1 0.6468 0.7277
DialogGen-HunyuanDiT 0.6514 0.7559

tiveness of adding bilingual data, we eliminate
all the training except DialogBen-train and split
it into English (DialogBen-train-en) and Chinese
(DialogBen-train-cn). We can figure out that both
the model trained in English and the model trained
in Chinese can benefit from adding the same train-
ing data except for the language difference.
Coherence VQA. Note that our DialogGen builds
a multi-modal interactive dialogue system that con-
nects with users and T2I models and hence is com-
patible with any T2I models. We provide the co-
herence VQA score and the human evaluation1

of different Multi-modal Interactive Dialogue sys-
tems.(See Table 3) Here DialogGen-HunyuanDiT
is DialogGen equipped with HunyuanDiT and
DialogGen-SD-v1-5 and DialogGen-SD-v2-1 is
DialogGen equipped with Stable Diffusion (Rom-
bach et al., 2022) v1.5 and v2.1 respectively. They
are the same T2I models equipped with NExT-GPT
and SEED-LLaMA.

In Fig 5 in the appendix we also provide the visu-
alization of the Coherence VQA Score of different
models. We refer the readers to the analysis in the
appendix. Besides, given that the coherence VQA
score perfectly aligns with human evaluation, we
consider the coherence VQA score to be a suitable
proxy that reflects what extent the output image
satisfies the user’s need.

1Details can be found in Appendix.

418



Qualitative Examples. We provide more qual-
itative examples and demo conversations in
Fig. 6, 7, 8 in Appendix and refer the readers to the
appendix.

6 Conclusions

In this work, we propose DialogGen, a Multi-
modal Interactive Dialogue system (MIDS) for
Multi-turn Text-to-Image generation, which is
trained with carefully curated instruction tuning
and Error Correction data generated by more pow-
erful LLMs. In addition to that, in response to the
need for a comprehensive benchmark to evaluate
rapidly emerging new MIDS, we propose Dialog-
Ben. It consists of 9957 three-turn multi-modal
conversations together with two evaluation metrics,
namely modality switching accuracy and coherence
VQA score to comprehensively assess the ability
of a Multi-modal Interactive Dialogue System.
Future work. Current training data collection is
aligned with the T2I model’s characteristics. It can
be designed to be aligned with human preference
in the future and hence we can train the MLLMs
to satisfy human preference using algorithms like
(Rafailov et al., 2024)

7 Limitations

The limitation lies in the resource requirement
when conducting the re-captioning for the train-
ing data of the T2I model to conduct the draw-
ing prompt alignment. However, fine-tuning open-
sourced T2I models with a small subset of high-
quality data with known distribution Phq has been
widely adopted. In this case, we can simply sample
(Iicl, Ticl) ∼ Phq(I, T ) to simplify the procedure.
Besides, the potential risk of DialogGen lies in the
lack of content filtering of the pre-trained MLLM
and T2I models.
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A Dataset Details

Table 4 lists the detailed data composition of the
benchmark. As stated in Sec.5, our training datat-
set consists of Do, Dp, Dpm and DialogGen-train.
In Tab. 4 we summarize the statistics of the compo-
nents of the whole training datasets and in Exam-
ple 2 and Example 3 we give some examples of the
instruction tuning data we used during our training.

B Coherence VQA

We provide visualization of Coherence VQA Score
in Fig. 5. Here DialogGen-X is DialogGen
equipped with Hunyuan-DiT, and DialogGen-SD is
the one equipped with Stable Diffusion v1.5. NExt-
GPT (Wu et al., 2023) and SEED-LLaMA (Ge
et al., 2023) are two comparative models in the set-
ting of Multi-modal Interactive Dialogue System.

As can be seen in the figure, in the first turn of
the dialogue, both DialogGen-X and DialogGen-
SD generate correct images except for a flaw in
the action jumping for DialogGen-SD. While both
NExT-GPT and SEED-LLaMA make two mistakes
and the coherence VQA score correctly capture
the mistakes. In the second turn of the dialogue,
DialogGen-SD misses the action jumping and both
NExT-GPT and SEED-LLaMA make two mistakes.
Looking more closely we can find the DialogGen-
X have a relatively better consistent main body.
Therefore, we consider coherence VQA score to
be a suitable proxy that reflect to what extend the
output image satisfy the user’s need.

Moreover, we also provide human evaluation on
a small subset of k = 30 examples of whether all
the models in Tab 3 successfully identify the correct
intention of the user as drawing and generating
the corresponding images. For each of examples i
with corresponding ni questions, we ask the human
annotators to give scores {sij}ni

j=1 to measure how
likely the answer to these questions are true, from
sij = 5 being the most likely to sij = 1 being the
least likely. Afterwards, we take the average of
these scores to be the final human evaluation score
sh =

∑
ij

sij/
∑
i
ni. Finally, we scale it into the

interval between 0 and 1 to have a more intuitive
comparison between coherence VQA.

Example 4: Correction examples
History: (empty)
Question: I’d like to know more about rockets. Could you
draw me a picture of rockets?
Original Output:<draw>A rocket is a large, powerful,
and complex machine that is used to transport people and
goods into space. It is usually made of steel and aluminum
and is equipped with engines, fuel tanks, guidance systems,
and other equipment. The picture shows a large rocket
with a long tail, flying high in the sky.
Correction: The output violates rule 3. The assistant’s
description misses the main points of the asking for a
visual image of a rocket.
Correct Solution:<draw>A rocket propelled upward by
burning flames is moving through space, the Milky Way
and stars in the background, the shot is panoramic, and the
style is cartoonish.

C More visualization results

We present some qualitative examples of our model
and NExT-GPT in Fig. 6. All the Q1 and Q2
are coherent conversations. The content within
the bracket is transformed drawing prompt for the
given scenario. Our model generates correct draw-
ing prompts in response to the user’s demand in all
these cases. Noticeably, on the top right R2 the cor-
rect prompt failed to let Stable Diffusion generate
the correct style while ours (X) succeeded. This
is because our DialogBen-train is collected so that
it has already been aligned with X. We also pro-
vide some demo conversations in Fig. 7 and Fig. 8.
DialogGen-HunyuanDiT can accurately respond
to the users’ need and perform coherent multi-turn
image generation.
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Example 2: Instruction Tuning Data
Do:

user: What is hanging from the traffic light pole?
assistant: A green street sign is hanging from the traffic light pole.

Dp:
user: I want to see a squirrel in the forest.
assistant: <draw>A lively squirrel jumping in the forest, the background is dense forest, the lens is close-up, the style is
cartoon style.

Dpm:

user: What is the cat doing in the image?
assistant: The cat is coming out from some curtains onto the couch and is sitting or standing on top of it.
user: Design a logo that reflects environmentalism.
assistant: <draw>A circular logo, the main body is a hand in the care of a young sapling, the background is light green
symbol of environmental protection and peace, viewing angle for squint, showing the harmony between human and nature,
the style is simple style.
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Example 3: Instruction Tuning Data
DialogGen-train:
Sample 1:
user: I love fast trains. Can you draw me a picture?
assistant: <draw>A black steam train gallops along the tracks. The background is a forest in fog. The lens is close-up. The
style is realistic.
user: Draw the train in cartoon style.
assistant: <draw>A black steam train gallops along the railway tracks. The background is a forest in fog. The camera is
close-up. The style is cartoon style.
user: I prefer smooth lines, so try the line drawing style.
assistant: <draw>A black steam train gallops along the tracks. The background is a forest in fog. The lens is close-up. The
style is line drawing.

Sample 2:

user: What is the woman in the picture doing?
assistant: The woman in the picture is practicing dance.
user: Can you add a little girl watching a girl dance to this picture and add some interactive elements?
assistant: <draw>A woman dressed in a dance outfit was practicing dance in the room. Beside her sat a little girl with wide
eyes, as if she was watching intently. The background was a simple and bright dance practice room. The camera was in the
middle ground, and the style was realistic.
user: How does the little girl feel, how does she feel about the dance?
assistant: The little girl loved this dance and envied the dancing women. She seemed to be imagining that she could dance so
beautifully in the future.
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ROUND1 (%) ROUND2 (%) ROUND3 (%)

T→ T T→ I I+T→ T I+T→ I T→ T T→ I I+T→ T I+T→ I T→ T T→ I I+T→ T I+T→ I

24.6 28.0 23.7 23.7 24.1 27.6 23.3 25.0 24.2 23.9 24.5 27.2

Table 4: The data proportion for each modality switching scenario in each round. The input modalities lie before →
and output modalities lie after, where I,T represent image and text respectively.

DialogGen-X DialogGen-SD NExT-GPT
Q1: 0.9886   Q2: 0.1423   Q3: 0.0014Q1: 0.9785   Q2: 0.0084   Q3: 0.8380Q1: 0.8989   Q2: 0.8314   Q3: 0.9753

User Query: I want to see a picture of a black bear jumping in the mountains.

User Query: Please change the mountain background in the frame to city streets.

Q1: 0.8989   Q2: 0.8314   Q3: 0.9753 Q1: 0.9514   Q2: 0.8999   Q3: 0.9913 Q1: 0.9644   Q2: 0.2028   Q3: 0.1129
DialogGen-X DialogGen-SD NExT-GPT

Q1: 0.0354   Q2: 0.0296   Q3: 0.9885

Q1: 0.9813   Q2: 0.0412   Q3: 0.0393

SEED-LLaMA

SEED-LLaMA

Q1: Is there a black bear in this picture?  Q2: Is the black bear jumping in this picture? Q3: Are there mountains in this picture?

Q1: Is there a black bear in this picture?  Q2: Is the black bear jumping in this picture? Q3: Is the background of the picture city streets?

Figure 5: Visualization of Coherence VQA on different models. The numbers after each question are the probability
of the model answering correctly about the corresponding question. Red numbers indicates the wrong answers.

Data Descriptions Size

Do
It contains open-sourced uni-modal single-turn conversations like alpaca (Taori et al., 2023) and
multi-modal multi-turn conversations like LLaVA (Chen et al., 2023b) 8.8K

Dp It contains carefully generated single-turn text to drawing prompts conversations. 3.6K

Dpm
It contains randomly concatenated samples from Do and Dp to form multi-turn conversations
that doesn’t necessarily have the coherent semantics. 5K

DialogBen-train It contains carefully generated three-turn semantically coherent conversations. The input involve
texts and images and the out involves texts and images (transformed drawing prompts) 4.5K

Table 5: Statistics of the instruction tuning datasets of DialogGen

Table 6: Comparison of adding bilingual training on Modality Switching (MS) Accuracy (%) of models under
different training data. cn and en represent Chinese and English data respectively.

Model Training Evaluation Data
DialogBen-MS

Round1 Round2 Round3 Avg

Qwen-VL
DialogBen-train-en DialogBen-test-en 77.8 / 97.6 / 97.0 / 95.6 77.5 / 98.4 / 96.2 / 88.7 79.9 / 95.6 / 95.7 / 79.6 90.0
+ DialogBen-train-cn DialogBen-test-en 78.2 / 96.9 / 97.0 / 96.0 83.0 / 97.6 / 96.6 / 89.5 82.5 / 96.7 / 95.4 / 85.4 91.3 (+1.3)

Qwen-VL
DialogBen-train-cn DialogBen-test-cn 82.5 / 98.0 / 97.0 / 97.0 76.0 / 99.0 / 94.0 /92.0 71.0 / 97.9 / 93.6 / 83.8 90.1
+ DialogBen-train-en DialogBen-test-cn 87.0 / 98.4 / 97.7 / 98.7 90.4 / 99.2 / 95.3 / 95.0 86.0 / 98.0 / 92.6 / 89.2 94.0(+3.9)
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Q1: Can you explain 
what style this picture is ?

R1: This picture is in the style of watercolor painting, which 
presents a poetic and romantic feeling with its unique colors 
and delicate brushstrokes.

Q2: Can you reconstruct the image here 
in cartoon form?

R1: The picture is in an artistic style that can be described 
as abstract, where the focus is on the composition of the 
elements rather than realistic representation. It may feature 
bold…

R2: Certainly! Here is the cartoonized version of the image: 
(no image output)

R2: (A cartoon bird sits on a branch, with a 
winter snowy background, the lens is 
panoramic, and the style is cartoon style.)

Q1: Can you describe the scene of a 
female warrior fighting in the rain at 
the top of the castle?

R1: (The heroine is dressed in black, holding a 
long sword, and is fighting the enemy at the 
top of the castle. The background is a majestic 
rain curtain and a towering castle. The lens is 
panoramic and the style is realistic.)

Q1:Can you create a 
picture in which there is 
only a castle and no sword-
dancing heroine in the rain?

R1: Imagine a majestic castle perched atop a 
hill, raindrops gently falling on its walls. In the 
midst of this serene setting, a female warrior 
stands tall, her silhouette accentuated by the …
(around 500 words)

R2: In this picture, there is only a castle standing tall on the hill, 
surrounded by rain-soaked surroundings. No one fights in the 
rain; instead, the rain-soaked surroundings are depicted as a 
serene backdrop to the castle. The scene captures the stillness 
and tranquility of the moment, with no one fighting in the rain.

R2: (The castle looks solemn and 
mysterious in the rain. The background is 
the majestic rain curtain. The panoramic 
composition is realistic.)

SD X

Input NExT GPT Output DialogGen Output

SD X

SD X

Q1: Please help me transform 
the subject of this image into 
Jon Snow from Game of 
Thrones

R1: (Jon Snow is wearing armor and holding a 
sword. The background is the castle, the shot 
is full body, and the style is realistic.)

R1: I'm sorry, but as an AI language model, I don't have the 
capability to view or process images. Can you please provide 
more information about the image you'd like me to transform 
into the characters from Game of Thrones?

Q2: Can you remove the 
castle and replace the 
background with the Great 
Wall jungle?

R2: Certainly! Here's the image you requested. 
It has been

R2: (Jon Snow is wearing armor and 
holding a sword. The background is the 
Great Wall and the jungle. The shot is full 
body and the style is realistic.)

SD X

SD X

Figure 6: Visualization of output results of NexTGPT, DialogGen-SD, and DialogGen-Hunyuan on the DialogBen
benchmark. DialogGen has better performance in generating output of correct modality and higher semantic
coherence.

#Turn 1:
cn: 请用浮世绘风格画出一只白色的
      樱花树在满是落叶的林间路径上。
en: Please use Ukiyo-e style to draw
      a white cherry blossom tree on a
      forest path full of fallen leaves.

#Turn 2:
cn: 请改用未来科幻风格重绘这个图像。
en: Please redraw this image in a
      futuristic sci-fi style instead.

#Turn 3:
cn: 可以试试用玉石绘画风格修改现有
      的图像吗？
en: Can you try modifying the existing 
      image using the jade painting style?

#Turn 1:
cn: 设计一个城市夜景画面，画面主角
      是一只猫咪在屋顶上眺望远处的
      明亮城市，风格是写实风格。
en: Design a city night scene. The 
      protagonist of the picture is a cat 
      on the roof looking at the bright city
      in the distance. The style is realistic.

#Turn 2:
cn: 请将背景更换为冰冻的极地，
      保持猫咪的原样。
en: Please change the background to a
      frozen polar region and keep the cat
      as it is.

#Turn 3:
cn: 现在请你将背景改为繁华的东京街景,
其中包括高楼大厦
en: Now please change the background
      to a bustling Tokyo street scene, 
      including high-rise buildings.

Figure 7: Visualization of inference result of DialogGen-HunyuanDiT
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#Turn 1:
cn: 请你画一只木制的鸟放在一个枝头上。
en: Please draw a wooden bird and 
      place it on a branch.

#Turn 2:
cn: 把鸟的材质改变成玻璃
en: Change the bird's material to glass

#Turn 3:
cn: 现在把画面的鸟更换成陶瓷质地。
en: Now replace the bird in the picture
      with a ceramic texture.

#Turn 1:
cn: 请画一位坐在公园长椅上的老人，
      他在喂鸽子，天空下着细雨。
en: Please draw an old man sitting on a 
      park bench, feeding the pigeons, 
      and it is drizzling.

#Turn 2:
cn: 我想改变人物的年龄，将图画中的
      老人变为青年，其余内容保持不变。
en: I want to change the age of the 
      characters, turning the old man into a
      young man in the drawing, and keep 
      the rest of the content the same.

#Turn 3:
cn: 将图画中的人物年龄再调整一次，
      这次，请将青年变为儿童。
en: Adjust the age of the characters in 
      the picture again. This time, please 
      change the youth to a child.

Figure 8: Visualization of inference result of DialogGen-HunyuanDiT
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