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Abstract

Role-Playing Agent (RPA) is an increasingly
popular type of LLM Agent that simulates
human-like behaviors in a variety of tasks.
However, evaluating RPAs is challenging due
to diverse task requirements and agent designs.
This paper proposes an evidence-based, action-
able, and generalizable evaluation design guide-
line for LLM-based RPA by systematically re-
viewing 1, 676 papers published between Jan.
2021 and Dec. 2024. Our analysis identifies
six agent attributes, seven task attributes, and
seven evaluation metrics from existing litera-
ture. Based on these findings, we present an
RPA evaluation design guideline to help re-
searchers develop more systematic and consis-
tent evaluation methods.

1 Introduction

LLMs have yielded human-like performance
in various cognitive tasks (e.g., memoriza-
tion (Schwarzschild et al., 2025), reasoning (Wang
et al., 2023a; Plaat et al., 2024), and planning (Song
et al., 2023; Huang et al., 2024)). These emergent
capabilities have fueled growing research interest
on Role-Playing Agent (RPA) (Chen et al., 2024d;
Tseng et al., 2024): RPAs are digital intelligent
agent systems powered by LLMs, where users pro-
vide human-like agent attributes (e.g., personas)
and task attributes (e.g., task descriptions) as in-
put, and prompt the LLM to generate human-like
behaviors and the reasoning process. The potential
of RPAs is promising and far-reaching, as illus-
trated by the early results of the massive interdisci-
plinary studies in social science (Park et al., 2022,
2023; Hua et al., 2023), network science (Chen
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Example Project (Park et al., 2023): “...one paragraph of natural language description 
to depict each agent’s identity, including their occupation and relationship with other 
agents... ... an interactive artificial society that reflects believable human behavior””

Agent Design: {identity, occupation, relationship, interactions} 

Task: {an interactive artificial society that reflects believable human behavior}RPA

STEP 1: Decide agent-oriented metrics based on agent attributes

Performance Metrics

External Alignment Metrics

“Reactions” (Park 2023)

Psychological Metrics

“Reflection” (Park 2023)

Content and Textual Metrics

“Self-Knowledge” (Park 2023)

Social and Decision-Making Metrics

Internal Consistency Metrics
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Performance Metrics

“Response Accuracy” (Park 2023)
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Psychological Metrics

“Relationship Formation” (Park 2023)

Content and Textual Metrics

Social and Decision-Making Metrics

“Information Diffusion” (Park 2023)
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STEP 2: Decide task-oriented metrics based on task attributes

Simulating Individuals

Simulating Society

“Artificial Society” (Park 2023)

Opinion Dynamics

Decision-Making

Education

Psychological Experiments

Writing

Figure 1: RPA evaluation design guideline. To illustrate
how to use it in practice, we pretended we were select-
ing the evaluation metrics for the “Stanford Agent Vil-
lage” (Park et al., 2023) given agent attributes (yellow)
and task attributes (pink). The original authors’ selec-
tion of evaluation metrics (purple and blue) perfectly
aligns with our RPA design guideline, which echoes
their work’s robustness. More details in Sec 5.1 and a
bad example in Sec 5.2.

et al., 2024b), psychology(Jiang et al., 2024) and
juridical science (He et al., 2024b).

Despite growing interest in RPAs, a fundamen-
tal question remains: how can we systematically
and consistently evaluate an RPA? How should
we select the evaluation metrics, so that the eval-
uation results can be comparable or generalizable
from one task to another task? Addressing these
challenges is difficult (Dai et al., 2024; Tu et al.,
2024; Wang et al., 2024c). due to the vast diver-
sity of tasks (e.g., simulating an individual’s online
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Figure 2: Taxonomy of RPAs.

browser behavior (Chen et al., 2024b) or simulating
a hospital (Li et al., 2024c)), and the high flexibility
in RPA design (e.g., an agent persona can be one
sentence or 2-hours of interview log (Park et al.,
2024)). Another challenge is the inconsistent and
often arbitrary selection of evaluation methods and
metrics for RPAs, raising concerns about the va-
lidity and reliability of evaluation results (Wang
et al., 2025; Zhang et al., 2025). As a result, the
research community finds it difficult to compare
the performance across multiple RPAs in similar
tasks reliably and systematically.

To address this gap, we propose an evidence-
based, actionable, and generalizable design guide-
line for evaluating LLM-based RPAs. We con-
ducted a systematic literature review of 1, 676
papers on the LLM Agent topic and identified 122
papers describing its evaluation details. Through
expert coding, we found that agent attribute design
interacts with task characteristics (e.g., simulating
an individual or simulating a society requires a
diverse set of agent attributes). Furthermore, we
synthesized common patterns in how prior research
successfully (or unsuccessfully) designed their eval-
uation metrics to correspond to the RPA’s agent
attributes and task attributes. Building on these
insights, we propose an RPA evaluation design
guideline (Fig. 1) and illustrate its generalizabil-
ity through two case studies.

2 Related Work

2.1 Taxonomy of RPAs
Existing literature (Chen et al., 2024d; Tseng et al.,
2024; Chen et al., 2024e; Mou et al., 2024a) classi-
fies RPAs along two independent dimensions: Sim-
ulation Target and Simulation Scale. The Simula-
tion Target dimension differentiates between agents
that simulate specific individuals (e.g., historical
figures, fictional characters, or individualized per-
sonas) and those that simulate group characteristics

(e.g., artificial personas) (Chen et al., 2024d; Tseng
et al., 2024; Chen et al., 2024e). The Simulation
Scale dimension categorizes agents by the complex-
ity of their interactions, ranging from single-agent
simulations with no social interaction to multi-
agent systems that replicate structured or emergent
societal behaviors (Mou et al., 2024a).

To unify these perspectives, we introduce an in-
tegrated taxonomy for RPAs (Fig.2). The Simula-
tion Target axis distinguishes between individual-
focused and group-focused agents. Examples of
individual-focused agents include digital twins,
which model an individual’s decision-making pro-
cess (Rossetti et al., 2024), and personas, which
emulate specific human-like characteristics (Chen
et al., 2024b). Group-focused agents include so-
cial simulacra, which model interactions between
specific individuals within a group (e.g., the rela-
tionship dynamics in Detective Conan) (Wu et al.,
2024a), and synthetic societies, which replicate
large-scale social structures and emergent group
behaviors (Park et al., 2023). The Simulation Scale
axis differentiates between single-agent and multi-
agent systems. Single-agent RPAs operate at an in-
dividual level, such as digital twins used for person-
alized recommendations or personas that generalize
group characteristics for interaction. Multi-agent
RPAs involve more complex interactions, with so-
cial simulacra capturing interpersonal dynamics
within small, predefined groups, and synthetic so-
cieties modeling large-scale collective decision-
making and societal structures.

2.2 Evaluation of RPAs
Existing surveys on the evaluation of RPAs (Gao
et al., 2024; Chen et al., 2024d; Tseng et al., 2024;
Chen et al., 2024e; Mou et al., 2024a) provide a uni-
fied classification of RPA evaluation metrics from
the perspective of evaluation approaches. However,
they lack a comprehensive and consistent taxon-
omy for versatile evaluation metrics, leading to
arbitrary metrics selection in practices.

Prior works (Gao et al., 2024; Mou et al., 2024a)
categorize RPA evaluations into three types: auto-
matic evaluations, human-based evaluations, and
LLM-based assessments. Automatic evaluations
are efficient and objective, but lack context sensi-
tivity, failing to capture nuances like persona con-
sistency. Human-based evaluations provide deep
insight into character alignment and engagement,
but they are costly, less scalable, and prone to sub-
jectivity. LLM-based evaluations are automatic
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and offer scalability and speed, but may not always
align with human judgments.

The classification of evaluation metrics in prior
works varies significantly, leading to inconsistency
and ambiguity. For instance, Gao et al. (2024) fo-
cuses on realness validation and ethics evaluation,
whereas Chen et al. (2024d) differentiates between
character persona and individualized persona. Fur-
thermore, Chen et al. (2024e) classifies evaluation
into conversation ability, role-persona consistency,
role-behavior consistency, and role-playing attrac-
tiveness, which partially overlap with Mou et al.
(2024a)’s individual simulation and scenario evalu-
ation. These discrepancies indicate a lack of stan-
dardized taxonomy, making it difficult to compare
results across studies and select appropriate evalua-
tion metrics for specific applications.

While existing surveys offer different tax-
onomies of RPA evaluation, they do not provide
concrete evaluation design guidelines. Our work
addresses this gap by proposing a structured frame-
work that systematically links evaluation metrics
to RPA attributes and real-world applications.

3 Method

We conduct a systematic literature review to ad-
dress our research question. Following prior
method (Nightingale, 2009), we aim to identify rel-
evant research papers on RPAs and provide a com-
prehensive summary of the literature. We selected
four widely used academic databases: Google
Scholar, ACM Digital Library, IEEE Xplore, and
ACL Anthology. These databases encompass a
broad spectrum of research across AI, human-
computer interaction, and computational linguis-
tics. Given the rapid advancements in LLM
research, we included both peer-reviewed and
preprint studies (e.g., from arXiv) to capture the
latest developments. Below, we detail our paper
selection and annotation process.

3.1 Literature Search and Screening Method

Our literature review focuses on LLM agents
that role-play human behaviors, such as decision-
making, reasoning, and deliberate actions. We
specifically focus on studies where LLM agents
demonstrate the ability to simulate human-like cog-
nitive processes in their objectives, methodologies,
or evaluation techniques. To ensure methodologi-
cal rigor, we define explicit inclusion and exclusion
criteria (Tab. 6 in Appendix A).

SEARCH

SCREENING
Remove 
Duplicates

Identify Relevant 
Papers (N=1676)

Google scholar 
(1490)

N=1573

ACM Library 
(150)

IEEE Xplore (19)

ACL Anthology 
(17)

Screen Title 
& Abstract

N=163

Screen Paper 
Full text

N=122

Figure 3: Screening process of literature review. We
initially retrieved 1, 676 papers published between 2021
and 2024, and narrowed down to 122 final selections.

The inclusion criteria require that an LLM agent
in the study exhibits human-like behavior, engages
in cognitive activities such as decision-making or
reasoning, and operates in an open-ended task envi-
ronment. We excluded studies where LLM agents
primarily serve as chatbots, task-specific assistants,
evaluators, or agents operating within predefined
and finite action spaces. Additionally, studies fo-
cusing solely on perception-based tasks (e.g., com-
puter vision or sensor-based autonomous driving)
without cognitive simulation were also excluded.

Using this scope, we searched four databases
using the query string provided in Appendix B,
retrieving 1, 676 papers published between Jan-
uary 2021 to December 2024. After removing
duplicates, 1, 573 unique papers remained. Two
authors independently screened the paper titles and
abstracts based on the inclusion criteria. If at least
one author deemed a paper relevant, it proceeded
to full-text screening, where two authors reviewed
the paper in detail and resolved any disagreements
through discussion (Fig. 3). The final set of se-
lected studies comprised 122 publications.

3.2 Paper Annotation Method

Our team followed established open coding proce-
dures (Brod et al., 2009) to conduct an inductive
coding process to identify key themes. Three co-
authors with extensive experience in LLM agents
(“annotators,” hereinafter) collaboratively anno-
tated the papers on three dimensions: agent at-
tributes, task attributes, and evaluation metrics.

To ensure consistency, two annotators indepen-
dently annotated the same 20% of articles and then
held a meeting to discuss and refine an initial set of
categories for the three dimensions. After reaching
a consensus, each annotator annotated half of the
remaining papers and cross-validated the other half
annotated by the other annotator. Once the annota-
tions were completed, a third annotator reviewed
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Table 1: Definition and examples of six agent attributes.

Agent attributes Definition Examples

Activity History A record of past actions, behaviors, and engagements, in-
cluding schedules, browsing history, and lifestyle choices.

Backstory, plot, weekly schedule, brows-
ing history, social media posts, lifestyle

Belief and Value The principles, attitudes, and ideological stances that
shape an individual’s perspectives and decisions.

Stances, beliefs, attitudes, values, political
leaning, religion

Demographic Information Personal identifying details such as name, age, education,
career, and location.

Name, appearance, gender, age, date of
birth, education, location, career, house-
hold income

Psychological Traits Characteristics related to personality, emotions, interests,
and cognitive tendencies.

Personality, hobby and interest, emotional

Skill and Expertise The knowledge level, proficiency, and capability in spe-
cific domains or technologies.

Knowledge level, technology proficiency,
skills

Social Relationships The nature and dynamics of interactions with others, in-
cluding roles, connections, and communication styles.

Parenting styles, interactions with players

the coded data and identified potential discrepan-
cies. Any discrepancies were discussed among
the annotators to ensure consistency until disagree-
ments were resolved, ensuring reliability and valid-
ity through an iterative refinement process.

4 Survey Findings

Building on the annotated data, we systematically
categorized agent attributes, task attributes, and
evaluation metrics. We then present a structured
RPA evaluation design guideline, outlining how
to select appropriate evaluation metrics based on
agent and task attributes.

4.1 Agent Attributes

We identified six categories of agent attributes,
as shown in Tab. 1. Activity history refers to an
agent’s longitudinal behaviors, such as browsing
history (Chen et al., 2024b) or social media ac-
tivity (Navarro et al., 2024). Belief and value
encompass the principles, attitudes, and ideolog-
ical stances that shape an agent’s perspectives,
including political leanings (Mou et al., 2024c)
or religious affiliations (Lv et al., 2024). Demo-
graphic information includes personal details such
as name, age, education, location, career status, and
household income. Psychological traits include
an agent’s personality (Jiang et al., 2023a), emo-
tions, and cognitive tendencies (Castricato et al.,
2024). Skill and expertise describe an agent’s
knowledge and proficiency in specific domains,
such as technology proficiency or specialized pro-
fessional skills. Lastly, social relationships define
the social interactions, roles, and communication
styles between agents, including aspects like par-
enting styles (Ye and Gao, 2024) or relationships
between players (Ge et al., 2024).

4.2 Task Attributes

We identified seven key types of RPA downstream
task attributes (Tab. 2). These tasks fall into two
broad categories: those that use simulation as a
research goal and those that use simulation as a
tool to support specific research domains.

Among them, simulated individuals and
simulated society primarily use simulation as
the research goal. Simulated individuals involve
modeling specific individuals or groups, such
as end-users (Chen et al., 2024a), to study their
behaviors and interactions in a controlled setting.
Simulated Society focuses on social interactions,
including cooperation (Bouzekri et al., 2024),
competition (Wu et al., 2024b), and communi-
cation (Mishra et al., 2023), aiming to explore
emergent social dynamics.

In contrast, the other task attributes employ sim-
ulation as a means to serve specific research do-
mains. Opinion dynamics entails simulating po-
litical views (Neuberger et al., 2024), legal per-
spectives (Chen et al., 2024c), and social media
discourse (Liu et al., 2024c) to analyze the for-
mation and evolution of opinions. Decision mak-
ing addresses the decision-making processes of
stakeholders in investment (Sreedhar and Chilton,
2024) and public policy (Ji et al., 2024), provid-
ing insights into strategic behaviors. Psychologi-
cal experiments explore human traits such as per-
sonality (Bose et al., 2024), ethics (Lei et al.,
2024), emotions (Zhao et al., 2024), and mental
health (De Duro et al., 2025), using simulated sce-
narios to study cognitive and behavioral responses.
Educational training supports personalized learn-
ing by simulating teachers and learners, enhanc-
ing pedagogical approaches and adaptive education
systems (Liu et al., 2024d). Finally, writing in-
volves modeling readers or characters to facilitate
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Table 2: Definition of seven task attributes.

Task attributes Definition

Simulated Individuals Simulating specific individuals or groups, such as users and participants.
Simulated Society Simulating social interactions, such as cooperation, competition, and communication.
Opinion Dynamics Simulating political views, legal perspectives, and social media content.
Decision Making Simulating decision-making of stakeholders in investment, public policies, or games.
Psychological Experiments Simulating human traits, including personality, ethics, emotions, and mental health.
Educational Training Simulating teachers and learners to enable personalized teaching and accommodate learner needs.
Writing Simulating readers or characters to support character development and audience understanding.

Table 3: Definitions and examples of seven evaluation metric categories.

Evaluation Metrics Definitions Examples

Performance Assess RPAs’ effectiveness in task execution and outcomes. Prediction accuracy
Psychological Measure human psychological responses to RPAs and the agents’ self-

awareness and emotional state.
Big Five Invertory

External Alignment Evaluate how closely RPAs align with external ground truth or human
behavior and judgments.

Alignment between
model and human

Internal Consistency Assess coherence between an RPA’s predefined traits (e.g., personality),
contextual expectations, and behavior.

Personality-behavior
alignment

Social and Decision-Making Analyze RPAs’ social interactions and decision-making, including their
effects on negotiation, societal welfare, markets, and social dynamics.

Social Conflict Count

Content and Textual Evaluate the quality, coherence, and diversity of RPAs’ text, including
semantic understanding, linguistic style, and engagement.

Content similarity

Bias, Fairness, and Ethics Assess biases, extreme or unbalanced content, or stereotyping behavior. Factual error rate

Agent Attributes Top 3 Agent-Oriented Metrics

Activity History External alignment metrics, internal consis-
tency metrics, content and textual metrics

Belief and Value Psychological metrics, bias, fairness, and
ethics metrics

Demographic Info. Psychological metrics, internal consistency
metrics, external alignment metrics

Psychological
Traits

Psychological metrics, internal consistency
metrics, content and textual metrics

Skill and Expertise External alignment metrics, internal consis-
tency metrics, content and textual metrics

Social Relationship Psychological metrics, external alignment
metrics, social and decision-making metrics

Table 4: Top 3 frequently used agent-oriented metrics
for each agent attribute

character development (Benharrak et al., 2024) and
audience engagement (Choi et al., 2024), contribut-
ing to storytelling and content generation research.

4.3 Agent- and Task-Oriented Metrics

We derived seven categories of evaluation metrics
(Tab. 3) that are shared by agent- and task-oriented
metrics despite differences in the specific metrics.

Agent-oriented metrics focus on intrinsic, task-
agnostic properties that define an RPA’s essential
ability, such as underlying reasoning, consistency,
and adaptability. These include performance met-
rics like memorization, psychological metrics such
as emotional responses measured via entropy of va-
lence and arousal, and social and decision-making
metrics like social value orientation. Addition-

Task Attributes Top 3 Task-Oriented Metrics

Simulated Individuals Psychological, performance, and inter-
nal consistency metrics

Simulated Society Social and decision-making metrics,
performance metrics, and psycholog-
ical metrics

Opinion Dynamics Performance metrics, external align-
ment metrics, and bias, fairness, and
ethics metrics

Decision Making Social and decision-making, perfor-
mance, and psychological metrics

Psychological Experi-
ment

Psychological, content and textual, and
performance metrics

Educational Training Psychological, performance, and con-
tent and textual metrics

Writing Content and textual, psychological, and
performance metrics

Table 5: Top 3 frequently used task-oriented metrics for
each task attribute

ally, agent-oriented evaluations emphasize inter-
nal consistency metrics (e.g., consistency of in-
formation across interactions), external alignment
metrics (e.g., hallucination detection), and content
and textual metrics such as clarity. These evalu-
ations ensure logical coherence, factual accuracy,
and alignment with expected behavioral and cogni-
tive frameworks, independent of any specific task.

Task-oriented metrics evaluate an RPA’s effec-
tiveness in performing specific downstream tasks,
focusing on task-related aspects such as accuracy,
consistency, social impact, and ethical considera-
tions. Performance measures how well RPAs exe-
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Figure 4: Proportional distribution of agent-oriented metrics across different agent attributes.

Figure 5: Proportional distribution of task-oriented metrics across different task attributes.

cute designated tasks, such as prediction accuracy.
Psychological metrics assess human psychologi-
cal responses to RPAs, including self-awareness
and emotional states; for example, the Big Five In-
ventory. External alignment evaluates how closely
RPAs align with external ground truth or human
behavior; for instance, alignment between model
and human. Internal consistency ensures coherence
between an RPA’s predefined traits, contextual ex-
pectations, and behavior; for example, personality-
behavior alignment. Social and decision-making
metrics analyze RPAs’ influence on negotiation,
societal welfare, and social dynamics; for instance,
the social conflict count. Content and textual qual-
ity focuses on the coherence, linguistic style, and
engagement of RPAs’ generated text, such as con-
tent similarity. Lastly, bias, fairness, and ethics
metrics examine biases, extreme content, or stereo-
types; for instance, the factual error rate. Together,
these seven metrics provide a comprehensive frame-
work for evaluating RPAs’ task performance and
broader impact. To clarify how these metrics are
adapted and implemented in practice, we compiled
concrete examples across different use cases (see
Appendix Table 11). For instance, the Big Five
Inventory has been used in psychological exper-
iments, educational training, and simulated soci-
eties, with variations in the number of items, rating
targets (self vs. other), and timing. In contrast,
metrics such as “response accuracy” appear more

narrowly applied in simulated societies, and are im-
plemented via expert judgment or through scenario-
based behavioral probes. These examples highlight
not only the flexibility of certain metrics but also
the importance of aligning metric design with both
agent capabilities and task structure.

4.4 RPA Evaluation Design Guideline

Building on our classification of agent attributes,
task attributes, and evaluation metrics, we observed
a recurring distinction between agent-oriented and
task-oriented design and evaluation. This dis-
tinction revealed consistent associations between
agent/task attributes and the evaluation metrics
used. We interpret these associations through a
layered theoretical lens. At the individual level,
Goffman’s dramaturgical theory (Goffman, 2023)
frames agent attributes (e.g., personality, beliefs)
as role-defining traits and task attributes as perfor-
mance contexts, supporting the use of metrics that
assess both internal coherence (e.g., internal con-
sistency, psychological fidelity) and contextual fit
(e.g., external alignment, task performance). Agent-
Based Modeling (ABM) theory (Epstein, 1999)
further explains how macro-level evaluation pat-
terns can emerge from repeated agent-task pairings,
providing theoretical support for our data-driven
synthesis of design–evaluation couplings. These
insights inform the development of our systematic
guidelines for selecting evaluation metrics.
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Step 1. Selecting Agent-Oriented Metrics Based
on Agent Attributes We analyzed the distribu-
tion of agent attributes and agent-oriented met-
rics, as illustrated in Fig. 4. Our analysis re-
veals that, for each agent attribute, the top three
categories of agent-oriented metrics account for
the majority of all metric types. Based on this
observation, our first guideline recommends se-
lecting agent-oriented metrics according to agent
attributes. Specifically, we suggest referring to
Tab. 7 to identify the top three corresponding met-
rics. For instance, for Activity History, the rec-
ommended metrics are external alignment, inter-
nal consistency, and content and textual metrics.
Likewise, for Beliefs and Values, the most relevant
choices are psychological metrics and bias, fair-
ness, and ethics metrics. In particular, there are
no established agent-oriented evaluation metrics
for social relationships. Based on Social Exchange
Theory (Cropanzano and Mitchell, 2005), which
explains relationship formation through reciprocal
interactions and resource exchanges, we propose
assessing social relationships with psychological
metrics, external alignment metrics, and social and
decision-making metrics.

Step 2: Selecting Task-Oriented Metrics Based
on Task Attributes Additionally, we analyzed
the distribution of task attributes and task-oriented
metrics, as shown in Fig. 5. Consistent with our
previous findings, we observed that for each cate-
gory of task attributes, the top three task-oriented
metrics account for the vast majority of all metrics.
Based on this, our second guideline recommends
selecting task-oriented metrics according to task at-
tributes. Specifically, we suggest referring to Tab. 8
to identify the top three corresponding metrics. For
instance, for the Simulated Society task, the rec-
ommended metrics are social and decision-making,
performance, and psychological metrics. Similarly,
for the Opinion Dynamics task, the most relevant
choices are performance, external alignment, bias,
fairness, and ethics metrics.

However, these two steps should not be treated
as one-time decisions. As the agent design pro-
cess evolves, evaluation results may prompt adjust-
ments to the attributes of the agent and the task,
thereby influencing the selection of evaluation met-
rics. Therefore, this two-step evaluation guideline
should be used iteratively to ensure that the evalua-
tion remains adaptive to changing agent capabilities
and task requirements. This iterative approach en-

hances the reliability, relevance, and robustness of
RPA evaluation experiments.

5 Case Study: How to Use RPA Design
Guideline to Select Evaluation Metrics

We present two case studies to illustrate how our
evaluation guidelines can be applied in practice.
These examples are not intended to demonstrate
superiority but to show the feasibility of aligning
evaluation metrics with agent and task attributes,
and how such alignment is reflected in existing
studies. By adopting the perspective of the origi-
nal authors, we compare the evaluation outcomes
resulting from adhering to or deviating from the
RPA evaluation guidelines.

5.1 A Well-Aligned Example: Generative
Agents: Interactive Simulacra of Human
Behavior

Park et al. (2023) designed agents with cognitive
modules that included memory, planning, and re-
flection, along with demographic information, ac-
tion history, and social relationships. Their eval-
uation approach demonstrates a strong alignment
with both agent and task attributes, as outlined in
our guideline.

For agent-oriented metrics, they selected five
types that correspond to the top categories iden-
tified in our survey (see Fig. 4): Self-knowledge
(Content/textual, Internal consistency), Memory
and Plans (Internal consistency), Reactions (Ex-
ternal alignment), and Reflections (Psychological).
These metrics were tightly coupled with the agent’s
internal architecture. For example, they evaluated
whether agents could recall and respond consis-
tently: “Generative agents equipped with a com-
plete memory module are capable of recalling past
experiences and answering questions in a manner
that is consistent with their self-knowledge across
a wide range of contexts.”

At the task level, their simulated society sce-
nario guided the selection of four task-oriented
metrics: Response accuracy (Performance), Rela-
tionship formation (Psychological), Information
diffusion, and Coordination (Social and decision-
making)—aligned with the dominant metric cat-
egories for simulated society tasks (see Fig. 5).
These metrics enabled the evaluation of emergent
behaviors such as event attendance and informa-
tion propagation: “The number of agents who knew
about Sam’s mayoral candidacy increased from one
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(4%) to eight (32%)... the agent community formed
new relationships... network density increasing
from 0.167 to 0.74.”

By systematically linking metrics to both the
agents’ cognitive design and the societal dynam-
ics of the task, this study exemplifies the practical
application of our evaluation guideline.

5.2 A Misaligned Example: A Generative
Social World for Embodied AI

As illustrated in Appendix E Fig. 9, this
ICLR submission proposed agents with rich at-
tributes—personas, social relationships, and behav-
ioral histories—for tasks such as route planning
and election campaigning. However, their evalua-
tion choices diverged significantly from what our
framework would suggest.

Although the agent design included psycholog-
ical and social elements, the evaluation excluded
agent-oriented metrics such as those assessing psy-
chological realism or persona consistency. One
reviewer commented:“There is a lack of details
on how social relationships are established from
the characters’ profiles... Reference to ‘open-world
knowledge’ does not appear sufficient in light of the
vast body of work dedicated to persona definition
with LLMs.”

On the task side, the study focused on opin-
ion dynamics and decision-making, which typi-
cally call for metrics like Psychological, Social and
decision-making, External alignment, and Ethics-
related measures. Yet the evaluation was limited
to only Arrival rate, Time, and Campaign strategy
alignment. This omission resulted in additional
reviewer criticism: “Only results for Route Plan-
ning are included; it would be nice to see results
for the Election Campaign as well.”“The election
campaign environment is more about interactions
with other people—not something that immediately
requires a 3D environment.”

These critiques illustrate the very type of de-
sign–evaluation misalignment that our framework
is intended to prevent. By failing to match their
metrics with the agent and task characteristics they
had modeled, the study limited the interpretability
and credibility of its results—despite promising
agent designs.

Figure 6: Relationships between agent attributes and
downstream tasks. The numbers in the heatmap repre-
sent the paper counts.

6 Relationships Between Agent Attributes
and Downstream Tasks

Both agent attributes and downstream task at-
tributes play a crucial role in selecting appropri-
ate RPA evaluation metrics. Researchers predefine
these factors when designing and evaluating RPAs,
yet their interrelation remains an open question. In
this section, we analyze how agent attributes cor-
respond to different downstream tasks, uncovering
several recurring patterns (Fig. 6).

Demographic information and psychological
traits are fundamental across all downstream tasks.
Whether in decision-making, opinion dynamics,
or simulated environments, these attributes con-
sistently shape RPA design. As shown in Fig. 6,
they are the most frequently incorporated factors,
underscoring their central role in modeling agent
behavior across diverse applications.

For tasks where simulation itself is the primary
objective, such as Simulated Individuals and Simu-
lated Society, the selection of agent attributes be-
comes broader. In addition to demographic and
psychological factors, these tasks frequently incor-
porate skills, expertise, and social relationships, re-
flecting the need for richer agent representations to
capture complex social and individual interactions.
By contrast, tasks that use simulation as a means
to study specific research fields tend to prioritize
certain agent attributes. For instance, in Opinion
Dynamics, beliefs and values play a distinctive role,
as they directly influence how agents interact and
form opinions. Similarly, tasks related to Educa-
tional Training and Writing exhibit a different pat-
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tern, emphasizing skills and expertise over broad
demographic or psychological considerations.

In contrast, attributes such as activity history
and social relationships receive significantly less
emphasis across tasks. This raises a question: is
their impact inherently limited, or are they simply
underexplored in current RPA applications?

Overall, these findings highlight the nuanced in-
terplay between agent attributes and downstream
tasks. While demographic information and psy-
chological traits are universally relevant, attributes
like beliefs and values gain importance in specific
contexts. At the same time, the relative absence of
activity history and social relationships in current
evaluations presents an open research question, par-
ticularly in scenarios requiring long-term modeling
and complex social interactions.

7 Discussion

7.1 RPA as a Socio-Technical System

Our analysis in Section 6 explored how agent
attributes are distributed across task types, a di-
mension often overlooked in RPA design discus-
sions. Although these attributes are usually pre-
defined, they reflect deeper modeling assumptions
that shape how RPAs behave. By identifying pat-
terns such as the frequent use of demographic and
psychological traits, and the relative underuse of
social relationships, we surface important design
trends and open questions. Rather than offering
definitive prescriptions, this analysis is intended to
support future work in interrogating why certain
attributes are emphasized over others, and how they
relate to evaluation choices.

More broadly, RPAs should be viewed not just
as algorithmic components but as socio-technical
systems embedded in context. Their design has
implications beyond performance, including ethi-
cal, cognitive, and societal dimensions. From psy-
chological simulations to social modeling, RPAs
hold promise as scalable, interactive tools—but
only if their assumptions, behaviors, and roles are
made explicit and reflect the systems they represent.
This calls for iterative, human-centered design ap-
proaches that account for diversity in user expecta-
tions, cultural contexts, and domain constraints.

7.2 Designing the RPA Persona

RPAs’ flexibility allows them to simulate a wide
range of personas across tasks and domains. Yet
designing these personas is nontrivial: agent traits

must align with both their intended role and their
surrounding context. Intrinsic characteristics such
as personality, values, and domain expertise should
be selected with the application’s goals in mind,
e.g., emphasizing empathy in therapeutic agents or
strategic reasoning in policy simulations. Contex-
tual grounding is equally important. Task-specific
environments shape how agents should behave and
what behaviors are deemed credible. A caregiving
agent in a healthcare simulation, for example, must
balance emotional expressiveness with adherence
to clinical norms. Without sufficient contextual fi-
delity, agents risk being perceived as implausible or
ineffective. Future research should explore how to
scaffold personas through modular, context-aware
components that support both behavioral consis-
tency and scenario adaptability.

7.3 Challenges in Evaluating RPAs

RPAs’ diversity and adaptability make unified eval-
uation inherently difficult. As our literature-based
synthesis shows, agent- and task-oriented metrics
vary significantly by application. No single set of
metrics can capture all relevant qualities across do-
mains, use cases, or user goals. For example, emo-
tional plausibility is critical in psychological stud-
ies but secondary in economic modeling. Our pro-
posed evaluation guideline offers a structured start-
ing point, rooted in observed design–evaluation
pairings. However, these should not be interpreted
as prescriptive standards. Cross-task and cross-
domain evaluation remains a core challenge due
to inconsistent metric definitions, task framings,
and agent behaviors. Addressing this will require
adaptive, multi-dimensional evaluation strategies
that incorporate not only technical performance but
also user-centered concerns, normative judgments,
and long-term behavioral consistency.

8 Conclusion

RPA evaluation lacks consistency due to varying
tasks, domains, and agent attributes. Our sys-
tematic review of 1, 676 papers reveals that task-
specific requirements shape agent attributes, while
both task characteristics and agent design influence
evaluation metrics. By identifying these interde-
pendencies, we propose guidelines to enhance RPA
assessment reliability, contributing to a more struc-
tured and systematic evaluation framework.
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Limitations

RPAs are rapidly evolving and have widespread ap-
plications across various domains. While we aim
to comprehensively review existing literature, we
acknowledge certain limitations in our scope. First,
our review may not encompass all variations of
RPA evaluation approaches across different appli-
cation domains. Second, new research published
after December 2024 is not included in our analysis.
As a result, our work does not claim to exhaustively
cover all potential evaluation metrics. Instead, our
goal is to provide a structured framework and ac-
tionable guidelines to help future researchers de-
sign more systematic and consistent RPA evalua-
tions, even as the field continues to evolve.

Ethics Statement

Our work focuses on summarizing and analyzing
the evaluation of RPAs, which we believe will be
valuable to researchers in AI, HCI, and related
fields such as psychological simulation, educa-
tional simulation, and economic simulation. We
have taken care to ensure that this survey remains
objective and balanced, neither overestimating nor
underestimating trends. We do not anticipate any
ethical concerns that arise from the research pre-
sented in this paper.
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Table 6: Inclusion and exclusion criteria.

Inclusion Criteria (IC)

IC-1 The LLM agents in the paper simulate humanoid
behavior with implicit personality (e.g., prefer-
ence and behavior pattern) or explicit personality
(e.g., emotion or characteristics).

IC-2 The LLM agents in the paper have cognitive ac-
tivities such as decision-making, reasoning, and
planning.

IC-3 The LLM agents in the paper are capable of com-
pleting complicated and general tasks.

IC-4 The LLM agents’ action set in the paper is neither
predefined nor finite.

Exclusion Criteria (EC)

EC-1 The study does not employ LLM agents for simu-
lation purposes but rather uses them as chatbots,
task-specific agents, or evaluators.

EC-2 The paper’s research objectives, methodologies,
and evaluations are not focused on simulating
human-like behavior with LLM agents, but rather
on optimizing LLM algorithms.

EC-3 The study primarily investigates the perception or
action capabilities of LLM agents without simu-
lating the cognitive process.

EC-4 The LLM agents are restricted to handling spe-
cific, close-ended tasks.

EC-5 The LLM agents’ actions are either predefined or
limited.

A Inclusion and Exclusion Criteria

We summarize the inclusion and exclusion criteria
in Table 6. Briefly, the Inclusion Criteria (IC) en-
sure that the reviewed studies focus on LLM agents
exhibiting human-like behavior—either implicitly
(e.g., preference or behavioral patterns) or explic-
itly (e.g., emotions or personality)—along with key
cognitive processes such as reasoning and decision-
making. Moreover, an open-ended action space
and the capacity to tackle multifaceted tasks are
essential attributes for inclusion.

By contrast, the Exclusion Criteria (EC) elimi-
nate studies employing LLMs purely as chatbots,
single-purpose systems, or evaluation tools, rather
than as agents mimicking human cognition. Like-
wise, if the LLM agents are restricted to fixed,
close-ended tasks or limited to algorithmic opti-
mization without simulating cognitive processes,
they fall outside the scope of this work.

B Query String

We employed the following query to guide our
literature retrieval process:

(“large language model” OR LLM)
AND (agent OR persona OR "human
digital twin" OR simulacra) AND

Figure 7: Usage ratio of evaluation approaches for each
category of agent-oriented metrics.

Figure 8: Usage ratio of evaluation approaches for each
category of task-oriented metrics.

(simulat* OR generat* OR eval*)
AND “human behavior” AND cognit*

This query was designed to capture a broad spec-
trum of studies on large language models that sim-
ulate or replicate human-like behavior. It combines
keywords related to LLM agents (LLM, persona,
simulacra), their capabilities (simulat*, generat*,
eval*), and the focus on cognitively grounded hu-
man behavior (cognit*). This ensures that the
resulting literature is relevant to our exploration
of how LLM-based systems can mimic or exhibit
human-like cognition and behavior patterns.

C Evaluation Approach Usage for Agent-
and Task-Oriented Metrics

We present a breakdown of evaluation approach
usage by agent-oriented metrics (Fig. 7) and task-
oriented metrics (Fig. 8).

D Top Three Metrics for Agent and Task
Attributes

We present two tables for referencing the top three
frequently used metrics for agent attributes (Tab. 7)
and task attributes (Tab. 8).
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Agent Attributes Top 3 Agent-Oriented Metrics

Activity History External alignment metrics, internal consis-
tency metrics, content and textual metrics

Belief and Value Psychological metrics, bias, fairness, and
ethics metrics

Demographic Info. Psychological metrics, internal consistency
metrics, external alignment metrics

Psychological
Traits

Psychological metrics, internal consistency
metrics, content and textual metrics

Skill and Expertise External alignment metrics, internal consis-
tency metrics, content and textual metrics

Social Relationship Psychological metrics, external alignment
metrics, social and decision-making metrics

Table 7: Top 3 frequently used agent-oriented metrics
for each agent attribute

Task Attributes Top 3 Task-Oriented Metrics

Simulated Individuals Psychological, performance, and inter-
nal consistency metrics

Simulated Society Social and decision-making metrics,
performance metrics, and psycholog-
ical metrics

Opinion Dynamics Performance metrics, external align-
ment metrics, and bias, fairness, and
ethics metrics

Decision Making Social and decision-making, perfor-
mance, and psychological metrics

Psychological Experi-
ment

Psychological, content and textual, and
performance metrics

Educational Training Psychological, performance, and con-
tent and textual metrics

Writing Content and textual, psychological, and
performance metrics

Table 8: Top 3 frequently used task-oriented metrics for
each task attribute

E Case Study: Flawed Example

Fig. 9 visualized how the authors in the flawed ex-
ample selected their evaluation metrics how further
evaluation metrics could be uncovered through our
proposed guideline.

F Questionnaire

G Metrics Glossary

We present two glossary tables for referencing the
source of agent-oriented metrics (Tab. 9) and task-
oriented metrics (Tab. 10). To clarify how these
metrics are adapted and implemented in practice,
we also provide concrete examples across different
use cases for task-oriented metrics (Tab. 11).

Demographic Info

“Name, Age, Occupation”

Social Relationships

“Relationship”

Action History

“Daily Schedule”

Skill and Expertise

Psychological Traits

“personalities and hobbies”

Beliefs and Values

Example Project: “...the LLM generates agent profiles along with their social 
relationships. The profiles consist of basic attributes such as names, ages, 
occupations, personalities, and hobbies...generate the daily schedule for each agent”

Agent Design: {name, age, occupation, hobby, personality} 

Task: {route planning and election campaign}RPA

STEP 1: Decide agent-oriented metrics based on agent attributes

Performance Metrics

“Arrival rate, time”

External Alignment Metrics

“Strategy Alignment”

Psychological Metrics

Content and Textual Metrics

Social and Decision-Making Metrics

Internal Consistency Metrics

Bias, Fairness, Ethics Metrics

Performance Metrics

“Arrival rate, time”

External Alignment Metrics

“Strategy Alignment”

Psychological Metrics

Content and Textual Metrics

Social and Decision-Making Metrics

Internal Consistency Metrics

Bias, Fairness, Ethics Metrics

STEP 2: Decide task-oriented metrics based on task attributes

Simulating Individuals

Simulating Society

Opinion Dynamics

“Election Campaign”

Decision-Making

“Route Planning”

Education

Psychological Experiments

Writing

Reviewer comments: “The paper performs almost no quantitative experiments...This 
actually shows that the benchmark cannot cover too many current research 
methods, which is the biggest weakness of the paper.”

Figure 9: Case study of a flawed example in Section
5.2. Given agent attributes (yellow) and task attributes
(pink). The original authors’ selection of evaluation
metrics (purple and blue). The missing metrics that are
recommended by our proposed guideline (orange) align
with the reviewer’s criticism in red text.
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Table 9: Agent-oriented evaluation metrics glossary.

Attribute Category Agent-oriented Metrics Approach Source

Belief & Value Bias, fairness, ethics metrics Exaggeration (normalized average co-
sine similarity)

Automatic (Cheng et al., 2023)

Belief & Value Bias, fairness, ethics metrics Individuation (classification accuracy) Automatic (Cheng et al., 2023)
Belief & Value Bias, fairness, ethics metrics Bias (performance disparity, preva-

lence, magnitude, variation, attitude
shift)

Automatic (Gupta et al., 2024)

Belief & Value Bias, fairness, ethics metrics Bias (performance disparity, preva-
lence, magnitude, variation, attitude
shift)

Automatic (Taubenfeld et al., 2024)

Demographic
Information

Bias, fairness, ethics metrics Exaggeration (normalized average co-
sine similarity)

Automatic (Cheng et al., 2023)

Demographic
Information

Bias, fairness, ethics metrics Individuation (classification accuracy) Automatic (Cheng et al., 2023)

Demographic
Information

Bias, fairness, ethics metrics Bias (performance disparity, preva-
lence, magnitude, variation, attitude
shift)

Automatic (Gupta et al., 2024)

Demographic
Information

Bias, fairness, ethics metrics Bias (performance disparity, preva-
lence, magnitude, variation, attitude
shift)

Automatic (Neuberger et al., 2024)

Demographic
Information

Bias, fairness, ethics metrics Bias (performance disparity, preva-
lence, magnitude, variation, attitude
shift)

Automatic (Taubenfeld et al., 2024)

Demographic
Information

Bias, fairness, ethics metrics Message toxicity Automatic (Fang et al., 2024)

Activity His-
tory

Content and textual metrics Coherence LLM (Li et al., 2024e)

Activity His-
tory

Content and textual metrics Clarity Human (Chen et al., 2024b)

Activity His-
tory

Content and textual metrics Diversity of dialog (Shannon entropy,
intra-remote-clique, inter-remote-
clique, semantic similarity, longest
common subsequence similarity)

Automatic (Ha et al., 2024)

Belief & Value Content and textual metrics Diversity of dialog (Shannon entropy,
intra-remote-clique, inter-remote-
clique, semantic similarity, longest
common subsequence similarity)

Automatic (Gu et al., 2024)

Demographic
Information

Content and textual metrics Coherence LLM (Li et al., 2024e)

Demographic
Information

Content and textual metrics Attitudes (topic term frequency) Automatic (Fang et al., 2024)

Demographic
Information

Content and textual metrics Diversity of dialog (Shannon entropy,
intra-remote-clique, inter-remote-
clique, semantic similarity, longest
common subsequence similarity)

Automatic (Fang et al., 2024)

Demographic
Information

Content and textual metrics Clarity Human (Chen et al., 2024b)

Demographic
Information

Content and textual metrics Diversity of dialog (Shannon entropy,
intra-remote-clique, inter-remote-
clique, semantic similarity, longest
common subsequence similarity)

Automatic (Ha et al., 2024)

Demographic
Information

Content and textual metrics Linguistic complexity (utterance
length, Kolmogorov complexity)

Automatic (Milička et al., 2024)

Psychological
Traits

Content and textual metrics Text similarity (BLEU, ROUGE) Automatic (Zeng et al., 2024)

Psychological
Traits

Content and textual metrics Tone Alignment LLM (Zeng et al., 2024)

Skills and Ex-
pertise

Content and textual metrics Coherence LLM (Li et al., 2024e)

Activity His-
tory

External alignment metrics Hallucination LLM (Shao et al., 2023)

Activity His-
tory

External alignment metrics Entailment LLM (Li et al., 2024e)

Activity His-
tory

External alignment metrics Believability/Credibility(self-
knowledge, memory, plans, reactions,
reflections)

Human (Park et al., 2023)

Continued on next page
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Attribute Category Agent-oriented Metrics Approach Source

Demographic
Information

External alignment metrics Entailment LLM (Li et al., 2024e)

Demographic
Information

External alignment metrics Believability/Credibility(self-
knowledge, memory, plans, reactions,
reflections)

Human (Park et al., 2023)

Psychological
Traits

External alignment metrics Fact Accuracy LLM (Zeng et al., 2024)

Skills and Ex-
pertise

External alignment metrics Hallucination LLM (Shao et al., 2023)

Skills and Ex-
pertise

External alignment metrics Entailment LLM (Li et al., 2024e)

Activity His-
tory

Internal consistency metrics Stability LLM (Shao et al., 2023)

Activity His-
tory

Internal consistency metrics Consistency of information Human (Chen et al., 2024b)

Belief & Value Internal consistency metrics Attitude shift LLM (Wang et al., 2024e)
Demographic
Information

Internal consistency metrics Stability LLM (Shao et al., 2023)

Demographic
Information

Internal consistency metrics Attitude shift LLM (Neuberger et al., 2024)

Demographic
Information

Internal consistency metrics Attitude shift LLM (Taubenfeld et al., 2024)

Demographic
Information

Internal consistency metrics Behavior stability (mean, standard de-
viation)

Automatic (Wang et al., 2024g)

Demographic
Information

Internal consistency metrics Consistency of information Human (Chen et al., 2024b)

Demographic
Information

Internal consistency metrics Consistency of psychological state /
personalities

Human (Chen et al., 2024b)

Demographic
Information

Internal consistency metrics Consistency of information Human (Zeng et al., 2024)

Psychological
Traits

Internal consistency metrics Stability LLM (Shao et al., 2023)

Psychological
Traits

Internal consistency metrics Consistency of information Human (Zeng et al., 2024)

Psychological
Traits

Internal consistency metrics Consistency of psychological state /
personalities

Human (Zeng et al., 2024)

Psychological
Traits

Internal consistency metrics Consistency of information Human (Cai et al., 2024)

Psychological
Traits

Internal consistency metrics Consistency of psychological state /
personalities

Human (Cai et al., 2024)

Skills and Ex-
pertise

Internal consistency metrics Stability LLM (Shao et al., 2023)

Activity His-
tory

Performance metrics Memorization LLM (Shao et al., 2023)

Demographic
Information

Performance metrics Memorization LLM (Chen et al., 2024b)

Demographic
Information

Performance metrics Communication ability (win rates) Automatic (Liu et al., 2024a)

Demographic
Information

Performance metrics Reaction (accuracy) Automatic (Liu et al., 2024a)

Demographic
Information

Performance metrics Self-knowledge (accuracy) Automatic (Liu et al., 2024a)

Activity His-
tory

Psychological metrics Empathy Human (Chen et al., 2024b)

Belief & Value Psychological metrics Value LLM (Shao et al., 2023)
Demographic
Information

Psychological metrics Personality consistency Automatic (Wang et al., 2024c)

Demographic
Information

Psychological metrics Measured alignment for personality Human (Wang et al., 2024c)

Demographic
Information

Psychological metrics Sentiment Automatic (Fang et al., 2024)

Demographic
Information

Psychological metrics Empathy Human (Chen et al., 2024b)

Demographic
Information

Psychological metrics Belief (stability, evolution, correlation
with behavior)

Automatic (Lei et al., 2024)

Continued on next page
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Attribute Category Agent-oriented Metrics Approach Source

Psychological
Traits

Psychological metrics Personality Automatic (Shao et al., 2023)

Psychological
Traits

Psychological metrics Belief (stability, evolution, correlation
with behavior)

Automatic (Shao et al., 2023)

Psychological
Traits

Psychological metrics Emotion responses (entropy of valence
and arousal)

Automatic (Shao et al., 2023)

Psychological
Traits

Psychological metrics Personality (Machine Personality In-
ventory, PsychoBench)

Automatic (Jiang et al., 2023a)

Psychological
Traits

Psychological metrics Personality (vignette tests) Human (Jiang et al., 2023a)

Belief & Value Social and decision-making
metrics

Social value orientation (SVO-based
Value Rationality Measurement)

Automatic (Zhang et al., 2023b)
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Table 10: Task-oriented evaluation metrics glossary.

Task Category Task-oriented Metrics Approach Source

Decision
Making

Social and economic metrics Negotiation (Concession Rate, Negoti-
ation Success Rate, Average Negotia-
tion Round)

Automatic (Huang and Hadfi, 2024)

Decision
Making

Social and economic metrics Societal Satisfaction (average per-
capita living area size, average waiting
time, social welfare)

Automatic (Ji et al., 2024)

Decision
Making

Social and economic metrics Societal Fairness (variance in per
capita living area size, number of in-
verse order pairs in house allocation,
Gini coefficient)

Automatic (Ji et al., 2024)

Decision
Making

Social and economic metrics Macroeconomic (Inflation rate, Unem-
ployment rate, Nominal GDP, Nomi-
nal GDP growth, Wage inflation, Real
GDP growth, Expected monthly in-
come, Consumption)

Automatic (Li et al., 2024d)

Decision
Making

Social and economic metrics Market and Consumer (Purchase prob-
ability, Expected competing product
price, Customer counts, Price consis-
tency between competitors)

Automatic (Gui and Toubia, 2023)

Decision
Making

Social and economic metrics Probability weighting Automatic (Jia et al., 2024)

Decision
Making

Social and economic metrics Utility (Intrinsic Utility, Joint Utility) Automatic (Huang and Hadfi, 2024)

Decision
Making

Psychological metrics Level of trust (distribution of amounts
sent, trust rate)

Automatic (Xie et al., 2024a)

Decision
Making

Psychological metrics Risk preference Automatic (Jia et al., 2024)

Decision
Making

Psychological metrics Loss aversion Automatic (Jia et al., 2024)

Decision
Making

Psychological metrics Selfishness (Selfishness Index, Differ-
ence Index)

Automatic (Kim et al., 2024)

Decision
Making

Performance metrics Frequency (distribution of expert type) Automatic (Wang et al., 2024b)

Decision
Making

Performance metrics Valid response rate Automatic (Xie et al., 2024a)

Decision
Making

Performance metrics Web search quality (Mean reciprocal
rank, Mean reciprocal rank)

Automatic (Ren et al., 2024a)

Decision
Making

Performance metrics Performance deviations/alignment
from the baseline (accuracy, Jaccard
Index, Cohen’s Kappa Coefficient,
Percentage Agreement, overlapping
ratio between prediction and targets)

Automatic (Kim et al., 2024)

Decision
Making

Performance metrics Performance deviations/alignment
from the baseline (accuracy, Jaccard
Index, Cohen’s Kappa Coefficient,
Percentage Agreement, overlapping
ratio between prediction and targets)

Automatic (Jin et al., 2024)

Decision
Making

Performance metrics Performance deviations/alignment
from the baseline (accuracy, Jaccard
Index, Cohen’s Kappa Coefficient,
Percentage Agreement, overlapping
ratio between prediction and targets)

Automatic (Wang et al., 2024b)

Decision
Making

Performance metrics Performance deviations/alignment
from the baseline (accuracy, Jaccard
Index, Cohen’s Kappa Coefficient,
Percentage Agreement, overlapping
ratio between prediction and targets)

Automatic (Wang et al., 2024f)

Decision
Making

Internal consistency metrics Behavioral alignment (lottery rate, be-
havior dynamic, Imitation and differen-
tiation behavior, Proportion of similar
and different dishes)

Automatic (Xie et al., 2024a)

Decision
Making

Internal consistency metrics Behavioral alignment (lottery rate, be-
havior dynamic, Imitation and differen-
tiation behavior, Proportion of similar
and different dishes)

Automatic (Zhao et al., 2023)

Continued on next page
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Task Category Task-oriented Metrics Approach Source

Decision
Making

Internal consistency metrics Cultural appropriateness (Alignment
between persona information and its
assigned nationality)

LLM (Li et al., 2024e)

Decision
Making

External alignment metrics Factual hallucinations (String match-
ing overlap ratio)

Automatic (Wang et al., 2024f)

Decision
Making

External alignment metrics Simulation capability (Turing test) Human (Ji et al., 2024)

Decision
Making

External alignment metrics Entailment LLM (Li et al., 2024e)

Decision
Making

External alignment metrics Realism LLM (Li et al., 2024e)

Educational
Training

Psychological metrics Perceived reflection on the develop-
ment of essential non-cognitive skills

Human (Yan et al., 2024)

Educational
Training

Psychological metrics Sense of immersion / Perceived immer-
sion

Human (Lee et al.)

Educational
Training

Psychological metrics Perceived intelligence Human (Cheng et al., 2024)

Educational
Training

Psychological metrics Perceived enjoyment Human (Cheng et al., 2024)

Educational
Training

Psychological metrics Perceived trust Human (Cheng et al., 2024)

Educational
Training

Psychological metrics Perceived sense of connection Human (Cheng et al., 2024)

Educational
Training

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Sonlu et al., 2024)

Educational
Training

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Liu et al., 2024d)

Educational
Training

Psychological metrics Perceived usefulness Human (Cheng et al., 2024)

Educational
Training

Performance metrics Density of knowledge-building Automatic (Jin et al., 2023)

Educational
Training

Performance metrics Effectiveness of questioning Human (Shi et al., 2023)

Educational
Training

Performance metrics Success criterion function outputs be-
fore operation and after operation

Human (Li et al., 2023a)

Educational
Training

External alignment metrics Knowledge level (reconfigurability,
persistence, and adaptability)

Automatic (Jin et al., 2023)

Educational
Training

External alignment metrics Perceived human-likeness Human (Cheng et al., 2024)

Educational
Training

Content and textual metrics Story Content Generation (narratives
staging score)

Automatic (Yan et al., 2024)

Educational
Training

Content and textual metrics Willingness to speak Human (Shi et al., 2023)

Educational
Training

Content and textual metrics Authenticity Human (Lee et al.)

Opinion Dy-
namics

Psychological metrics Opinion change Human (Triem and Ding, 2024)

Opinion Dy-
namics

Psychological metrics Emotional density Automatic (Gao et al., 2023)

Opinion Dy-
namics

Performance metrics Prediction accuracy (F1 score, AUC,
MSE, MAE, depression risk prediction
accuracy, suicide risk prediction accu-
racy)

Automatic (Gao et al., 2023)

Opinion Dy-
namics

Performance metrics Prediction accuracy (F1 score, AUC,
MSE, MAE, depression risk prediction
accuracy, suicide risk prediction accu-
racy)

Automatic (Mou et al., 2024c)

Opinion Dy-
namics

Performance metrics Prediction accuracy (F1 score, AUC,
MSE, MAE, depression risk prediction
accuracy, suicide risk prediction accu-
racy)

Automatic (Yu et al., 2024)

Continued on next page
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Task Category Task-oriented Metrics Approach Source

Opinion Dy-
namics

Performance metrics Classification accuracy Human (Chan et al., 2023)

Opinion Dy-
namics

Performance metrics Rephrase accuracy Automatic (Ju et al., 2024)

Opinion Dy-
namics

Performance metrics Legal articles evaluation (precision, re-
call, F1)

Automatic (He et al., 2024a)

Opinion Dy-
namics

Performance metrics Judgment evaluation for civil and ad-
ministrative cases (precision, recall,
F1)

Automatic (He et al., 2024a)

Opinion Dy-
namics

Performance metrics Judgment evaluation for criminal cases
(accuracy)

Automatic (He et al., 2024a)

Opinion Dy-
namics

Performance metrics Locality accuracy Automatic (Ju et al., 2024)

Opinion Dy-
namics

Performance metrics Decision probability Human (Triem and Ding, 2024)

Opinion Dy-
namics

Performance metrics Decision volatility Human (Triem and Ding, 2024)

Opinion Dy-
namics

Performance metrics Alignment (compare simulation results
with actual social outcomes)

Automatic (Wang et al., 2024g)

Opinion Dy-
namics

Internal consistency metrics Alignment (stance, content, behavior,
static attitude distribution, time series
of the average attitude)

Automatic (Mou et al., 2024c)

Opinion Dy-
namics

Internal consistency metrics Personality-behavior alignment Human (Navarro et al., 2024)

Opinion Dy-
namics

Internal consistency metrics Similarity between initial and post
preference (KL-divergence, RMSE)

Automatic (Namikoshi et al., 2024)

Opinion Dy-
namics

Internal consistency metrics Role playing Human (Lv et al., 2024)

Opinion Dy-
namics

External alignment metrics Correctness Human (He et al., 2024a)

Opinion Dy-
namics

External alignment metrics Logicality Human (He et al., 2024a)

Opinion Dy-
namics

External alignment metrics Concision Human (He et al., 2024a)

Opinion Dy-
namics

External alignment metrics Human likeness index Automatic (Chuang et al., 2023b)

Opinion Dy-
namics

External alignment metrics Alignment between model and human
(Kappa correlation coefficient, MAE),
Authenticity (alignment of ratings be-
tween the agent and human annotators)

Human (Chan et al., 2023)

Opinion Dy-
namics

External alignment metrics Alignment between model and human
(Kappa correlation coefficient, MAE),
Authenticity (alignment of ratings be-
tween the agent and human annotators)

Human (Lv et al., 2024)

Opinion Dy-
namics

Content and textual metrics Turn-level Kendall-Tau correlation
(naturalness, coherence, engagingness
and groundedness)

Automatic (Chan et al., 2023)

Opinion Dy-
namics

Content and textual metrics Turn-level Spearman correlation (natu-
ralness, coherence, engagingness and
groundedness)

Automatic (Chan et al., 2023)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Partisan bias Automatic (Chuang et al., 2023b)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Bias (cultural, linguistic, economic, de-
mographic, ideological)

Automatic (Qu and Wang, 2024)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Bias (mean) Automatic (Chuang et al., 2023a)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Extreme values Automatic (Chuang et al., 2023b)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Wisdom of Partisan Crowds effect Automatic (Chuang et al., 2023b)

Opinion Dy-
namics

Bias, fairness, and ethic met-
rics

Opinion diversity Automatic (Chuang et al., 2023a)

Psychological
Experiment

Psychological metrics Attitude change Automatic (Wang et al., 2023b)

Psychological
Experiment

Psychological metrics Average happiness value per time step Automatic (He and Zhang, 2024)
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Psychological
Experiment

Psychological metrics Belief value Automatic (Lei et al., 2024)

Psychological
Experiment

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (He and Zhang, 2024)

Psychological
Experiment

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (de Winter et al., 2024)

Psychological
Experiment

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Bose et al., 2024)

Psychological
Experiment

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Jiang et al., 2023b)

Psychological
Experiment

Psychological metrics Longitudinal trajectories of emotions Automatic (De Duro et al., 2025)

Psychological
Experiment

Psychological metrics Emotion Automatic (Lei et al., 2024)

Psychological
Experiment

Performance metrics Behavior reward Automatic (Lei et al., 2024)

Psychological
Experiment

Internal consistency metrics Behavioral similarity Automatic (Li et al., 2024b)

Psychological
Experiment

Internal consistency metrics Perception consistency (agent per-
ceived safety, agent perceived liveli-
ness)

LLM (Verma et al., 2023)

Psychological
Experiment

External alignment metrics Rationality of the agent memory Automatic (Wang et al., 2023b)

Psychological
Experiment

External alignment metrics Believability of behavior Automatic (Wang et al., 2023b)

Psychological
Experiment

Content and textual metrics Salience of individual words Automatic (De Duro et al., 2025)

Psychological
Experiment

Content and textual metrics Absolutist words Automatic (De Duro et al., 2025)

Psychological
Experiment

Content and textual metrics Personal pronouns or emotions Automatic (De Duro et al., 2025)

Psychological
Experiment

Content and textual metrics Information entropy Automatic (Wang et al., 2023b)

Psychological
Experiment

Content and textual metrics Story (readability, personalness, redun-
dancy, cohesiveness, likeability, believ-
ability)

Human (Jiang et al., 2023b)

Psychological
Experiment

Content and textual metrics Story (readability, personalness, redun-
dancy, cohesiveness, likeability, believ-
ability)

LLM (Jiang et al., 2023b)

Simulated
Individual

Social and economic metrics Numbers of generated peer support
strategies

Automatic (Liu et al., 2024b)

Simulated
Individual

Social and economic metrics Perceived social support Human (Liu et al., 2024b)

Simulated
Individual

Psychological metrics Emotions Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Agency Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Future consideration Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Self-reflection Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Insight Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Persona Perception Scale Human (Salminen et al., 2024)

Simulated
Individual

Psychological metrics Persona Perception Scale Human (Shin et al., 2024)
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Simulated
Individual

Psychological metrics Persona Perception Scale Human (Ha et al., 2024)

Simulated
Individual

Psychological metrics Persona Perception Scale Human (Chen et al., 2024b)

Simulated
Individual

Psychological metrics Sensitivity to personalization Automatic (Giorgi et al., 2024)

Simulated
Individual

Psychological metrics Agent self-awareness LLM (Xie et al., 2024b)

Simulated
Individual

Psychological metrics Personality (Big Five Invertory rated
by LLM)

LLM (Jiang et al., 2023a)

Simulated
Individual

Psychological metrics Positively mention rate Automatic (Kamruzzaman and Kim,
2024)

Simulated
Individual

Psychological metrics Optimism Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Self-esteem Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Psychological metrics Pressure perceived scale Human (Liu et al., 2024b)

Simulated
Individual

Performance metrics Error rates (error of average, error of
dispersion)

Automatic (Lin et al., 2024)

Simulated
Individual

Performance metrics Model fit indices (Chi-square to de-
grees of freedom ratio, Comparative
Fit Index, Tucker-Lewis Index, Root
Mean Square Error of Approximation)

Automatic (Ke and Ng, 2024)

Simulated
Individual

Performance metrics Knowledge accuracy (WikiRoleEval
with human evaluators)

Human (Tang et al., 2024)

Simulated
Individual

Performance metrics Knowledge accuracy (WikiRoleEval) LLM (Tang et al., 2024)

Simulated
Individual

Performance metrics Win rates Automatic (Chi et al., 2024)

Simulated
Individual

Performance metrics Comprehension Automatic (Shin et al., 2024)

Simulated
Individual

Performance metrics Completeness Automatic (Shin et al., 2024)

Simulated
Individual

Performance metrics Validity (average variance extracted,
inter-construct correlations)

Automatic (Ke and Ng, 2024)

Simulated
Individual

Performance metrics Composite reliability Automatic (Ke and Ng, 2024)

Simulated
Individual

Performance metrics Rated statement quality Human (Liu et al., 2023)

Simulated
Individual

Performance metrics Rated statement quality LLM (Liu et al., 2023)

Simulated
Individual

Performance metrics Conversational ability (CharacterEval) LLM (Tang et al., 2024)

Simulated
Individual

Performance metrics Roleplay subset of MT-Bench LLM (Tang et al., 2024)

Simulated
Individual

Performance metrics Professional scale (accuracy in repli-
cating profession-specific knowledge)

LLM (Sun et al., 2024)

Simulated
Individual

Performance metrics Language quality LLM (Zhang et al., 2024a)

Simulated
Individual

Performance metrics Prediction accuracy between real data
and generated data (Replication suc-
cess rate, Kullback-Leibler diver-
gence)

Automatic (Assaf and Lynar, 2024)

Simulated
Individual

Performance metrics Prediction accuracy between real data
and generated data (Replication suc-
cess rate, Kullback-Leibler diver-
gence)

Automatic (Tamaki and Littvay,
2024)

Simulated
Individual

Performance metrics Prediction accuracy between real data
and generated data (Replication suc-
cess rate, Kullback-Leibler diver-
gence)

Automatic (Park et al., 2024)

Simulated
Individual

Performance metrics Prediction accuracy between real data
and generated data (Replication suc-
cess rate, Kullback-Leibler diver-
gence)

Automatic (Yeykelis et al., 2024)
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Simulated
Individual

Performance metrics Accuracy of distinguishing between
AI-generated and human-built solu-
tions

Automatic (Schuller et al., 2024)

Simulated
Individual

Internal consistency metrics Accuracy of reaction based on social
relationship

Automatic (Liu et al., 2024a)

Simulated
Individual

Internal consistency metrics Perceived connection between per-
sonas and system outcomes

Human (Chen et al., 2024b)

Simulated
Individual

Internal consistency metrics Representativeness (Wasserstein dis-
tance, respond with similar answers to
individual survey questions), Consis-
tency (Frobenius norm, the correlation
across responses to a set of questions
in each survey)

Automatic (Moon et al., 2024)

Simulated
Individual

Internal consistency metrics Role consistency (WikiRoleEval with
human evaluators)

Human (Tang et al., 2024)

Simulated
Individual

Internal consistency metrics Role consistency/attractiveness
(WikiRoleEval, CharacterEval)

LLM (Tang et al., 2024)

Simulated
Individual

Internal consistency metrics Consistency Human (Zhang et al., 2024a)

Simulated
Individual

Internal consistency metrics Consistency Human (Mishra et al., 2023)

Simulated
Individual

Internal consistency metrics Future self-continuity Human (Pataranutaporn et al.,
2024)

Simulated
Individual

Internal consistency metrics Agreement between a synthetic annota-
tor both with and without a leave-one-
out attribute (Cohen’s Kappa)

Automatic (Castricato et al., 2024)

Simulated
Individual

Internal consistency metrics Consistency with the scenario and char-
acters

Automatic (Zhang et al., 2024a)

Simulated
Individual

Internal consistency metrics Quality and logical coherence of the
script content

Automatic (Zhang et al., 2024a)

Simulated
Individual

Internal consistency metrics Nation-related response percentage Automatic (Kamruzzaman and Kim,
2024)

Simulated
Individual

External alignment metrics Unknown question rejection
(WikiRoleEval with human eval-
uators)

Human (Tang et al., 2024)

Simulated
Individual

External alignment metrics Unknown question rejection
(WikiRoleEval)

LLM (Tang et al., 2024)

Simulated
Individual

External alignment metrics Accuracy of self-knowledge Automatic (Liu et al., 2024a)

Simulated
Individual

External alignment metrics Correctness Human (Zhang et al., 2024a)

Simulated
Individual

External alignment metrics Correctness Human (Milička et al., 2024)

Simulated
Individual

External alignment metrics Agreement score between human
raters and LLM,

Automatic (Liu et al., 2023)

Simulated
Individual

External alignment metrics Agreement score between human
raters and LLM,

Automatic (Jiang et al., 2023a)

Simulated
Individual

External alignment metrics Agreement score between human
raters and LLM,

Automatic (Liu et al., 2024a)

Simulated
Individual

External alignment metrics Human-likeness Human (Zhang et al., 2024a)

Simulated
Individual

Content and textual metrics Content similarity (ROUGE-L,
BERTScore, GPT-based-similarity,
G-eval)

Automatic (Shin et al., 2024)

Simulated
Individual

Content and textual metrics Entity density of summarization Automatic (Liu et al., 2024a)

Simulated
Individual

Content and textual metrics Entity recall of summarization Automatic (Liu et al., 2024a)

Simulated
Individual

Content and textual metrics Dialog diversity Automatic (Lin et al., 2024)

Simulated
Individual

Bias, fairness, and ethic met-
rics

Hate speech detection accuracy Automatic (Giorgi et al., 2024)

Simulated
Individual

Bias, fairness, and ethic met-
rics

Population heterogeneity Automatic (Murthy et al., 2024)

Simulated
Society

Social and economic metrics Social Conflict Count Automatic (Ren et al., 2024b)
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Simulated
Society

Social and economic metrics Social Rules Human (Zhou et al., 2024b)

Simulated
Society

Social and economic metrics Social Rules LLM (Zhou et al., 2024b)

Simulated
Society

Social and economic metrics Financial and Material Benefits Human (Zhou et al., 2024b)

Simulated
Society

Social and economic metrics Financial and Material Benefits LLM (Zhou et al., 2024b)

Simulated
Society

Social and economic metrics Converged price Automatic (Toledo-Zucco et al.,
2024)

Simulated
Society

Social and economic metrics Information diffusion Automatic (Park et al., 2023)

Simulated
Society

Social and economic metrics Relationship formation Automatic (Park et al., 2023)

Simulated
Society

Social and economic metrics Relationship LLM (Zhou et al., 2024b)

Simulated
Society

Social and economic metrics Coordination within other agents Automatic (Park et al., 2023)

Simulated
Society

Social and economic metrics Probability of social connection forma-
tion

Automatic (Leng and Yuan, 2024)

Simulated
Society

Social and economic metrics Percent of social welfare maximization
choices

Automatic (Leng and Yuan, 2024)

Simulated
Society

Social and economic metrics Persuasion (distribution of persuasion
outcomes, odds ratios)

Automatic (Campedelli et al., 2024)

Simulated
Society

Social and economic metrics Anti-social behavior (effect on toxic
messages)

Automatic (Campedelli et al., 2024)

Simulated
Society

Social and economic metrics Norm Internalization Rate Automatic (Ren et al., 2024b)

Simulated
Society

Social and economic metrics Norm Compliance Rate Automatic (Ren et al., 2024b)

Simulated
Society

Psychological metrics NASA-TLX Scores Human (Zhang et al., 2024c)

Simulated
Society

Psychological metrics Helpfulness rating Human (Zhang et al., 2024c)

Simulated
Society

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Frisch and Giulianelli,
2024)

Simulated
Society

Psychological metrics Personality (Big Five Invertory, MBTI
score, SD3 score, Linguistic Inquiry
and Word Count framework, HEX-
ACO)

Automatic (Li et al., 2024b)

Simulated
Society

Psychological metrics Degree of reciprocity Automatic (Leng and Yuan, 2024)

Simulated
Society

Psychological metrics Pleasure rating Human (Zhang et al., 2024c)

Simulated
Society

Psychological metrics Trend of Favorability Decline Automatic (Gu et al., 2024)

Simulated
Society

Psychological metrics Negative Favorability Achievement Automatic (Gu et al., 2024)

Simulated
Society

Psychological metrics Trend of Favorability Decline Automatic (Gu et al., 2024)

Simulated
Society

Psychological metrics Negative Favorability Achievement Automatic (Gu et al., 2024)

Simulated
Society

Performance metrics Abstention accuracy Automatic (Ashkinaze et al., 2024)

Simulated
Society

Performance metrics Accuracy of information gathering Automatic (Kaiya et al., 2023)

Simulated
Society

Performance metrics Implicit reasoning accuracy Automatic (Mou et al., 2024b)

Simulated
Society

Performance metrics Prediction accuracy (F1 score, AUC,
MSE, MAE, depression risk prediction
accuracy, suicide risk prediction accu-
racy)

Automatic (Lan et al., 2024)

Simulated
Society

Performance metrics Guess accuracy Automatic (Leng and Yuan, 2024)
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Simulated
Society

Performance metrics Classification accuracy Automatic (Li et al., 2024a)

Simulated
Society

Performance metrics Success rate Automatic (Kaiya et al., 2023)

Simulated
Society

Performance metrics Success rate Automatic (Li et al., 2023b)

Simulated
Society

Performance metrics Success rate Automatic (Li et al., 2023b)

Simulated
Society

Performance metrics Success rate for coordination (identifi-
cation accuracy, workflow correctness,
alignment between job and agent’s
skill)

Automatic (Li et al., 2023a)

Simulated
Society

Performance metrics Success rate for coordination (identifi-
cation accuracy, workflow correctness,
alignment between job and agent’s
skill)

Automatic (Li et al., 2023a)

Simulated
Society

Performance metrics Task Accuracy Automatic (Zhang et al., 2023a)

Simulated
Society

Performance metrics Task Accuracy Automatic (Lan et al., 2024)

Simulated
Society

Performance metrics Errors in the prompting sequence Human (Antunes et al., 2023)

Simulated
Society

Performance metrics Error-free execution Automatic (Wang et al., 2024a)

Simulated
Society

Performance metrics Goal completion Human (Mou et al., 2024b)

Simulated
Society

Performance metrics Goal completion LLM (Zhou et al., 2024a)

Simulated
Society

Performance metrics Goal completion LLM (Mou et al., 2024b)

Simulated
Society

Performance metrics Goal completion LLM (Zhou et al., 2024b)

Simulated
Society

Performance metrics Efficacy Human (Ashkinaze et al., 2024)

Simulated
Society

Performance metrics Knowledge Human (Zhou et al., 2024b)

Simulated
Society

Performance metrics Knowledge LLM (Zhou et al., 2024b)

Simulated
Society

Performance metrics Reasoning abilities Automatic (Chen et al., 2023)

Simulated
Society

Performance metrics Reasoning abilities Human (Chen et al., 2023)

Simulated
Society

Performance metrics Efficiency Automatic (Piatti et al., 2024)

Simulated
Society

Performance metrics Text understanding and creative
writing abilities (Dialogue response
dataset, Commongen Challenge)

LLM (Chen et al., 2023)

Simulated
Society

Performance metrics Probabilities of receiving, storing, and
retrieving the key information across
the population

Automatic (Kaiya et al., 2023)

Simulated
Society

Performance metrics Correlation between predicted and real
results

Automatic (Mitsopoulos et al., 2024)

Simulated
Society

Internal consistency metrics Behavioral similarity Automatic (Li et al., 2024b)

Simulated
Society

Internal consistency metrics Semantic consistency (cosine similar-
ity)

Automatic (Qiu and Lan, 2024)

Simulated
Society

External alignment metrics Alignment (Environmental understand-
ing and response accuracy, adherence
to predefined settings)

Automatic (Gu et al., 2024)

Simulated
Society

External alignment metrics Strategy accuracy (strategies provided
by the models vs. by human experts
and evaluate the accuracy)

Automatic (Zhang et al., 2024b)

Simulated
Society

External alignment metrics Believability of behavior Human (Zhou et al., 2024b)

Simulated
Society

External alignment metrics Believability of behavior Human (Park et al., 2023)
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Simulated
Society

Content and textual metrics Content similarity (ROUGE-L,
BERTScore, GPT-based-similarity,
G-eval, BLEU-4)

Automatic (Li et al., 2024a)

Simulated
Society

Content and textual metrics Content similarity (ROUGE-L,
BERTScore, GPT-based-similarity,
G-eval)

Automatic (Chen et al., 2024f)

Simulated
Society

Content and textual metrics Content similarity (ROUGE-L,
BERTScore, GPT-based-similarity,
G-eval)

Automatic (Mishra et al., 2023)

Simulated
Society

Content and textual metrics Semantic understanding Automatic (Gu et al., 2024)

Simulated
Society

Content and textual metrics Complexity of generated content Automatic (Antunes et al., 2023)

Simulated
Society

Content and textual metrics Dialogue generation quality Automatic (Antunes et al., 2023)

Simulated
Society

Content and textual metrics Number of conversation rounds Automatic (Zhang et al., 2024c)

Simulated
Society

Bias, fairness, and ethic met-
rics

Bias rate (herd effect, authority effect,
ban franklin effect, rumor chain effect,
gambler’s fallacy, confirmation bias,
halo effect)

Human (Liu et al., 2025)

Simulated
Society

Bias, fairness, and ethic met-
rics

Bias rate (herd effect, authority effect,
ban franklin effect, rumor chain effect,
gambler’s fallacy, confirmation bias,
halo effect)

LLM (Liu et al., 2025)

Simulated
Society

Bias, fairness, and ethic met-
rics

Bias rate (herd effect, authority effect,
ban franklin effect, rumor chain effect,
gambler’s fallacy, confirmation bias,
halo effect)

Automatic (Liu et al., 2025)

Simulated
Society

Bias, fairness, and ethic met-
rics

Equality Automatic (Piatti et al., 2024)

Writing Psychological metrics Qualitative feedback (expertise, social
relation, valence, level of involvement)

Human (Benharrak et al., 2024)

Writing Performance metrics Prediction accuracy (F1 score, AUC,
MSE, MAE, depression risk prediction
accuracy, suicide risk prediction accu-
racy)

Automatic (Wang et al., 2024f)

Writing Performance metrics Success rate Automatic (Wang et al., 2024d)
Writing Performance metrics Behavioral patterns Human (Zhang et al., 2024c)
Writing Internal consistency metrics Consistency (user profile, psychothera-

peutic approach)
Automatic (Mishra et al., 2023)

Writing Internal consistency metrics Motivational consistency LLM (Wang et al., 2024d)
Writing Internal consistency metrics Audience similarity Human (Choi et al., 2024)
Writing Internal consistency metrics Quality of generated dimension & val-

ues (relevance, mutual exclusiveness)
Human (Choi et al., 2024)

Writing External alignment metrics Factual error rate Automatic (Wang et al., 2024f)
Writing External alignment metrics Correctness (politeness, interpersonal

behaviour)
Automatic (Mishra et al., 2023)

Writing External alignment metrics Hallucination (groundedness of the
chat responses)

Human (Choi et al., 2024)

Writing Content and textual metrics Linguistic similarity Human (Choi et al., 2024)
Writing Content and textual metrics Fluency Human (Mishra et al., 2023)
Writing Content and textual metrics Perplexity Automatic (Mishra et al., 2023)
Writing Content and textual metrics Non-Repetitiveness Human (Mishra et al., 2023)
Writing Content and textual metrics response generation quality Automatic (Li et al., 2024a)
Writing Content and textual metrics Coherency LLM (Wang et al., 2024d)
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Table 11: Use Cases of Task-Oriented Metric Implementation.

Metrics Task Implementation Source

Accuracy Opinion Dynamics Accuracy is measured by evaluating how well the
simulation replicates individual-level behaviors, at-
titudes, and emotions and population-level dynam-
ics

(Gao et al., 2023)

Accuracy Opinion Dynamics Accuracy is measured by comparing predicted vot-
ing outcomes against actual election results—using
voting probabilities, state-level winner predic-
tions, and vote share percentages—to assess both
individual- and aggregate-level performance in re-
flecting real-world election trends.

(Yu et al., 2024)

Accuracy Opinion Dynamics Accuracy is measured as the proportion of correctly
classified instances out of the total number of in-
stances

(Chan et al., 2023)

Agency Simulated Individual Agency is measured through self-reported scores
and analyzed using a Welch one-way ANOVA

(Pataranutaporn et al.,
2024)

Agent self-
awareness

Simulated Individual Agent self-awareness is measured through manually
crafted self-report questionnaires containing fill-in-
the-blank and multiple-choice questions about the
agent’s identity, relationships, and life experiences,
with scores based on exact match accuracy to assess
memory and introspective consistency.

(Xie et al., 2024b)

Agreement
between
LLMs and
humans

Opinion Dynamics Agreement between LLMs and humans is measured
using KL-divergence, which captures alignment
with population-level response distributions, and
root mean square error (RMSE), which reflects simi-
larity to individual survey responses, both computed
on test data matched by demographic distribution.

(Namikoshi et al., 2024)

Alignment Opinion Dynamics Alignment is measured by comparing simulation re-
sults with actual social outcomes, assessing how
closely the agent-based behaviors and emergent
patterns replicate real-world events, decisions, or
trends.

(Wang et al., 2024g)

Alignment
from the
baseline

Decision Making Alignment from the baseline is measured by com-
paring final decisions across settings using the Jac-
card Index, Cohen’s Kappa Coefficient, and Percent-
age Agreement, which assess overlap, inter-rater
reliability, and direct agreement with the baseline,
respectively.

(Jin et al., 2024)

Anti-social
behavior

Simulated Society Anti-social behavior is measured by the percentage
of toxic messages in each conversation

(Campedelli et al., 2024)

Attitude
change

Psychological Experi-
ment

Attitude change is measured by the average fre-
quency of score changes across rounds for agents
with friends, using an indicator function to detect
shifts in user scores between consecutive rounds,
thereby capturing conformity-related dynamics in
social interactions.

(Wang et al., 2023b)

Authenticity Opinion Dynamics Authenticity is measured by computing Cohen’s K
between the agent’s ratings and human annotators’
ratings for the same questionnaire items, quantify-
ing the consistency and alignment of responses at
each iteration.

(Lv et al., 2024)

Authenticity Opinion Dynamics Authenticity is measured using the Kappa correla-
tion coefficient (Kap.), which quantifies the align-
ment between agent and human annotator ratings
while adjusting for chance agreement, providing a
robust assessment of response consistency.

(Chan et al., 2023)

Average
happiness
per time step

Psychological Experi-
ment

Average happiness per time step is used to measure
agent ability to maintain a positive emotional base-
line throughout the process of preference shaping.

(He and Zhang, 2024)

Behavior
Alignment

Opinion Dynamics Behavior alignment is measured by evaluating
whether agents replicate user actions—specifically
posting and retweeting—with performance assessed
using accuracy and macro F1 score based on ob-
served behavior in Twitter datasets.

(Mou et al., 2024c)
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Behavioral
alignment

Decision Making Behavioral alignment is measured by comparing lot-
tery rates (%)—the proportion of times LLM agents
and humans choose to gamble or trust—in decision-
making games, assessing how closely LLM behav-
iors align with human choices.

(Xie et al., 2024a)

Behavioral
alignment

Decision Making Behavioral alignment is measured by examining
whether agent behaviors conform to classic socio-
logical and economic theories—such as differen-
tiation and imitation—and by evaluating decision
outcomes (e.g., dish quality scores) based on empir-
ically derived functions that integrate factors like
cost, price, and chef salary.

(Zhao et al., 2023)

Behavioral
reward

Psychological Experi-
ment

Behavioral reward is measured by summing the fi-
nal policy rewards of all individuals in a group after
the last trial, with rejection and missing rates ana-
lyzed across conditions and demographics, where
higher rejection rates correlate with lower (more
ethical) reward scores.

(Lei et al., 2024)

Behavioral
similarity

Psychological Experi-
ment

Behavioral similarity is measured by calculating
the Euclidean distance between daily goal distribu-
tions, with the overall activity level representing the
average behavioral variation across all day pairs,
capturing consistency or divergence in agent plan-
ning over time.

(Li et al., 2024b)

Belief value Psychological Experi-
ment

Belief value is measured as the strength or con-
fidence of an agent in its decision, with changes
over time reflecting the stability or adaptability of
beliefs—where higher values indicate stronger con-
viction and lower values suggest reduced decisional
steadfastness.

(Lei et al., 2024)

Believability
of behavior

Psychological Experi-
ment

Believability of simulated user behaviors is eval-
uated by assessing the realism of user actions in
both recommender system interactions and chat-
ting/broadcasting scenarios, typically through com-
parison with human behavior patterns or human
judgment of authenticity.

(Wang et al., 2023b)

Bias Opinion Dynamics Bias is measured by comparing model responses
across diverse cultural, linguistic, economic, demo-
graphic, and ideological contexts, using simulated
scenarios and survey-based benchmarks to identify
disparities and deviations from human data.

(Qu and Wang, 2024)

Bias Opinion Dynamics Bias is measured as the average of agents’ opinions
at the final time step, indicating the overall direc-
tional leaning of the group’s final stance.

(Chuang et al., 2023a)

Coherency Writing Overall coherency evaluation is performed by
prompting an LLM to assess the coherence of the
generated plot and provide suggestions for improve-
ment, offering a qualitative measure of narrative
consistency.

(Wang et al., 2024d)

Content
Alignment

Opinion Dynamics Content alignment is measured by classifying agent-
generated content into five predefined categories,
with evaluation based on accuracy, macro F1 score,
and cosine similarity between simulated and real-
world content to assess both categorical and seman-
tic alignment.

(Mou et al., 2024c)

Conversation Psychological Experi-
ment

Conversations are analyzed at two levels: the text
level, examining features like absolutist words, per-
sonal pronouns, and emotions, and the network
level, focusing on the salience and connectivity of
individual words within the conversational struc-
ture.

(De Duro et al., 2025)

Conversational
ability

Simulated Individual Conversational ability is assessed within the Char-
acterEval framework using a set of metrics that eval-
uate an RPLA’s capacity to sustain engaging, coher-
ent, and immersive dialogue, as part of a broader
focus on realistic role-based interactions.

(Tang et al., 2024)
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Cultural
appropriate-
ness

Decision Making Cultural appropriateness is measured by assessing
the alignment between persona information and
its assigned nationality, using GPT-4O to evaluate
whether generated simulations reflect culturally co-
herent behaviors and norms across diverse regional
scenarios.

(Li et al., 2024e)

Decision
probability

Opinion Dynamics Decision probabilities are measured by encoding
each step’s label (e.g., ‘AFFIRM’ = 1, ‘not AF-
FIRM’ = 0, hallucinations/‘NONE’ = 3), tallying
affirmative and non-affirmative outcomes per case,
and analyzing these distributions to assess the like-
lihood of specific decisions across agents and case
complexity.

(Triem and Ding, 2024)

Decision
volatility

Opinion Dynamics Decision volatility is measured by logging a binary
value for each debate round transition—“1” if the
agent changed its opinion between rounds, and “0”
if it remained consistent—to track when and how
often opinion shifts occur during a debate and to
identify patterns in decision progression.

(Triem and Ding, 2024)

Density of
knowledge-
building

Educational Training Density of knowledge-building is measured by an-
alyzing the frequency of knowledge-building mes-
sages in learning dialogues

(Jin et al., 2023)

Dialogue re-
sponse

Opinion Dynamics Dialogue response is evaluated using turn-level
Spearman and Kendall-Tau correlations between
model outputs and human judgments on four key
aspects: naturalness, coherence, engagingness, and
groundedness, aligning with established benchmark-
ing methods.

(Chan et al., 2023)

Effectiveness
of question-
ing

Educational Training The effectiveness of questioning is measured by
analyzing how teachers pose and direct ques-
tions—both broadly and selectively—based on pre-
defined teaching plans and real-time assessments of
student status and classroom dynamics, reflecting
strategic instructional engagement.

(Shi et al., 2023)

Emotion Psychological Experi-
ment

Emotion is measured by computing the entropy of
normalized valence and arousal distributions for
each individual, using histogram-based probability
distributions to quantify the variability and com-
plexity of emotional expression through entropy.

(Lei et al., 2024)

Emotional
density

Opinion Dynamics Emotional density is measured by analyzing the
intensity and fluctuation of emotions expressed in
agent interactions over time, capturing the dynamic
process of emotion propagation and identifying key
peaks in emotional response that align with real-
world events.

(Gao et al., 2023)

Emotions Simulated Individual Emotions are measured by analyzing changes
in self-reported emotional states—such as nega-
tive emotion, anxiety, feeling unmotivated, over-
whelmed, and positive emotion—across interven-
tion conditions using ANOVA tests, with significant
differences indicating the emotional impact of spe-
cific interventions.

(Pataranutaporn et al.,
2024)

Entailment Decision Making Entailment is measured by evaluating whether the
content of the simulation logically aligns with the
given assumptions, assessing the consistency and
coherence between the generated output and its in-
tended premise.

(Li et al., 2024e)

Error rate Simulated Individual Error rate is measured by calculating the normal-
ized absolute difference between scalar dialogue
features from LLM and CANDOR data, including
metrics for average error (mean bias) and disper-
sion error (variability differences) to assess overall
performance deviation.

(Lin et al., 2024)
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Extreme val-
ues

Opinion Dynamics Extreme Values is measured as the proportion of
LLM responses that exceed predefined realism
thresholds, indicating the model’s tendency to pro-
duce unrealistic outputs, and is excluded from other
evaluation metrics to ensure fair comparison with
human data.

(Chuang et al., 2023b)

Factual hal-
lucinations

Decision Making Factual hallucinations are measured by perform-
ing string matching between generated answers
and ground-truth aliases from the TriviaQA dataset,
with the metric computed as the proportion of cor-
rect answer mentions over the total number of trivia
questions.

(Wang et al., 2024f)

Frequency Decision Making Frequency is measured by the occurrence count
of each expert type across the dataset, where
higher-frequency experts are deemed more reliable
and generalizable for stance detection tasks, and
low-frequency experts—often from unrelated do-
mains—are filtered based on a threshold of total
appearances.

(Wang et al., 2024b)

Future Con-
sideration

Simulated Individual Future Consideration is measured through self-
reported scores reflecting individuals’ attention to
and planning for future outcomes, with differences
across intervention conditions analyzed using a
Welch one-way ANOVA due to unequal variances.

(Pataranutaporn et al.,
2024)

Future self-
continuity

Simulated Individual Future Self-Continuity is measured through changes
in similarity, vividness, and positivity toward one’s
future self, using self-report scales analyzed via
Welch one-way ANOVA, with significant differ-
ences across intervention conditions indicating how
strongly participants perceive connection and conti-
nuity with their future selves.

(Pataranutaporn et al.,
2024)

Hallucination Writing Hallucination is measured by evaluating the ground-
edness of chat responses, identifying instances
where personas inaccurately reference specific
video or channel content, indicating a lack of fac-
tual alignment.

(Choi et al., 2024)

Human like-
ness index

Opinion Dynamics The Human Likeness Index (HLI) measures the ex-
tent to which LLM agents resemble human behavior
by combining two components—partisan bias and
the wisdom of the crowd deviation.

(Chuang et al., 2023b)

Information
entropy

Psychological Experi-
ment

Information entropy is used to measure the severity
of the information cocoon phenomenon by quanti-
fying the diversity of item categories recommended
to each user, where lower entropy values indicate
more narrow and homogeneous exposure, reflecting
stronger cocooning effects.

(Wang et al., 2023b)

Insight Simulated Individual Insight is measured through a composite self-report
score, with changes across intervention conditions
analyzed using a one-way ANOVA, confirming
equal variances and assessing how interventions
influence participants’ depth of understanding or
awareness.

(Pataranutaporn et al.,
2024)

Judgment
evaluation
for civil and
administra-
tive cases

Opinion Dynamics Judgment Evaluation for civil and administrative
cases is conducted using GPT-4 to compare key
points—including rulings, monetary amounts, and
interest rates—between the agent’s and reference
judgments, with precision, recall, and F1 scores
computed through micro-averaged counts of match-
ing and non-matching key points.

(He et al., 2024a)

Judgment
evaluation
for criminal
cases

Opinion Dynamics Judgment Evaluation for criminal cases is measured
by calculating the accuracy of the agent system
in predicting three core elements—charge, prison
term, and fine—each evaluated separately to ensure
alignment with case facts and contextual factors like
courtroom behavior and defense statements.

(He et al., 2024a)
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Knowledge
accuracy

Simulated Individual Knowledge accuracy is measured using the
WikiRoleEval benchmark by evaluating whether
the role-playing language agent (RPLA) provides
factually correct responses aligned with its assigned
role-specific knowledge.

(Tang et al., 2024)

Knowledge
level

Educational Training Knowledge level is measured by evaluating the
agent’s performance on multiple-choice questions
(MCQs)

(Jin et al., 2023)

Language
quality

Simulated Individual Language quality is measured using a 1–5 quality
score that evaluates fluency, emotional expression,
logical consistency, and grammatical correctness in
dialogue, with scores assigned by ChatGPT based
on transcribed text from a pre-trained ASR model.

(Zhang et al., 2024a)

Legal
articles
evaluation

Opinion Dynamics Legal Articles Evaluation is measured using strict
matching between the agent-generated and refer-
ence legal article lists, with precision, recall, and
F1 scores computed via micro-averaging to assess
the accuracy and completeness of legal reference
identification.

(He et al., 2024a)

Level of
trust

Decision Making Level of trust is measured by the distribution of
amounts sent in the Trust Game and the trust rate

(Xie et al., 2024a)

Locality ac-
curacy

Opinion Dynamics Locality Accuracy measures the agent’s ability to
answer unrelated questions correctly after knowl-
edge manipulation, ensuring that changes to one
fact (e.g., editing Messi’s profession) do not im-
properly affect unrelated facts (e.g., Ronaldo’s pro-
fession); it is computed as the proportion of agent
responses that match the ground truth for locality
prompts.

(Ju et al., 2024)

Logical rea-
soning and
ethical con-
siderations

Opinion Dynamics Logical reasoning and ethical considerations are
evaluated by a panel of human annotators using bi-
nary True/False criteria for each analysis, assessing
correctness (fair and inclusive reasoning), logicality
(absence of illogical or false claims), and concision
(completeness without unnecessary detail).

(He et al., 2024a)

Longitudinal
trajectories
of emotions

Psychological Experi-
ment

Longitudinal trajectories of emotions are measured
by performing emotional profiling at each conversa-
tional turn, distributing human conversation quips
into 10 aligned steps to enable comparison with
LLM-generated responses and analyze emotional
dynamics over time.

(De Duro et al., 2025)

Loss aver-
sion

Decision Making Loss aversion is measured by comparing LLMs’
responses to equivalent gain and loss scenarios, as-
sessing whether losses are weighted more heavily
than gains, consistent with behavioral economic the-
ory.

(Jia et al., 2024)

MacroeconomicDecision Making Macroeconomic performance is measured through
inflation rate, unemployment rate, nominal GDP,
nominal GDP growth, wage inflation, real GDP
growth, expected monthly income, and consump-
tion, capturing both economic stability and agents’
income-consumption dynamics.

(Li et al., 2024d)

Market and
Consumer

Decision Making Market and Consumer dynamics are measured by
purchase probability, expected competing product
price, customer counts, and price consistency be-
tween competitors, reflecting consumer behavior
and competitive market stability.

(Gui and Toubia, 2023)

Model fit Simulated Individual Model fit indices are evaluated using CFI, TLI, and
RMSEA, with acceptable thresholds confirming
overall model fit

(Ke and Ng, 2024)

Negotiation Decision Making Negotiation is measured by Concession Rate to as-
sess offer flexibility over time, Negotiation Success
Rate to evaluate outcome effectiveness, and Aver-
age Negotiation Round to capture the efficiency of
reaching agreements.

(Huang and Hadfi, 2024)
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Number of
generated
peer support
strategies

Simulated Individual Number of generated peer support strategies is mea-
sured by counting the supportive message types
generated by the conversational agent (CA) and
conducting a thematic analysis of user interactions,
categorizing each round into six agreed-upon topics
to assess strategy diversity and relevance.

(Liu et al., 2024b)

Opinion
change

Opinion Dynamics Opinion change is measured by human-labeling
each discussion step based on stance (e.g., affirm,
reverse, remand), allowing for a quantitative analy-
sis of shifts in position throughout the debate pro-
cess.

(Triem and Ding, 2024)

Opinion di-
versity

Opinion Dynamics Diversity is measured as the standard deviation of
the final opinion distribution, capturing the extent
of opinion variation among agents at the end of the
simulation.

(Chuang et al., 2023a)

Overlapping
ratio

Decision Making Overlapping ratio is measured by calculating the
proportion of predicted words from the Guesser
that match the target words, providing an objective,
annotation-free metric for evaluating model perfor-
mance in the Codenames Collaborative task.

(Wang et al., 2024f)

Partisan bias Opinion Dynamics Partisan Bias is measured by calculating the aver-
age difference in normalized group means between
Democratic and Republican groups for each ques-
tion, adjusted by the expected direction of human
bias

(Chuang et al., 2023b)

Perceived
reflection
on the de-
velopment
of essen-
tial non-
cognitive
skills

Educational Training Perceived reflection of non-cognitive skills is mea-
sured through a customized 7-point Likert scale
questionnaire, where users rate how well the sys-
tem supports specific skills such as self-perception,
motivation, perseverance, self-control, metacogni-
tion, social competencies, resilience, and creativity,
based on established psychological frameworks.

(Yan et al., 2024)

Perceived so-
cial support

Simulated Individual Perceived social support is measured using a multi-
item questionnaire where participants rate state-
ments about the CA’s supportiveness, persona, and
relationship quality—covering aspects like care,
helpfulness, encouragement, coherence, and emo-
tional connection—to evaluate users’ subjective ex-
perience with the agent.

(Liu et al., 2024b)

Perception
consistency

Psychological Experi-
ment

Perception consistency is measured by analyzing
the agent’s perceived safety and liveliness scores
across different scenarios or environments

(Verma et al., 2023)

Performance
deviations

Decision Making Performance deviations are measured by score
changes in Game Theory tasks under different pres-
sure conditions (e.g., competitive and outcome pres-
sure), comparing models with high and low self-
consciousness personas against a baseline, with sig-
nificance determined by statistical tests

(Kim et al., 2024)

Persona Per-
ception

Simulated Individual Persona Perception is measured using the Persona
Perception Scale (PPS), with data structured at
the participant-persona dyad level and validated
through Confirmatory Factor Analysis to ensure
the instrument’s reliability and construct validity
for repeated measures.

(Salminen et al., 2024;
Shin et al., 2024; Ha et al.,
2024; Chen et al., 2024b)

Personality Educational Training Personality is measured using 15 items from the
BFI-2-XS on a 5-point Likert scale, assessing par-
ticipants’ perceptions of the agent’s Big Five per-
sonality traits.

(Sonlu et al., 2024)

Personality Educational Training Personality is measured using the 44-item Big Five
Inventory (BFI), where the model responds to de-
scriptive statements on a 5-point Likert scale, and
the resulting scores are mapped to the five personal-
ity traits to evaluate personality expression in tutor-
ing contexts.

(Liu et al., 2024d)
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Personality Psychological Experi-
ment

Personality is measured using the MBTI framework
for general traits and SD3 for negative traits, with
shaping modeled as a function of identity and the
attitudes of close agents within social networks,
capturing how social context and subjective con-
sciousness influence the development of agent per-
sonalities.

(He and Zhang, 2024)

Personality Psychological Experi-
ment

Personality is measured by having each persona
complete the BFI-10, a short version of the Big
Five Inventory, with responses programmatically
collected to assess traits across the five major per-
sonality dimensions.

(de Winter et al., 2024)

Personality Psychological Experi-
ment

Personality is evaluated by varying individual Big
Five traits and measuring their correlation with be-
havioral outcomes in game scenarios to assess how
specific traits influence social decision-making.

(Bose et al., 2024)

Personality Psychological Experi-
ment

Personality is measured by creating LLM personas
with distinct traits, administering a personality as-
sessment, and analyzing their story outputs using
LIWC, followed by both human and LLM evalu-
ations that rate the stories across six dimensions
and infer the intended personality traits from the
narratives.

(Jiang et al., 2023b)

Personality Simulated Individual Personality is induced using naive or word-based
prompts targeting Big Five traits, and evaluated
with brief personality inventories to measure the
effectiveness of each method.

(Jiang et al., 2023a)

Personality Simulated Society Personality is measured by having agents repeat-
edly complete the BFI-44 questionnaire throughout
the simulation to track objective changes in Big
Five traits over time, with a parallel multi-day as-
sessment process designed to capture and compare
personality drift or variability.

(Li et al., 2024b)

Personality Simulated Society Personality is assessed explicitly by prompting
LLM agents with Big Five Inventory (BFI) state-
ments and collecting their responses on a 5-point
Likert scale, following standard psychological meth-
ods to measure traits across the five personality di-
mensions.

(Frisch and Giulianelli,
2024)

Persuasion Simulated Society Persuasion is measured by analyzing the distribu-
tion of successful persuasion outcomes over time
and computing odds ratios from logistic regression,
which quantify the likelihood of goal achievement
based on conversation dynamics and goal types.

(Campedelli et al., 2024)

Positively
mention rate

Simulated Individual Positively Mention Rate is measured as the per-
centage of positive adjective prompts that receive
favorable responses, conditioned on the target coun-
try or region.

(Kamruzzaman and Kim,
2024)

Prediction
accuracy

Decision Making Prediction accuracy is measured by calculating the
proportion of correct predictions made by each ex-
pert, comparing predicted labels to ground-truth
labels across all instances where the expert appears,
to assess reliability and reduce the impact of hallu-
cinations.

(Wang et al., 2024b)

Pressure Simulated Individual Pressure is measured using the Perceived Stress
Scale (PSS-10) at multiple time points and through
daily self-reports on relief from CA interactions,
assessing changes in perceived stress over time.

(Liu et al., 2024b)

Probability
weighting

Decision Making Probability weighting is measured by comparing the
LLMs’ responses to normative probability-based de-
cisions, identifying whether they overweight small
probabilities or underweight large ones

(Jia et al., 2024)
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Professional
scale

Simulated Individual Professional scale is measured by evaluating agents’
fidelity of role representation across occupational
dimensions, with higher scores indicating accu-
rate alignment with assigned professions and lower
scores reflecting effective differentiation from unre-
lated roles.

(Sun et al., 2024)

Rated state-
ment quality

Simulated Individual Rated statement quality is measured by collecting
human ratings on a 0–10 Likert scale for generated
responses across scenarios, evaluating their impact
on the communicator’s goal, and comparing the av-
erage scores of the framework’s selections against
baseline models to assess effectiveness and align-
ment with human judgment.

(Liu et al., 2023)

Rationality Opinion Dynamics Rationality is assessed through manual annotation
on a five-point scale, evaluating the agent’s reason-
ing based on clarity, relevance, emotional coher-
ence, and consistency with its profile, with higher
scores indicating human-like, contextually appro-
priate responses.

(Lv et al., 2024)

Rationality
of the agent
memory

Psychological Experi-
ment

The rationality of the agent memory is evaluated
by comparing the believability of memory func-
tions—summarizing short-term memory and gener-
ating long-term reflections—against non-expert hu-
man outputs, with human annotators judging which
result appears more human-like or indistinguish-
able.

(Wang et al., 2023b)

Realism Decision Making Realism is measured by assessing the plausibility
and believability of the simulation within the given
scenario, determining how naturally the simulated
behaviors and events align with real-world expecta-
tions.

(Li et al., 2024e)

Rephrase ac-
curacy

Opinion Dynamics Rephrase Accuracy measures the agent’s ability to
provide correct responses to prompts that are se-
mantically equivalent but syntactically varied, eval-
uating the robustness of knowledge across differ-
ent phrasings, and is defined as the proportion of
matching responses between rephrased and original
prompts.

(Ju et al., 2024)

response ac-
curacy

Simulated Society Human evaluators rank the believability of agent
response from the least to the most

(Park et al., 2023)

response ac-
curacy

Simulated Society The system triggers controlled social scenarios and
measures changes in relationship scores to assess
the appropriateness of agent responses

(Gu et al., 2024)

Response
quality

Writing Response quality is computed using a composite
reward function that combines (1) contextual align-
ment and user relevance measured by BERTScore-
F1 and (2) fluency and non-repetitiveness measured
by perplexity and BERTScore similarity to the pre-
vious response

(Mishra et al., 2023)

Response
quality

Writing Response quality is evaluated using both auto-
matic metrics—BLEU-N, ROUGE-L, METEOR,
and classification accuracy—and human ratings of
coherence, fluency, and engagingness to compre-
hensively assess generation effectiveness and inter-
action quality.

(Li et al., 2024a)

Risk prefer-
ence

Decision Making Risk preference is measured by analyzing the
LLMs’ choices in scenarios involving uncertainty,
identifying patterns of risk aversion or risk-seeking
behavior based on deviations from expected utility
maximization.

(Jia et al., 2024)

Roleplay
subset of
MT-Bench

Simulated Individual The roleplay subset of MT-Bench evaluates RPLA
performance using 2-turn dialogues across prede-
fined role-playing scenarios, with GPT-4 serving as
the evaluator to assess response quality in alignment
with the benchmark’s multi-category design.

(Tang et al., 2024)
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Self-esteem Simulated Individual Self-esteem is measured through a composite self-
report score, with changes across intervention con-
ditions analyzed using a Welch one-way ANOVA
due to unequal variances, revealing no statistically
significant effects.

(Pataranutaporn et al.,
2024)

Self-
Reflection

Simulated Individual Self-reflection is measured through a composite
self-report score, with changes across intervention
conditions analyzed using a one-way ANOVA to
assess the impact of different interventions on par-
ticipants’ reflective thinking.

(Pataranutaporn et al.,
2024)

Selfishness Decision Making Selfishness is measured using the Selfishness Index
(SI), which quantifies how much a player prioritizes
personal gain across rounds, and the Difference In-
dex (DI), which captures the deviation of a player’s
selfishness from the group average, highlighting rel-
ative selfish behavior in multi-agent game settings.

(Kim et al., 2024)

Sense of im-
mersion

Educational Training Sense of immersion is measured through usability
testing feedback, where participants report a height-
ened feeling of immersion and authenticity during
generative AI-driven educational simulations.

(Lee et al.)

Sense of
immersion
/ Perceived
immersion

Educational Training Sense of immersion is measured through user-
reported experiences during usability testing, where
participants assess the authenticity and engagement
of the simulation, often attributed to the generative
AI’s ability to produce dynamic and unpredictable
interactions.

(Lee et al.)

Sensitivity
to personal-
ization

Simulated Individual Sensitivity to personalization is measured by com-
paring LLM outputs before and after adding socio-
demographic attributes, using Cohen’s K to assess
agreement on labels for ambiguous posts—where
lower K values indicate greater sensitivity and
stronger effects of personalization.

(Giorgi et al., 2024)

Simulation
capability

Decision Making Simulation capability is measured using a Tur-
ing test, where human annotators compare LLM-
generated responses to human responses in policy
execution scenarios and assign rationality labels to
assess how realistically the LLM simulates human
behavior.

(Ji et al., 2024)

Skill Simulated Individual Multiple skill-based evaluations, including compre-
hension and completeness metrics, are used to as-
sess the model’s effectiveness in performing com-
plex tasks requiring accurate understanding and
thorough responses.

(Shin et al., 2024)

Societal Fair-
ness

Decision Making Societal Fairness is measured using variance in per-
capita living area, inverse order pairs in allocation,
Gini coefficient of house distribution, and social
welfare gap between vulnerable and non-vulnerable
groups.

(Ji et al., 2024)

Societal Sat-
isfaction

Decision Making Societal Satisfaction is measured using average per-
capita living area size, average individual waiting
time, and social welfare, which reflects the cumula-
tive satisfaction of all participants.

(Ji et al., 2024)

Stance
Alignment

Opinion Dynamics Stance alignment is measured by classifying gener-
ated content into support, neutral, or oppose, and
further quantified using the mean absolute error
(MAE) of attitude scores to capture the degree of
alignment with expected positions.

(Mou et al., 2024c)

Story Psychological Experi-
ment

Story evaluation involves both human and
LLM evaluators rating stories on six dimen-
sions—readability, personalness, redundancy, co-
hesiveness, likeability, and believability—and in-
ferring the personality traits of the LLM personas
based on narrative content.

(Jiang et al., 2023b)
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Story
Content
Generation

Educational Training Story content generation is measured using a narra-
tives staging score based on the five-act structure,
where each script is segmented by word count and
analyzed for language trends and shifts across acts
to evaluate narrative coherence and development.

(Yan et al., 2024)

Success rate Educational Training Success is measured by comparing criterion func-
tion outputs before and after operation across sce-
narios, focusing on agents’ ability to identify ca-
pable candidates, propose accurate workflows, and
correctly assign roles

(Li et al., 2023a)

User experi-
ence

Educational Training User experience was measured through a 9-item
questionnaire on a 7-point Likert scale, assessing
perceived intelligence, enjoyment, usefulness, trust,
sense of connection, and human-likeness for each
AI tutor.

(Cheng et al., 2024)

Utility Decision Making Utility is measured through intrinsic utility func-
tions representing each agent’s normalized satis-
faction based on offer price, and a joint utility
function—inspired by the Nash bargaining solu-
tion—that quantifies the fairness of outcomes as the
product of buyer and seller utilities.

(Huang and Hadfi, 2024)

Valid Re-
sponse Rate

Decision Making Valid Response Rate is used to assess whether the
LLMs’ sent amounts fall within the allowed mone-
tary limits

(Xie et al., 2024a)

Validity Simulated Individual Validity is assessed through Confirmatory Factor
Analysis (CFA) comparing BRASS- and human-
generated items, evaluating convergent validity via
average variance extracted (AVE >0.5) and item
reliability, with most items performing well except
one outlier with low factor loading, underscoring
the need for human review.

(Ke and Ng, 2024)

Web search
quality

Decision Making Web search quality is measured using Mean Recip-
rocal Rank (MRR) to assess the accuracy of the top
relevant result and Normalized Discounted Cumu-
lative Gain (NDCG@1 and NDCG@3) to evaluate
the overall ranking quality against an ideal ordering
of relevance.

(Ren et al., 2024a)

Willingness
to speak

Educational Training Willingness to speak is measured by assigning will-
ingness intensity scores to students when a ques-
tion is posed, reflecting their likelihood to respond
based on individual character traits, and compared
against random selection to highlight the alignment
between personality and participation.

(Shi et al., 2023)

Win rates Simulated Individual Win rates are measured as the proportion of games
won by agents, used to evaluate their overall perfor-
mance, emergent behaviors, and strategy effective-
ness across different game setups.

(Chi et al., 2024)

Wisdom
of Partisan
Crowds
Effect

Opinion Dynamics The Wisdom of Partisan Crowds Effect is measured
by calculating the reduction in normalized group
error over time, quantifying how much LLM agent
group estimates move closer to the ground truth
through social interaction, with more negative indi-
cating stronger collective improvement.

(Chuang et al., 2023b)
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