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Abstract

The ability of large language models to
solve complex mathematical problems has pro-
gressed significantly, particularly for tasks re-
quiring advanced reasoning. However, the
scarcity of sufficiently challenging problems,
particularly at the Olympiad level, hinders fur-
ther advancements. In this work, we introduce
PROMPTCOT, a novel approach for automati-
cally generating high-quality Olympiad-level
math problems. The proposed method synthe-
sizes complex problems based on mathematical
concepts and the rationale behind problem con-
struction, emulating the thought processes of
experienced problem designers. We provide a
theoretical analysis demonstrating that an op-
timal rationale should maximize both the like-
lihood of rationale generation given the asso-
ciated concepts and the likelihood of problem
generation conditioned on both the rationale
and the concepts. Our method is evaluated
on standard benchmarks including GSM8K,
MATH-500, and AIME2024, where it consis-
tently outperforms existing problem generation
methods. Furthermore, we demonstrate that
PROMPTCOT exhibits superior data scalability,
consistently maintaining high performance as
the dataset size increases, outperforming the
baselines.

1 Introduction

“In mathematics the art of proposing a
question must be held of higher value
than solving it.”

—— Georg Cantor

Recent advancements in large language models
(LLMs) have greatly enhanced their capability for
solving complex problems through planning and

* This work was done during an internship at Ant Group.
† Corresponding authors.

reasoning. Particularly in mathematics, strong rea-
soning models such as OpenAI o1 (Jaech et al.,
2024) and DeepSeek r1 (Guo et al., 2025) have sig-
nificantly pushed the boundaries of AI from master-
ing grade school problems (Yang et al., 2024b) to
excelling at Olympiad-level challenges (Guo et al.,
2025). The remarkable achievements have inspired
the community to explore dedicating more com-
putational resources to the inference stage. Con-
sequently, the scaling paradigm of LLMs is shift-
ing from training time to test time (Snell et al.,
2024). While powerful reasoning LLMs, such as
DeepSeek r1, have been open-sourced, the details
of math problem acquisition remain obscured in
the published literature (e.g., the technical report
of DeepSeek r1), and such data is still kept private.
Consequently, studies aiming to reproduce o1-like
or r1-like performance have to rely on open-source
math datasets (Li et al., 2024b), which are often
constrained by scale and difficulty. This leaves an
open research question (RQ): how can we obtain
high-quality, sufficiently challenging math prob-
lems at scale? We emphasize that RQ is crucial
for test-time scaling research, as it serves as a pre-
requisite for effectively initiating the supervised
fine-tuning (SFT) or reinforcement learning (RL)
process.

We investigate the automated generation of
Olympiad-level math problems as a principled ap-
proach to addressing RQ. Prior to our work, several
projects have curated math datasets, typically in-
volving problem synthesis procedures. Existing
synthesis methods can be categorized into three
frameworks: (1) direct generation through prompt-
ing powerful LLMs (Huang et al., 2024; Tang et al.,
2024; Li et al., 2024b; Toshniwal et al., 2024), (2)
mining from pretraining corpora (Yue et al., 2023;
Li et al., 2024d), and (3) problem evolution, ei-
ther through simple-to-simple rephrasing (Yu et al.,
2023) or difficulty-based progression (Xu et al.,
2023; Luo et al., 2023). While these efforts progres-
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Dataset Qwen2.5-Math-72B-Instruct DeepSeek-R1-Distill-Qwen-7B Micro Avg. Accuracy on MATH-500 and AIME2024
Accuracy (↓) Avg. Reasoning Tokens (↑) Fine-tuned Qwen2.5-Math-7B ∆ (↑)

AIME2024 30.0 4,159 - -

PROMPTCOT (ours) 48.9 6,502 80.8 +1.2
OpenMathInstruct (Toshniwal et al., 2024) 63.3 1,578 75.8 -3.8
NuminaMath (Li et al., 2024b) 60.9 3,039 76.6 -3.0
Evol-Instruct (Luo et al., 2023) 65.9 1,346 74.0 -5.6
KPDDS (Huang et al., 2024) 73.2 1,225 72.3 -7.3

Table 1: Difficulty and efficacy evaluation for different mathematical datasets. Accuracy: Performance of Qwen2.5-
Math-72B-Instruct on the problems in different datasets. Note that we directly apply the model to solve the problems
without any tuning, so the metric reflects difficulty of the problems for Qwen2.5-Math-72B-Instruct (↓: lower
accuracy indicates higher difficulty). Avg. Reasoning Tokens: Average number of tokens in reasoning processes
generated by DeepSeek-R1-Distill-Qwen-7B when processing the problems in different datasets (↑: larger numbers
means DeepSeek-R1-Distill-Qwen-7B needs more tokens to complete reasoning, suggesting greater problem
difficulty). Micro Avg. Accuracy on MATH-500 and AIME2024: Performance of Qwen2.5-Math-7B after
fine-tuning on different datasets. Accuracy is computed as a weighted average over MATH-500 and AIME 2024.
Note that fine-tuning is conducted using both the problems and their corresponding solutions. Further details are
provided in Section 3. ∆: Difference in performance between Qwen2.5-Math-7B and Qwen2.5-Math-7B-Instruct
(↑: larger margins suggests bigger contributions from the corresponding datasets). Note that no tuning is performed
on Qwen2.5-Math-7B-Instruct, so its Micro Avg. Accuracy remains fixed at 79.6.

sively contribute to LLM reasoning, the problems
provided by these methods now are not challenging
enough for state-of-the-art models, making them
less effective in further advancements. Table 1 pro-
vides a detailed analysis of problem difficulty in
typical published works and open-source datasets,
along with their efficacy in enhancing state-of-the-
art LLMs. From this, we observe clear gaps in
terms of difficulty between the problems in exist-
ing work and those in AIME, as well as the limited
utility of these problems in further improving LLM
performance.

The primary challenge in synthesizing
Olympiad-level math problems lies in their scarcity
in existing corpora. As a result, the complex
reasoning patterns required for such problems
are undertrained, making it difficult for LLMs
to assign sufficient probability to them during
inference. More broadly, what we aim to explore
is by nature a low-resource generation problem,
which is prevalent across various applications
yet inherently contrasts with the fundamental
working mechanisms of LLMs. We focus on the
mathematical domain, but our method can be easily
adapted to other domains. Specifically, we propose
PROMPTCOT, a novel problem generation method
that synthesizes a complex math problem based
on given math concepts (e.g., “Prime Numbers”,
c.f. Figure 1) and a rationale that emulates a
veteran teacher’s thought process when designing
math problems for students. The idea is inspired
by the success of LLMs in “solving” difficult
problems, where detailed reasoning procedures

(e.g., chain-of-thoughts (Wei et al., 2022a)) have
proven particularly effective. Through theoretical
analysis, we show that an optimal rationale
should simultaneously maximize the likelihood
of rationale generation given the concepts and
the likelihood of problem generation conditioned
on both the rationale and the concepts. Based
on this analysis, we implement PROMPTCOT
by first querying an LLM to generate rationales
for prepared Olympiad-level math problems and
their associated concepts, and then fine-tuning an
LLM as a problem generation model using a set of
concept-rationale-problem triples.

We conduct extensive experiments on mul-
tiple benchmarks focused on mathematical
reasoning, including GSM8K (Cobbe et al.,
2021), MATH-500 (Lightman et al., 2023), and
AIME2024 (AIME-2024). Evaluation results
demonstrate that, compared to a range of exist-
ing generation methods and datasets, PROMPTCOT
leads to more significant improvements on state-of-
the-art LLMs after distillation in both short-CoT
and long-CoT settings, achieving 0.4%-4.8% abso-
lute gains on MATH-500 and 6.7%-20% absolute
gains on AIME2024. An extended experiment fur-
ther shows that PROMPTCOT exhibits remarkable
advantages over the baseline method as the number
of problems gradually increases, highlighting its
superior data scalability.

Our contributions are three-fold: (1) We pro-
pose synthesizing Olympiad-level math problems
to enhance LLM reasoning. While previous re-
search (Snell et al., 2024) has identified problem
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Figure 1: Overview of the proposed method. Left: Given an Olympiad problem and its foundational concepts
(extracted using an LLM), the goal is to identify rationales that act as “amplifiers” to enhance the likelihood of
generating the Olympiad problem (i.e., p(x | z, c)) while ensuring that these rationales can be easily derived
from the foundational concepts (i.e., p(z | c)). Right: Once an appropriate rationale is found, we use the
⟨foundational concepts, rationale,Olympiad problem⟩ triple to train a model capable of predicting both the rationale
and the Olympiad problem from any given set of concepts. The model can be further optimized through rejection
sampling, where the quality of generated outputs is evaluated and used for subsequent model training.

difficulty as a key factor in improving LLMs’ rea-
soning capabilities, to the best of our knowledge,
we are the first to formally pose difficult problem
generation as a research question (i.e., RQ); (2)
We propose PROMPTCOT as a principled approach
to generating Olympiad-level math problems. To
the best of our knowledge, we are the first to ap-
ply the chain-of-thought paradigm to the task of
problem generation; and (3) We conduct extensive
experiments to evaluate the efficacy of PROMPT-
COT. Notably, PROMPTCOT is the only method
that enables Qwen2.5-Math base models to surpass
their Instruct versions. Furthermore, a 7B model
distilled using the problems generated by PROMPT-
COT is able to achieve performance comparable to
state-of-the-art 32B models on mathematical rea-
soning tasks.

2 Method

Figure 1 provides an overview of PROMPTCOT. In
summary, our method comprises three key steps:
(1) Concept Extraction: Foundational concepts
are extracted from seed prompts collected from
Olympiad math sources (§2.1); (2) Rationale Gen-
eration: A rationale is inferred for each problem
based on its associated concepts by maximizing
both the probability of the rationale given the con-
cepts and the probability of the problem given
both the rationale and the concepts (§2.2); and (3)
Problem Generation Model Training: Concept-
rationale-problem triples are used to fine-tune an
LLM as a problem generation model, followed by
a rejection sampling fine-tuning stage for further
self-improvement, ensuring the quality of gener-

ated problems (§2.3).

2.1 Concept Extraction

We collect a large set of seed prompts from
the AoPS 1 platform which contains challenging
Olympiad-level math problems. Problems overlap-
ping with common test benchmarks are filtered out
to prevent data leakage. For each seed prompt,
domain-specific concepts are extracted using a
large language model. The model is provided with
a query instruction (see Appendix A for details)
that directs it to identify the salient concepts associ-
ated with the problem. While tailored to mathemat-
ics in our study, these concepts serve as a concise
abstraction of the underlying reasoning in problem
design and can be readily adapted to other domains
by replacing the seed prompts with those relevant
to the target domain.

2.2 Rationale Generation

For effective problem generation, the underlying
rationale should (i) be naturally derived from a
set of foundational concepts and (ii) increase the
likelihood of producing a high-quality problem. To
capture this idea, let us denote the set of extracted
K concepts by

c = {c1, c2, . . . , cK}.

We introduce a latent variable z that represents the
rationale connecting these concepts to the original
problem x. The generation process is then formu-
lated as

1https://artofproblemsolving.com/
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Algorithm 1 Rationale-Guided Problem Generation
Require: A set of seed prompts {p1, p2, . . . , pn} and an LLM for concept extraction and rationale generation.
1: Initialize training set T ← ∅.
2: for all seed prompt x ∈ {x1, x2, . . . , xn} do
3: Concept Extraction: Query the LLM (using the instruction in Appendix A) to extract a set of foundational concepts c.
4: Rationale Generation: Query the LLM (using the instruction in Appendix B) with x and c to generate a rationale z.
5: Add the triplet ⟨c, z, x⟩ to T .
6: Model Training: Train a problem generation model on T with MLE and rejection sampling.
7: Inference: For any given set of foundational concepts c′, use the trained model to generate a rationale z′ and a problem x′,

and aggregate these problems into the set {x′
1, x

′
2, . . . , x

′
m}.

Output: A set of high-quality and challenging problems {x′
1, x

′
2, . . . , x

′
m}.

p(x | c) =
∑

z

p(x, z | c)

=
∑

z

p(x | z, c), p(z | c)

Ideally, we aim to maximize p(x | c); how-
ever, marginalizing over the latent variable z is
intractable. Therefore, we introduce a variational
distribution q(z | c, x) to approximate the true
posterior p(z | c, x) and derive an evidence lower
bound (ELBO) via Jensen’s inequality:

log p(x | c) ≥ Eq(z|c,x)

[
log

p(x, z | c)
q(z | c, x)

]
.

Lemma 1 (Optimal Variational Distribution). The
optimal variational distribution q⋆(z | c, x) that
maximizes the ELBO satisfies

q⋆(z | c, x) ∝ p(x | z, c)p(z | c).

The proof is provided in Appendix D. This result
implies that the optimal distribution over the la-
tent rationale is governed by two key factors: the
extent to which the rationale is naturally derived
from the set of foundational concepts c (as indi-
cated by p(z | c)), and the degree to which this
rationale increases the likelihood of generating a
high-quality problem (as indicated by p(x | z, c)).
In our framework, these insights ensure that the
inferred rationale not only reflects the core input in-
formation but also contributes to the production of
the problems. In practice, z is obtained by querying
a large language model with a dedicated instruction
(see Appendix B).

2.3 Problem Generation Model
Through concept extraction and rationale genera-
tion, we construct a dataset D = {(c, z, x)} from
the seed prompts, where x represents a problem,
c denotes the foundational concepts relevant to

x, and z captures the underlying thought process
behind x. An LLM is then fine-tuned on D as a
problem generation model, enabling it to jointly
synthesize a rationale and the corresponding prob-
lem given a set of foundational concepts. The train-
ing objective is defined by Maximum Likelihood
Estimation (MLE).

To further ensure that synthesized problems are
of high quality, we implement an iterative rejection
sampling mechanism using the fine-tuned problem
generation model from the previous step. Specif-
ically, for each concept set c ∈ D, the model
generates candidate rationale-problem pairs (z̃, x̃).
These candidates undergo rigorous quality assess-
ment through two independent LLMs serving as
evaluators, which assign ratings based on prede-
termined criteria (detailed evaluator instructions
are provided in Appendix C). Only candidate pairs
receiving unanimous “perfect” ratings from both
evaluators are retained for subsequent model op-
timization, thereby ensuring that the fine-tuning
process exclusively incorporates exemplars of the
highest quality. Algorithm 1 presents a formal sum-
mary of the rationale-guided problem generation
procedure.

At inference time, the fine-tuned problem gen-
eration model is supplied with an arbitrary set of
foundational concepts sampled uniformly from the
entire training corpus. It then generates rationale-
problem pairs (z′, x′) that adhere to the rigorous
quality standards established during training. This
approach enables the generation of a large corpus
of high-quality and challenging math problems that
are robust and well-grounded in the underlying
concepts.

When using the synthesized problems for LLM
reasoning, we leverage a powerful teacher model
(details are presented in Section 3) to generate
detailed, step-by-step solutions for each prob-
lem, thereby constructing a comprehensive training
dataset Dtrain = {(x′, s′)}, where s′ denotes the
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solution corresponding to problem x′, for training
downstream mathematical reasoning models.

3 Experiments

3.1 Datasets and Evaluation Metrics

We employ three standard benchmarks focused
on mathematical reasoning. Specifically, we use
the following datasets: (1) GSM8K (Cobbe et al.,
2021) is a dataset consisting of grade-school level
math word problems that require logical reasoning.
It tests a model’s ability to solve elementary-level
math problems; (2) MATH-500 (Lightman et al.,
2023) is a dataset containing high school-level
math problems. It serves to assess a model’s ability
to handle more advanced mathematical reasoning;
and (3) AIME 2024 (AIME-2024) is a benchmark
that includes particularly challenging math prob-
lems from the American Invitational Mathematics
Examination (AIME), designed to assess advanced
problem-solving skills. These problems are signifi-
cantly more difficult than typical high school-level
math problems, requiring advanced reasoning and
problem-solving strategies. We use exact match ac-
curacy as the primary metric for evaluating the per-
formance of our method in math problem-solving
tasks. Specifically, for these tasks, accuracy is de-
termined by comparing the predicted final answer,
enclosed by \boxed, with the ground-truth answer.

3.2 Baseline Methods

We evaluate the proposed method in two settings:
short-CoT and long-CoT. Short-CoT refers to the
vanilla CoT (Wei et al., 2022a), where reasoning to-
kens are generated before deriving the final answer.
Long-CoT (OpenAI, 2024b; Guo et al., 2025), on
the other hand, requires the model to generate a
deep reasoning process, which may include self-
reflections, prior to producing the final CoT se-
quence. For the short-CoT setting, we compare
our method with the following problem generation
baselines: (1) Evol-Instruct: This method (Luo
et al., 2023) aims to enhance the quality of instruc-
tion data by improving both its complexity and
diversity, thus facilitating the generation of more
varied and challenging problems; (2) KPDDS: A
data synthesis framework (Huang et al., 2024)
that generates question-answer pairs by leverag-
ing key concepts and exemplar practices derived
from authentic data sources; (3) OpenMathIn-
struct: This method (Toshniwal et al., 2024) uti-
lizes few-shot learning to prompt an LLM to cre-

ate new math problems based on existing exam-
ples, without explicit instructions for adjusting
difficulty or introducing new constraints; and (4)
NuminaMath: This approach (Li et al., 2024b)
uses an LLM to generate novel math questions
starting from a reference problem. Additionally,
we compare with an open-source model Qwen2.5-
Math-Instruct, which is known for its state-of-
the-art performance without relying on long-CoT
reasoning. For methods that have not released the
generated problems, specifically Evol-Instruct and
KPDDS, we follow their papers and use Llama-
3.1-70B-Instruct (Dubey et al., 2024) as the LLM
to generate the problems, ensuring that the num-
ber of generated problems is consistent with ours.
For NuminaMath 2 and OpenMathInstruct 3, we
directly use the published problem sets. For all
problem generation baselines, we use Qwen2.5-
Math-72B-Instruct as the teacher model to gener-
ate solutions, ensuring a fair comparison across
methods. For the long-CoT setting, we compare
the proposed method with: DeepSeek-R1-Distill-
Qwen, a leading model (Guo et al., 2025) that
incorporates long-CoT reasoning (OpenAI, 2024b),
allowing for more thorough and comprehensive
problem-solving processes that generate solutions
with deeper reasoning.

3.3 Implementation Details
We implement PROMPTCOT in two configurations:
(1) PROMPTCOT-Qwen, distilled from Qwen2.5-
Math-72B-Instruct (Yang et al., 2024b), which is
capable of generating short-CoT (vanilla Chain-
of-Thought) reasoning, and (2) PROMPTCOT-DS,
distilled from DeepSeek-R1-Distill-Qwen-7B (Guo
et al., 2025) (i.e., the teacher model), which is
designed to generate long-CoT reasoning (Ope-
nAI, 2024b). For PROMPTCOT-Qwen, we gen-
erate a total of m = 905, 459 problems, while
for PROMPTCOT-DS, we generate m = 114, 763
problems4. For concept extraction, we construct
a dataset consisting of 6, 365 seed prompts. We
use Llama-3.1-70B-Instruct to extract the relevant
concepts, with the number of concepts per prob-
lem set to k = 5. In the rationale generation
phase, we leverage Llama-3.1-70B-Instruct (Dubey
et al., 2024), Qwen2.5-72B-Instruct (Yang et al.,

2https://huggingface.co/AI-MO
3https://huggingface.co/datasets/nvidia/

OpenMathInstruct-2
4We generate significantly fewer problems in the long-CoT

setting than in the shot-CoT setting, as solution generation in
the long-CoT setting is considerably more costly.

18171

https://huggingface.co/AI-MO
https://huggingface.co/datasets/nvidia/OpenMathInstruct-2
https://huggingface.co/datasets/nvidia/OpenMathInstruct-2


Models Base GSM8K MATH-500 AIME2024

short-CoT
Qwen2.5-Math-1.5B-Instruct - 84.8 75.8 10.0
Openmathinstruct-1.5B Qwen2.5-Math-1.5B 84.9 63.8 13.3
NuminaMath-1.5B Qwen2.5-Math-1.5B 85.1 69.0 16.7
Evol-Instruct-1.5B Qwen2.5-Math-1.5B 84.6 67.4 10.0
KPDDS-1.5B Qwen2.5-Math-1.5B 83.4 64.4 6.7
PROMPTCOT-Qwen-1.5B Qwen2.5-Math-1.5B 87.1 78.4 26.7

long-CoT
DeepSeek-R1-Distill-Qwen-1.5B† - 85.1 80.2 23.3
PROMPTCOT-DS-1.5B DeepSeek-R1-Distill-Qwen-1.5B 86.1 85.0 43.3

Table 2: Evaluation results across three mathematical reasoning benchmarks for models with 1.5B parameters.
Bold numbers indicate the highest performance in each respective setting. † indicates results reproduced using our
prompt.

Models Base GSM8K MATH-500 AIME2024

short-CoT
Qwen2.5-Math-7B-Instruct - 95.2 83.6 13.3
Openmathinstruct-7B Qwen2.5-Math-7B 92.0 79.6 10.0
NuminaMath-7B Qwen2.5-Math-7B 92.9 81.8 20.0
Evol-Instruct-7B Qwen2.5-Math-7B 88.5 77.4 16.7
KPDDS-7B Qwen2.5-Math-7B 89.9 76.0 10.0
PROMPTCOT-Qwen-7B Qwen2.5-Math-7B 93.3 84.0 26.7

long-CoT
DeepSeek-R1-Distill-Qwen-7B† - 91.7 91.6 43.3
PROMPTCOT-DS-7B DeepSeek-R1-Distill-Qwen-7B 92.6 93.0 60.0

Table 3: Evaluation results across three mathematical reasoning benchmarks for models with 7B parameters. Bold
numbers indicate the highest performance in each respective setting. † indicates results reproduced using our
prompt.

2024a), and Qwen2.5-32B-Instruct to diversify the
dataset, resulting in a total of 19, 095 concept-
rationale-problem triples. We initialize the problem
generation model with Llama-3.1-8B. During the
MLE training stage, we employ a learning rate
of 2 × 10−5 and a batch size of 64. In the re-
jection sampling phase, we perform three rounds
of evaluation, using Llama-3.1-70B-Instruct and
Qwen2.5-72B-Instruct as evaluators. For the re-
jection sampling process, we continue to use the
same learning rate of 2 × 10−5 and batch size of
64 as in the MLE training stage. All experiments
are conducted on 8×A100 80GB machines.

3.4 Main Results

The results of our experiments, presented in Ta-
bles 2 and 3, reveal the following key insights: (1)
Our method achieves state-of-the-art performance
across multiple benchmarks, outperforming the
baselines on both short-CoT and long-CoT settings.
This highlights the efficacy of our rationale-driven
approach in generating high-quality problems; (2)
As the problem difficulty increases from GSM8K
to MATH-500 and AIME2024, our method’s ad-

vantage becomes more pronounced. This is par-
ticularly evident on AIME2024, which demands
more advanced reasoning and problem construc-
tion. Our approach excels at generating Olympiad-
level problems, capturing the more complex reason-
ing needed for such tasks; and (3) Our method fur-
ther enhances the performance of long-CoT models
like DeepSeek-R1-Distill-Qwen. The generation of
Olympiad-level problems, with their higher com-
plexity, taps into the full potential of long-CoT
reasoning, enabling deeper and more effective rea-
soning processes.

Models GSM8K MATH-500 AIME2024

PROMPTCOT (full) 87.1 78.4 26.7

- rationale 82.3 67.0 10.0
- optimal 86.3 72.6 16.7
- rejection sampling 85.9 75.2 20.0

Table 4: Ablation study results for 1.5B parameter mod-
els. Bold numbers indicate the highest performance.
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4 Discussions

In addition to the extensive evaluation across multi-
ple benchmarks, we seek to further understand the
underlying mechanisms of PROMPTCOT. Specifi-
cally, we explore the following research questions:
(1) RQ1: How do the different components of
PROMPTCOT contribute to its performance? (2)
RQ2: How does the difficulty of the problems gen-
erated by PROMPTCOT compare to those from typ-
ical published works and open-source datasets? (3)
RQ3: How does PROMPTCOT compare to state-
of-the-art models with larger parameter sizes? (4)
RQ4: What are the scaling properties of the prob-
lems generated by PROMPTCOT?

4.1 Ablation Study for RQ1

We perform an ablation study using 1.5B param-
eter models in the short-CoT setting and evaluate
three variants of PROMPTCOT: exclusion of the
rationale, denoted as “- rationale”; exclusion of
the optimality condition for the rationale, referred
to as “- optimal”;5 and exclusion of the rejection
sampling process, represented as “- rejection sam-
pling”.

The results in Table 4 show that the full ver-
sion of PROMPTCOT consistently outperforms all
variants, emphasizing the importance of each com-
ponent. Excluding the rationale leads to the largest
performance drop, indicating the crucial role of
the rationale in guiding problem generation. The “-
optimal” variant also experiences a performance de-
crease, albeit smaller, highlighting the significance
of the rationale’s optimal construction. The ex-
clusion of rejection sampling has the least impact,
suggesting that while it helps align the problem
generation model with predefined quality criteria,
the difficulty of problems plays a more important
role in reasoning tasks.

4.2 Analysis of Problem Difficulty for RQ2

While Table 1 in Section 1 has presented analy-
sis on problem difficulty, we provide more details
here. We assess the performance of Qwen2.5-Math-
Instruct when tested on problem sets produced by
different problem generation methods, including
PROMPTCOT and other baselines. Specifically, we
calculate the accuracy of Qwen2.5-Math-Instruct
on these problem sets to compare their difficulty.

5Upon implementation, we removed the two conditions
marked as “(IMPORTANT)” in the instruction for rationale
generation (Appendix B)

We use the accuracy on AIME2024 as a reference.
For open-source datasets, including NuminaMath
and OpenMathInstruct, we use the provided an-
swers in the datasets as the ground truth to calculate
accuracy. For other methods, including KPDDS,
Evol-Instruct, and PROMPTCOT, we use a strong
reasoning model, DeepSeek-R1-Distill-Qwen-7B,
to label the ground truth answers, applying self-
consistency (Wang et al., 2022) with 8 rollouts to
ensure answer validity. The results in Figure 2 in-
dicate that the difficulty of the problems generated
by PROMPTCOT is closer to AIME, outperforming
the other methods by a significant margin.

Additionally, we compare the reasoning tokens
required for different problems. To compute the
number of reasoning tokens, we use the DeepSeek-
R1-Distill-Qwen-7B model.In this experiment, rea-
soning tokens include both the portion between
“<think>” and “</think>” tags, as well as the fi-
nal CoT. The results in Table 1 demonstrate that
PROMPTCOT-generated problems require a con-
siderably higher number of reasoning tokens com-
pared to the other methods, reflecting the increased
difficulty of the problems generated by PROMPT-
COT.

Models MATH-500 AIME2024

QwQ-32B 90.6 50.0
DeepSeek-R1-Distill-Qwen-32B† 90.4 63.3
S1-32B 93.0 56.7

PROMPTCOT-DS-7B 93.0 60.0

Table 5: Performance comparison with state-of-the-
art models having 32B parameters on MATH-500 and
AIME2024. † indicates results reproduced using our
prompt.

4.3 Performance Comparison for RQ3

We further compare PROMPTCOT-DS-7B with
state-of-the-art reasoning models that have signif-
icantly larger parameter sizes to evaluate whether
our model can match the reasoning capabilities typ-
ically associated with larger models. Specifically,
we compare PROMPTCOT-DS-7B with the models
QwQ (Team, 2024), DeepSeek-R1-Distill-Qwen-
32B (Guo et al., 2025), and S1-32B (Muennighoff
et al., 2025), all of which leverage long-CoT to
solve problems. The results presented in Table 5
show that PROMPTCOT-DS-7B achieves perfor-
mance comparable to the state-of-the-art 32B pa-
rameter models. This suggests that our approach,
through synthesizing Olympiad-level problems, en-
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Figure 2: Performance comparison of models with varying capabilities, using Qwen2.5-Math series models, across
problems from diverse sources.

ables smaller models to perform at a level previ-
ously associated with much larger models, high-
lighting the effectiveness of our method in enhanc-
ing reasoning capabilities without requiring an in-
crease in parameter size.
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Figure 3: Comparison of Scaling Performance between
PROMPTCOT and OpenMathInstruct across Varying
Problem Set Sizes

4.4 Scaling Properties for RQ4
We evaluate the scaling property of PROMPTCOT
by comparing it with OpenMathInstruct across
varying problem sizes, ranging from 200K to
800K problems. To conduct the evaluation, we
use Qwen2.5-Math-1.5B as the base model and
Qwen2.5-Math-Instruct-72B to generate solutions
for the problems. We select MATH-500 as the eval-
uation dataset due to its balanced difficulty and
appropriate scale. The results shown in Figure 3
demonstrate that PROMPTCOT consistently outper-
forms OpenMathInstruct across all problem sizes.
PROMPTCOT exhibits significant scalability, main-
taining superior performance as the dataset size
increases, while OpenMathInstruct’s performance
gradually plateaus with larger problem sets.

5 Related Work

Mathematical Reasoning with LLMs. Recent
advances in LLMs’ mathematical capabilities have

been driven by three key directions: data enrich-
ment, methodological innovation, and test-time
scaling. While extensive mathematical pre-training
corpora (Paster et al., 2023; Wang et al., 2024;
Azerbayev et al., 2024; Shao et al., 2024) and cu-
rated fine-tuning datasets (Yue et al., 2023, 2024;
Li et al., 2024a; Toshniwal et al., 2024; Wen et al.,
2025; Ye et al., 2025) have enhanced model per-
formance, concerns persist about their true reason-
ing capabilities versus pattern memorization (Li
et al., 2024c; Mirzadeh et al., 2024; Zhang et al.,
2024; Kambhampati, 2024). To address these limi-
tations, researchers have explored in-context learn-
ing (Zhao et al., 2024c), advanced prompting tech-
niques (Wei et al., 2022b; Press et al., 2023; Imani
et al., 2023; Zhao et al., 2024b), specialized train-
ing approaches (Zhao et al., 2024a; Mitra et al.,
2024; OpenAI, 2024a), and tool integration (Gao
et al., 2023; Schick et al., 2024). Notable break-
throughs include DeepSeek-R1’s (Guo et al., 2025)
rule-based reinforcement learning and test-time
scaling advances (Wu et al., 2024; Guan et al.,
2025; Muennighoff et al., 2025). However, generat-
ing Olympiad-level problems remains challenging.

Prompt Synthesis. Current prompt synthesis ap-
proaches fall into three categories: LLM-driven
generation, data-derived synthesis, and heuristic
composition. LLM-driven methods use advanced
models to generate prompts from seeds (Wang
et al., 2023; Li et al., 2024b), sometimes incorporat-
ing personas (Ge et al., 2024) or concepts (Huang
et al., 2024; Tang et al., 2024). Xu et al. (2024)
introduced auto-regressive template completion for
query generation. Data-derived approaches extract
prompts from existing sources, using techniques
like instruction backtranslation (Li et al., 2024d;
Zhao et al., 2024d) and web corpus refinement (Yue
et al., 2024). Heuristic composition methods sys-
tematically combine simpler elements, as demon-
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strated in visual reasoning (Cheng et al., 2024)
and mathematical problem construction (Luo et al.,
2023; Yu et al., 2024). While these methods show
promise, they lack comprehensive rationales in syn-
thesis, limiting their ability to generate sophisti-
cated problems. Our approach addresses this by
explicitly incorporating rationales during synthe-
sis.

6 Conclusion

In this paper, we introduce PROMPTCOT, a novel
approach for synthesizing Olympiad-level math
problems. Our method integrates rationale gener-
ation to guide problem synthesis, inspired by the
success of LLMs in reasoning tasks such as chain-
of-thought. By leveraging this rationale and un-
derlying mathematical concepts, we generate com-
plex, high-quality problems that are well-suited
to improve the reasoning capabilities of LLMs.
Through extensive experimentation across multi-
ple mathematical reasoning benchmarks, including
GSM8K, MATH-500, and AIME2024, we show
that PROMPTCOT outperforms existing problem
generation methods.

Ethical Considerations

In accordance with the established Code of Ethics,
this study utilizes only publicly available data and
information, ensuring that no private or confidential
resources are involved.

Limitations

While PROMPTCOT makes significant strides in
the generation of challenging mathematical prob-
lems, there are several limitations that should be
addressed in future work to fully unlock its poten-
tial:

(1) The problem generation model used in
PROMPTCOT is based on Llama-3.1-8B, which,
due to its relatively smaller scale, may still strug-
gle to generate exceptionally challenging problems,
such as those seen in the International Mathemat-
ical Olympiad (IMO). Although it performs well
for tasks within the scope of current benchmarks,
its capacity limits the generation of problems re-
quiring more advanced reasoning and complexity.
In future work, we plan to explore the use of larger
pre-trained models to improve the quality and diffi-
culty of the generated problems, enabling the syn-
thesis of more sophisticated problem sets.

(2) While PROMPTCOT has successfully scaled
problem generation to 905K problems, this scale re-
mains modest compared to the vast amounts of data
used for LLM pretraining. Expanding the problem
generation capacity to larger scales is crucial for
generating more diverse and challenging problem
sets. Future research should focus on extending
the scalability of problem generation to better align
with the scale of current LLM training data, con-
tributing to the development of more robust and
capable models.
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A Instruction for Concept Extraction

The following prompt extracts domain-specific concepts from each seed prompt. This instruction directs
the large language model to identify the salient concepts underlying the given mathematical problem.

Concept Extraction Prompt

As an expert in educational assessment, analyze this problem:
{problem}
Break down and identify {num_concepts} foundational concepts being tested. List these knowledge
points that:

• Are core curriculum concepts typically taught in standard courses,

• Are precise and measurable (not vague like "understanding math"),

• Are essential building blocks needed to solve this problem,

• Represent fundamental principles rather than problem-specific techniques.

Think through your analysis step by step, then format your response as a Python code snippet
containing a list of {num_concepts} strings, where each string clearly describes one fundamental
knowledge point.

B Instruction for Rationale Generation

The following prompt is used to guide the large language model in generating a detailed thought process
that serves as the rationale for prompt generation. Note that we emphasize two requirements with
“(IMPORTANT)” markers in the prompt, aiming to enhance p(x|z, c) and p(z|c), respectively.

Rationale Generation Instruction

Imagine you are an expert in educational problem design.
You will be shown these components:
Problem: {problem}
Fundamental Concepts: {list of concepts}
Difficulty Level: {difficulty_level}
Your task is to reverse-engineer a clear thinking process that shows how a teacher might design
this problem. This thinking process should:

• Show how combining the given foundational concepts naturally leads to a problem at the
specified difficulty level.

• Include all key decisions and reasoning that shaped the problem design.

• (IMPORTANT) Be so precise and detailed that another teacher following these exact steps
would recreate the identical problem.

• (IMPORTANT) Be so natural and logical that another teacher could derive the same thinking
process using only the foundational concepts and difficulty level.

Present your answer after “Thinking Process:” with the complete step-by-step thinking process
described above.
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C Instruction for Rejection Sampling

Evaluation Prompt

As a critical expert in educational problem design, evaluate the following problem components:
=== GIVEN MATERIALS ===

• 1. Problem & Design Rationale: {rationale_and_problem}
(The rationale describes the author’s thinking process and justification in designing this problem)

• 2. Foundational Concepts: {concept_text}

• 3. Target Difficulty Level: {level}

=== EVALUATION CRITERIA ===
Rate each criterion as: [Perfect | Acceptable | Bad]

• 1. FORMAT

– Verify correct implementation of markup tags:
– <!– BEGIN RATIONALE –> [design thinking process] <!– END RATIONALE –>

– <!– BEGIN PROBLEM –> [problem] <!– END PROBLEM –>

• 2. FACTUAL ACCURACY

– Check for any incorrect or misleading information in both problem and rationale
– Verify mathematical, scientific, or logical consistency

• 3. DIFFICULTY ALIGNMENT

– Assess if problem complexity matches the specified difficulty level
– Evaluate if cognitive demands align with target level

• 4. CONCEPT COVERAGE

– Evaluate how well the problem incorporates the given foundational concepts
– Check for missing concept applications

• 5. SOLVABILITY

– Verify if the problem has at least one valid solution
– Check if all necessary information for solving is provided

=== RESPONSE FORMAT ===
For each criterion, provide:

• Rating: [Perfect | Acceptable | Bad]

• Justification: Clear explanation for the rating

=== FINAL VERDICT ===
After providing all criterion evaluations, conclude your response with:

’Final Judgement: [verdict]’

where verdict must be one of:

• ’perfect’ (if both FACTUAL ACCURACY and SOLVABILITY are Perfect, at least two other criteria are Perfect,
and no Bad ratings)

• ’acceptable’ (if no Bad ratings and doesn’t qualify for perfect)

• ’bad’ (if ANY Bad ratings)

Note: The ’Final Judgement: [verdict]’ line must be the final line of your response.
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D Proof of the Optimal Variational Distribution

In this section, we provide a rigorous derivation of the optimal variational distribution q⋆(z | c, x) that
maximizes the evidence lower bound (ELBO)

L(q) = Eq(z|c,x)

[
log

p(x, z | c)
q(z | c, x)

]

subject to the normalization constraint
∑

z

q(z | c, x) = 1.

We wish to maximize the functional

L(q) =
∑

z

q(z | c, x) log p(x, z | c)
q(z | c, x) ,

with respect to q(z | c, x), subject to ∑

z

q(z | c, x) = 1.

To incorporate the constraint, we define the Lagrangian functional

J (q, λ) =
∑

z

q(z | c, x) log p(x, z | c)
q(z | c, x) + λ

(∑

z

q(z | c, x)− 1

)
,

where λ is a Lagrange multiplier.
For each z, we take the derivative of J (q, λ) with respect to q(z | c, x). Using standard calculus of

variations, we obtain:
∂J

∂q(z | c, x) = log
p(x, z | c)
q(z | c, x) − 1 + λ.

Setting this derivative to zero for optimality, we have

log
p(x, z | c)
q(z | c, x) − 1 + λ = 0.

Rearrange the above equation to isolate q(z | c, x):

log
p(x, z | c)
q(z | c, x) = 1− λ.

Exponentiating both sides yields
p(x, z | c)
q(z | c, x) = e1−λ,

or equivalently,
q(z | c, x) = p(x, z | c) e−(1−λ).

We now enforce the normalization constraint:
∑

z

q(z | c, x) = e−(1−λ)
∑

z

p(x, z | c) = e−(1−λ) p(x | c) = 1.

Solving for e−(1−λ), we obtain

e−(1−λ) =
1

p(x | c) .

Substituting this result back into the expression for q(z | c, x), we arrive at the optimal variational
distribution:

q⋆(z | c, x) = p(x, z | c)
p(x | c) .

This completes the proof.
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E Case Study

To further demonstrate the effectiveness of PROMPTCOT, we visualize the step-by-step rationale genera-
tion and the corresponding problem produced by our problem generation model (as detailed in §2.3) in
Figure 4 and 5, highlighting how the rationale is grounded in the problem’s core elements and guides the
model towards generating Olympiad-level problems.

Figures 6 - 10 show the solutions generated by PROMPTCOT-Qwen-7B and PROMPTCOT-DS-7B for
various problem sources.
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Foundational Concepts:

1. Geometric arrangements and intersection points, including the concept of interior points created by intersecting lines

2. Understanding of expected value in probability theory

3. Understanding of ratios and proportions, particularly in the context of comparing areas of geometric shapes

4. Ability to apply algebraic manipulations, such as solving linear equations and simplifying expressions, to solve problems

5. Knowledge of integer arithmetic and the properties of integers, including powers of 2

Rationale:
Step 1: Concept Selection and Combination
To design a problem at the AMC12 difficulty level, we need to combine multiple foundational concepts in a way that creates a
challenging yet solvable problem. We start by selecting concepts that naturally fit together. In this case, we choose:

• Geometric arrangements and intersection points (Concept 1)

• Expected value in probability theory (Concept 2)

• Ratios and proportions (Concept 3)

• Algebraic manipulations (Concept 4)

• Integer arithmetic and properties of integers (Concept 5)

We want to create a problem that requires the student to apply these concepts in a cohesive and logical manner.

Step 2: Problem Theme and Context
To make the problem more engaging, we decide to use a geometric theme involving intersecting lines. We choose a square as
the geometric shape, as it is simple and familiar to students. We also introduce the idea of interior points created by intersecting
lines, which will be used to calculate expected values.

Step 3: Problem Statement and Parameters
We define the problem statement: "For each interior point P of a square, let a(P ) denote the number of distinct intersection
points of the lines that pass through P and the sides of the square." This statement introduces the concept of intersection points
and sets the stage for the problem.
To add complexity, we introduce two specific points, A and B, and ask for the ratio a(A)

a(B)
. This requires students to apply their

understanding of ratios and proportions (Concept 3).

Step 4: Expected Value and Probability
To incorporate expected value (Concept 2), we introduce the idea of a randomly chosen point P . We want students to think
about the expected number of intersection points for a randomly chosen point, which will be used to calculate the ratio a(A)

a(B)
.

Step 5: Algebraic Manipulations and Integer Arithmetic
To make the problem more challenging, we decide to ask for the sum of the digits of the ratio a(A)

a(B)
. This requires students to

apply algebraic manipulations (Concept 4) and integer arithmetic (Concept 5) to simplify the expression and find the sum of its
digits.

Step 6: Difficulty Level and Constraints
To ensure the problem is at the AMC12 difficulty level, we need to balance the complexity of the concepts and the calculations
required. We decide to keep the problem statement concise and focused on the key concepts, rather than introducing additional
complexity.

Step 7: Finalizing the Problem
After considering the above steps, we finalize the problem:
"For each interior point P of a square, let a(P ) denote the number of distinct intersection points of the lines that pass through
P and the sides of the square. For example, a(P ) has the values shown below for some points P in the square. What is the sum
of the digits of a(A)

a(B)
?"

This problem requires students to apply a range of concepts in a logical and cohesive manner, making it suitable for the AMC12
difficulty level.

Final Problem:
For each interior point P of a square, let a(P ) denote the number of distinct intersection points of the lines that pass through P
and the sides of the square. For example, a(P ) has the values shown below for some points P in the square. [Diagram showing
a square with points A, B, C, D and their corresponding a(P ) values] What is the sum of the digits of a(A)

a(B)
?

Figure 4: Case study of rationale and problem generation.
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Foundational Concepts:

1. Skill in solving inequalities involving integers

2. Ability to recognize and analyze patterns in number sequences, including multiples of a number

3. Understanding of the unit circle and the periodicity of trigonometric functions, especially within the interval from 0 to 2π

4. Understanding of the concept of collinearity, including the ability to determine whether three points lie on the same line
in 3D space

5. Ability to set up and solve algebraic equations to represent and solve problems

Rationale:
Step 1: Selecting Foundational Concepts and Difficulty Level
I start by selecting the foundational concepts and the desired difficulty level for the problem. In this case, I choose the
concepts of solving inequalities involving integers, recognizing patterns in number sequences, understanding the unit circle and
periodicity of trigonometric functions, understanding collinearity, and setting up and solving algebraic equations. The desired
difficulty level is HMMT-Nov, which suggests a challenging problem that requires careful analysis and application of multiple
concepts.

Step 2: Brainstorming Ideas
Next, I brainstorm ideas that combine the selected concepts. I consider problems involving sequences of integers, trigonometric
functions, and 3D geometry. I think about how these concepts can be connected, and I start to form ideas about problems that
could require the application of multiple concepts.

Step 3: Focusing on Collinearity and Trigonometric Functions
I decide to focus on the concept of collinearity in 3D space, as it is a rich area for problem design. I think about how I can use
trigonometric functions to create a scenario where three points are collinear. I consider the unit circle and the periodicity of
trigonometric functions, and I realize that I can use the fact that the cosine and sine functions are periodic with a period of 2π to
create a repeating pattern.

Step 4: Introducing a Sequence of Integers
To incorporate the concept of sequences of integers, I decide to introduce a sequence an that is defined in terms of n. I consider
how I can use the fact that an is an integer to create a problem that requires careful analysis of the sequence. I think about how
I can use the sequence to create a scenario where the three points are collinear.

Step 5: Creating a Scenario with Collinear Points
I decide to create a scenario where three points are collinear in 3D space, and the coordinates of the points are defined in terms
of the sequence an. I think about how I can use the fact that the cosine and sine functions are periodic with a period of 2π to
create a repeating pattern, and I realize that I can use this to create a scenario where the three points are collinear. I decide to
use the coordinates (xn, yn, zn), where xn = cos(an), yn = sin(an), and zn = n.

Step 6: Defining the Problem
I define the problem as finding the number of integers 1 ≤ k ≤ 2017 such that the points (xk, yk, zk), (xk+1, yk+1, zk+1), and
(xk+2, yk+2, zk+2) all lie on the same line. I realize that this problem requires the application of multiple concepts, including
solving inequalities involving integers, recognizing patterns in number sequences, understanding the unit circle and periodicity
of trigonometric functions, understanding collinearity, and setting up and solving algebraic equations.

Step 7: Finalizing the Problem
I finalize the problem by specifying the interval 0 ≤ an < 2π and the condition that an is an integer. I realize that this condition
ensures that the problem is well-defined and that the solution can be found using careful analysis of the sequence an. I am
confident that the problem is at the desired difficulty level, and I am excited to see how students will approach the problem.

Final Problem:
Let a1, a2, . . . be a sequence of integers such that 0 ≤ an < 2π for all n, and such that there exists a positive integer M for
which an = an+M for all n. For how many integers 1 ≤ k ≤ 2017 do there exist real numbers xk, yk, zk such that the points
(xk, yk, zk) , (xk+1, yk+1, zk+1), and (xk+2, yk+2, zk+2) all lie on the same line, and such that xk = cos (ak) , yk = sin (ak),
and zk = k ?

Figure 5: Case study of rationale and problem generation.
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Problem:
Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her friends every day
with four. She sells the remainder at the farmers’ market daily for $2 per fresh duck egg. How much in dollars does she
make every day at the farmers’ market?

Thought Process:
<think>
Okay, so I need to figure out how much Janet makes every day from selling her duck eggs at the farmers’ market. Let me
try to break this down step by step.
First, the problem says that Janet’s ducks lay 16 eggs per day. That seems straightforward. So, she has 16 eggs each day
that she can potentially sell or use for something else.
Next, she eats three eggs for breakfast every morning. Hmm, so every day, she consumes 3 eggs. That means those 3 eggs
aren’t available for sale anymore. So, I should subtract those 3 eggs from the total number of eggs she lays each day. Let
me write that down:
Total eggs laid: 16
Eggs eaten for breakfast: 3
So, eggs left after breakfast: 16− 3 = 13
Wait, hold on. Is that all? Because she also bakes muffins for her friends every day using four eggs. So, she uses another 4
eggs for baking muffins. That means I need to subtract those 4 eggs as well. Let me adjust my calculation:
Eggs used for muffins: 4
So, total eggs used: 3 (eaten) +4 (baked) = 7
Therefore, the remaining eggs she can sell would be the total eggs minus the ones she ate and minus the ones she used for
muffins. Let me compute that:
Eggs sold = Total eggs - Eggs eaten - Eggs used for muffins
Eggs sold = 16− 3− 4 = 9
So, she has 9 eggs left to sell each day. Now, she sells each fresh duck egg for $2 at the farmers’ market. To find out how
much money she makes daily, I need to multiply the number of eggs she sells by the price per egg.
Money made = Eggs sold × Price per egg
Money made = 9× $2 = $18
Let me just double-check my calculations to make sure I didn’t miss anything. She starts with 16 eggs. She eats 3, which
leaves her with 13. Then she uses 4 for muffins, leaving her with 9. She sells each of those 9 for $2, so 9× 2 is indeed 18.
Is there any other detail I might have overlooked? The problem mentions she lays 16 eggs per day, eats 3 for breakfast,
bakes muffins with 4, and sells the rest. There doesn’t seem to be any other usage or expense mentioned. So, it looks like
all the eggs are either consumed or sold, no leftover eggs or additional costs.
Therefore, I think my calculation is correct. She makes $18 each day from selling her duck eggs at the farmers’ market.
Final Answer
Janet makes 18 dollars every day at the farmers’ market.
</think>

Solution:
Janet’s ducks lay 16 eggs per day. She eats 3 eggs for breakfast every morning and uses 4 eggs to bake muffins daily. The
remaining eggs are sold at the farmers’ market for $2 per egg.

1. Total eggs laid: 16

2. Eggs eaten for breakfast: 3

3. Eggs used for muffins: 4

4. Eggs sold: 16− 3− 4 = 9

5. Money made from selling eggs: 9× 2 = 18

Thus, Janet makes 18 dollars every day at the farmers’ market.

Figure 6: Solution generated by PROMPTCOT-DS-7B for a GSM8K problem.
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Problem:
Jen enters a lottery by picking 4 distinct numbers from S = {1, 2, 3, · · · , 9, 10}. 4 numbers are randomly chosen from S.
She wins a prize if at least two of her numbers were 2 of the randomly chosen numbers, and wins the grand prize if all
four of her numbers were the randomly chosen numbers. The probability of her winning the grand prize given that she
won a prize is m

n
where m and n are relatively prime positive integers. Find m+ n.

Solution:
1. Calculate the total number of ways to choose 4 numbers from S:
The set S contains 10 elements, so the number of ways to choose 4 distinct numbers from S is:

(
10

4

)
=

10!

4!6!
= 210

2. Calculate the number of ways Jen can win a prize:
Jen wins a prize if at least 2 of her numbers match the randomly chosen numbers. We will use the complement rule to find
this. First, we calculate the number of ways she can win no prize or exactly 1 prize.

• Number of ways she wins no prize:
She must choose 4 numbers from the 6 numbers that are not the randomly chosen numbers. The number of ways to
do this is: (

6

4

)
=

6!

4!2!
= 15

• Number of ways she wins exactly 1 prize:
She must choose 1 number from the 4 randomly chosen numbers and 3 numbers from the 6 numbers that are not the
randomly chosen numbers. The number of ways to do this is:

(
4

1

)(
6

3

)
= 4 · 6!

3!3!
= 4 · 20 = 80

Therefore, the number of ways she wins no prize or exactly 1 prize is:

15 + 80 = 95

So, the number of ways she wins a prize is:
210− 95 = 115

3. Calculate the number of ways Jen can win the grand prize:
Jen wins the grand prize if all 4 of her numbers match the randomly chosen numbers. The number of ways to do this is:

(
4

4

)
= 1

4. Calculate the probability of winning the grand prize given that she won a prize:
This is the ratio of the number of ways she can win the grand prize to the number of ways she can win a prize:

1

115

Since 1 and 115 are relatively prime, the probability is in its simplest form. Therefore, m = 1 and n = 115, and the sum
m+ n is:

1 + 115 = 116

The final answer is:
116

Figure 7: Solution generated by PROMPTCOT-Qwen-7B for an AIME2024 problem.
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Problem:
There exist real numbers x and y, both greater than 1, such that logx (y

x) = logy
(
x4y
)
= 10. Find xy.

Solution:
To solve the problem, we start with the given equations:

logx(y
x) = 10 and logy(x

4y) = 10

Step 1: Convert logarithmic equations to exponential form
For the first equation, logx(y

x) = 10, we have:
x10 = yx

For the second equation, logy(x
4y) = 10, we have:

y10 = x4y

Step 2: Take natural logarithm of both sides
Starting with x10 = yx, we get:

10 lnx = x ln y

Rearranging this equation, we obtain:
ln y

lnx
=

10

x

Taking the natural logarithm of both sides of y10 = x4y , we get:

10 ln y = 4y lnx

Rearranging this equation, we obtain:
ln y

lnx
=

4y

10
=

2y

5

Step 3: Set equal expressions
Since both expressions are equal to ln y

ln x
, we can set them equal to each other:

10

x
=

2y

5

Step 4: Solve for xy
Cross-multiplying gives:

50 = 2xy

Solving for xy, we get:
xy = 25

Thus, the value of xy is 25 .

Figure 8: Solution generated by PROMPTCOT-Qwen-7B for an AIME2024 problem.
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Problem:
Alice chooses a set A of positive integers. Then Bob lists all finite nonempty sets B of positive integers with the property
that the maximum element of B belongs to A. Bob’s list has 2024 sets. Find the sum of the elements of A.

Solution:
Let’s denote the elements of A as a1, a2, . . . , an where a1 < a2 < · · · < an.

Step 1: Analyze the sets B
For each element ai in A, the sets B that have ai as their maximum element are all subsets of {1, 2, . . . , ai} that include
ai. The number of such subsets is 2ai−1 because we can choose any subset of {1, 2, . . . , ai − 1} and add ai to it.

Step 2: Set up the equation
The total number of sets B is the sum of 2ai−1 for all i from 1 to n:

2a1−1 + 2a2−1 + · · ·+ 2an−1 = 2024

Step 3: Convert 2024 to binary

202410 = 111111010002

This binary representation tells us that:

2024 = 210 + 29 + 28 + 27 + 26 + 25 + 23

Step 4: Identify the elements of A
From the binary representation, we can identify:

a1 − 1 = 3

a2 − 1 = 5

a3 − 1 = 6

a4 − 1 = 7

a5 − 1 = 8

a6 − 1 = 9

a7 − 1 = 10

Therefore, the elements of A are:

a1 = 4, a2 = 6, a3 = 7, a4 = 8, a5 = 9, a6 = 10, a7 = 11

Step 5: Calculate the sum
The sum of the elements of A is:

4 + 6 + 7 + 8 + 9 + 10 + 11 = 55

Thus, the sum of the elements of A is 55 .

Figure 9: Solution generated by PROMPTCOT-Qwen-7B for an AIME2024 problem.
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Problem:
Find the largest possible real part of (75 + 117i)z + 96+144i

z
where z is a complex number with |z| = 4.

Solution:
Step 1: Express z in polar form
Let z = 4eiθ = 4(cos θ + i sin θ)
Then 1

z
= 1

4eiθ
= 1

4
e−iθ = 1

4
(cos θ − i sin θ)

Step 2: Expand first term
(75 + 117i) · 4(cos θ + i sin θ)
= 4(75 cos θ + 75i sin θ + 117i cos θ + 117i2 sin θ)
= 4(75 cos θ + 75i sin θ + 117i cos θ − 117 sin θ)
= 4((75 cos θ − 117 sin θ) + (75 sin θ + 117 cos θ)i)
= (300 cos θ − 468 sin θ) + (300 sin θ + 468 cos θ)i

Step 3: Expand second term
(96 + 144i) · 1

4
(cos θ − i sin θ)

= 1
4
(96 cos θ − 96i sin θ + 144i cos θ − 144i2 sin θ)

= 1
4
(96 cos θ − 96i sin θ + 144i cos θ + 144 sin θ)

= 1
4
((96 cos θ + 144 sin θ) + (−96 sin θ + 144 cos θ)i)

= (24 cos θ + 36 sin θ) + (−24 sin θ + 36 cos θ)i

Step 4: Add terms
(300 cos θ − 468 sin θ + 24 cos θ + 36 sin θ)
+(300 sin θ + 468 cos θ − 24 sin θ + 36 cos θ)i
= (324 cos θ − 432 sin θ) + (324 sin θ + 504 cos θ)i

Step 5: Find maximum real part
The real part is 324 cos θ − 432 sin θ
Maximum value of a cos θ + b sin θ is

√
a2 + b2

Here, a = 324 and b = −432
Maximum value =

√
3242 + (−432)2

=
√
104976 + 186624

=
√
291600

= 540

Therefore, the largest possible real part is 540 .

Figure 10: Solution generated by PROMPTCOT-Qwen-7B for an AIME2024 problem.
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