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Abstract

Large Language Models (LLMs) demonstrate
exceptional proficiency in general-purpose
tasks but struggle with numerical reasoning,
particularly in low-resource languages like
Bengali. Despite advancements, limited re-
search has explored their numerical reason-
ing capabilities in these languages. To ad-
dress this gap, we present BenNumEval (Ben-
gali Numerical Evaluation), a benchmark de-
signed to assess LLMs on numerical reason-
ing tasks in Bengali. It comprises six diverse
tasks and a total of 3.2k samples curated from
real-world problem-solving scenarios. Our ex-
tensive evaluations reveal that even with ad-
vanced prompting techniques such as Cross-
Lingual Prompting (XLP) and Cross-Lingual
Chain-of-Thought Prompting (XCoT), LLMs
fall notably short of human-level performance,
particularlywhen usingBengali Native Prompt-
ing (BNaP). These findings underscore the sub-
stantial gap between current LLM capabilities
and human expertise in numerical reasoning,
highlighting the need for more robust and lin-
guistically inclusiveAImodels to advance Ben-
gali Language Processing and equitable AI de-
velopment. The source code for the system
and evaluation pipeline is publicly available on
GitHub1.

1 Introduction

Numerical reasoning is an essential ability that is
vital in numerous everyday situations. Given the
prevalence of numerical data in textual content, the
ability to perform numerical reasoning is essential
for interpreting and solving problems encountered
in everyday life. This process involves extracting
critical details from text and transforming them
into mathematical formats.

Recently, LLMs have demonstrated consider-
able potential in addressing general-purpose tasks

1https://github.com/kawsar-pie/BenNumEval

within the AI community, showcasing their effi-
ciency across a broad spectrum of applications
(Zhao et al., 2023). However, despite these ad-
vancements, current state-of-the-art AI systems re-
main fragile and often need help when presented
with mathematical reasoning problems that are
posed in a slightly altered way (Bang et al., 2023).
This constraint makes LLMs less effective for real-
world problem-solving, particularly in handling nu-
merical reasoning tasks requiring multiple reason-
ing steps (Ahn et al., 2024). While these mod-
els perform adequately with simple, single-step
tasks, they frequently falter when confronted with
more complex problems, such as math word prob-
lems, which require the models to comprehend the
text, determine the appropriate mathematical op-
erations, and arrive at the correct solution (Shi
et al., 2022; Schwartz et al., 2024). This highlights
the need for further advancements to enhance
their robustness in handling suchmultifaceted chal-
lenges. To address these challenges, various bench-
marks have been developed for numerical reason-
ing. For example, MGSM (Shi et al., 2022), a mul-
tilingual benchmark that includes ten languages
with diverse linguistic structures. Mishra et al.
(2022b) developed NumGLUE and LILA bench-
mark (Mishra et al., 2022a), which assess how ef-
fectively advanced language models can manage
numerical reasoning tasks across various problems
in English.

This work introduces BenNumEval (Bengali Nu-
merical Evaluation), a novel benchmark dataset
designed for numerical reasoning tasks in the
Bengali language. Currently, there is a lack of
dedicated datasets for evaluating State-of-the-Art
(SoTA) models on these tasks in Bengali, making
it difficult to assess their performance accurately.
This limitation highlights a significant gap in eval-
uating the numerical reasoning capabilities ofmod-
els in low-resource languages. BenNumEval seeks
to address this challenge by providing a structured
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benchmark, fostering new research opportunities
in Bengali Language Processing (BLP), and ad-
vancing AI capabilities in underrepresented lan-
guages. The main contributions of this work are
as follows.

• We introduce BenNumEval, a benchmark
dataset for evaluating numerical reasoning in
Bengali, covering six diverse tasks with 3.2k
examples sourced from multiple domains.

• We conduct a comprehensive evaluation of
LLMs on BenNumEval using Bengali Native
Prompting (BNaP), Cross-Lingual Prompt-
ing (XLP), and Cross-Lingual Chain-of-
Thought prompting(XCoT). Results indicate
that while advanced prompting improves per-
formance, LLMs still lag behind human-level
reasoning, underscoring key challenges in
Bengali numerical understanding.

2 Related Work
Numerical reasoning has grown from small-scale
to large-scale datasets, supporting deep learning re-
search. This section chronologically reviews vital
datasets and models, showcasing their impact on
advancing mathematical reasoning in NLP.

Benchmark Datasets. Early works in this do-
main focused on small-scale datasets aimed at un-
derstanding the quantitative aspects of natural lan-
guage. For instance, Kushman et al. (2014) intro-
duced a template-based dataset that solved ques-
tions with equations as parameters. This was fol-
lowed by the addition-subtraction dataset by Hos-
seini et al. (2014), which focused on simple arith-
metic operations, and a dataset for arithmetic prob-
lems developed by Koncel-Kedziorski et al. (2015).
These datasets were foundational in addressing ba-
sic arithmetic reasoning tasks.

Over time, the complexity of arithmetic reason-
ing questions has steadily increased. Roy and
Roth (2016) and Upadhyay et al. (2016) developed
more challenging datasets, pushing the bound-
aries of arithmetic reasoning. As research pro-
gressed, larger datasets were introduced, notably
by Ling et al. (2017) and Dua et al. (2019), to sup-
port deep learning models. To enhance diversity
and explainability, Amini et al. (2019) and Miao
et al. (2021) created datasets with varied prob-
lem types. Further advancements were made by
Zhang et al. (2020) and Hendrycks et al. (2021),
who focused on scale information in embeddings

and increasing question difficulty. Mishra et al.
(2022b) introduced two benchmarks: NumGLUE,
with 100K problems across eight tasks to assess
arithmetic reasoning, and LILA (Mishra et al.,
2022a), which combines 20 datasets for mathemat-
ical reasoning, categorized into 23 tasks. Both
benchmarks highlight the difficulty for advanced
models, with GPT-3 (Brown, 2020) struggling on
NumGLUE and RoBERTa (Liu, 2019) performing
poorly on SVAMP, a 1,000-problem challenge set
developed by Patel et al. (2021). Recent advance-
ments in arithmetic reasoning benchmarks include
GSM8K by (Cobbe et al., 2021), featuring 8.5K
diverse grade-school math problems, and MATH
(Hendrycks et al., 2021) dataset with 12,500 com-
plex competition-level problems. Both highlight
the difficulty models face in solving these tasks.
Shi et al. (2022) introduced MGSM, testing multi-
lingual reasoningwith 250GSM8Kproblems in 10
languages. Additionally, the Bengali Math Word
Problem (BMWP) dataset by Mondal et al. (2023)
contains 8,653-word problems, focusing on oper-
ator recognition rather than the mathematical rea-
soning addressed in this study.

Models. In addition to general-purpose LLMs,
researchers have increasingly focused on enhanc-
ing these models’ mathematical and logical rea-
soning capabilities (Ahn et al., 2024). This has
led to a recent trend of developing LLMs specif-
ically tailored for mathematical reasoning, such as
DeepSeekMath (Shao et al., 2024), Mathstral-7B2,
Qwen-2.5-math (Yang et al., 2024), InternLM2-
math (Ying et al., 2024), Llemma (Azerbayev et al.,
2023), and WizardMath (Luo et al., 2023). These
models are explicitly designed to improve perfor-
mance on math reasoning tasks.

Most existing research focuses on high-resource
languages like English, creating a major gap in re-
sources for evaluating numerical reasoning in low-
resource languages. To address this disparity, we
introduce BenNumEval, a comprehensive bench-
mark dataset for numerical reasoning in Bengali.
Besides this work aims to facilitate the evaluation
of NLP models in a low-resource setting and con-
tribute to the development of robust multilingual
and cross-lingual model capabilities.

3 Overview of Tasks in BenNumEval

Evaluating LLMs on numerical reasoning is chal-
lenging, particularly when creating a benchmark

2https://mistral.ai/news/mathstral/
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in Bengali due to the lack of resources. To ad-
dress this, we introduce BenNumEval, a bench-
mark dataset with six tasks focused on numerical
reasoning in Bengali (see Table 1).
Commonsense + Arithmetic (CA). Consider the
problem: "আবুল েবােডর্ পৰ্িতিট বাংলা সব্রবণর্ িলেখিছেলন। যিদ
পৰ্িতিট সব্রবণর্ ৭ বার েলখা হয়। েবােডর্ েমাট কতিট বণর্মালা েলখা
িছল?" (Abul wrote each Bengali vowel on the board.
If each vowel was written 7 times, how many letters
were written on the board in total?) Solving this
requires both arithmetic reasoning and common-
sense knowledge, such as recognizing that Bengali
has 11 vowels. These problems combine numeri-
cal commonsense facts (e.g., a hand has 5 fingers,
a week has 7 days) with arithmetic challenges.
Domain-Specific (DS). "১২ েরিডয়ানেক িডিগৰ্েত পৰ্কাশ
করেল কত হেব?" (What is the value of 12 radians in
degrees?) This task requires numerical reasoning
combined with domain-specific knowledge, such
as applying the formula, Degrees = 180

π ×Radians.
The dataset covers various fields, including chem-
istry, physics, advanced mathematics, and com-
puter science.
Commonsense + Quantitative (CQ). This cate-
gory involves quantitative comparisons, such as de-
termining if one number is larger or smaller than
another. For example: "১২৩৪৫৬৭৮৯০ সংখয্ািট িক
৯৮৭৬৫৪৩২১০ এর েচেয় েছাট নািক বড়? (A) েছাট (B)
বড়" (Is the number 1234567890 smaller or larger
than 9876543210? (A) Smaller (B) Larger). These
questions often require subtraction or other arith-
metic operations to solve.
Fill-in-the-blanks Format (FiB). "৪িট কলেমর মূলয্
৮০ টাকা। ১০িট কলেমর মূলয্ ___ টাকা।" (The price of 4
pens is 80 Taka. The price of 10 pens is ___ Taka.)
This task, unlike others requiring external knowl-
edge, is self-contained and focuses solely on nu-
merical reasoning. It represents a variation of tra-
ditional math word problems in a fill-in-the-blank
style.
Quantitative NLI (QNLI). "Premise: রিহম ৫০
টাকায় বই িকনল (Rahim bought a book for 50 Taka.)
Hypothesis: রিহম টাকায় ৮০িট বই িকনেলন" (Rahim
bought 80 books for one Taka.) Quantitative
NLI involves evaluating the relationship between a
premise and hypothesis using basic numerical rea-
soning, transforming word problems into a natu-
ral language inference format to assess quantitative
reasoning.
Arithmetic Word Problems (AWP). Word prob-
lems involve interpreting a scenario and perform-
ing arithmetic calculations. For example: "৭৫

টাকায় ১৫ িট বলেপন িকেন ৯০ টাকায় িবকৰ্য় করেল শতকরা কত
ভাগ লাভ হেব ?" (If 15 ballpoint pens are bought for
75 Taka and sold for 90 Taka, what is the percent-
age of profit?) This task tests the ability to apply
arithmetic reasoning in real-world situations.

3.1 Dataset Development
Developing a benchmark dataset for numerical rea-
soning is inherently challenging due to its com-
plexity and sensitivity. These challenges are fur-
ther amplified when working in a low-resource lan-
guage like Bengali. Key obstacles include the lim-
ited availability of high-quality, domain-specific
data, the difficulty of curating diverse examples
across different task formats, and the need for pre-
cise annotation to ensure mathematical accuracy.
Furthermore, the process is time-consuming, re-
quiring a thorough and consistent data collection
and validation workflow. The detailed corpus de-
velopment process forBenNumEval is illustrated in
Figure 1.

Commonsense + Arithmatic

Data Processing

Data Collection

Sources

 Different Types of Task

Dataset

Arithmetic Word Problems

Quantitative NLI

Fill in the Blanks

Commonsense + Quantitative

Domain Specific

Manual Data
Collection

Cross
Checking

Manual
Correction

Figure 1: Development process of the BenNumEval
dataset

3.1.1 Data Collection
The data collection process was conducted in mul-
tiple stages:
(i) Manual Data Collection: Arithmetic prob-
lems were manually sourced from school text-
books published by NCTB3 and WBBSE4. For
the Domain-Specific (DS) task, problems were
collected from Royal Publications5 books on
Physics, Chemistry, and Higher Mathematics. Our
primary focus was to gather data from school

3https://nctb.gov.bd/
4https://wbbse.wb.gov.in/
5https://the-royal-scientific-publications.

com/
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Tasks Size Examples

Commonsense +
Arithmetic (CA)

410 Question: পাঁচ ডজন িডেমর দাম ৩০০ টাকা হেল ৭ িট িডেমর দাম কত টাকা? (If the price of
five dozen eggs is 300 taka, what is the price of 7 eggs?) Answer: ৩৫ টাকা (35 taka)

Domain-Specific
(DS)

705 Question: একিট বাইক ৭ েসেকেন্ড ২১ িমটার ভৰ্মণ কেরেছ। বাইেকর গড় গিত েবর কর। (A
bike traveled 21 meters in 7 seconds. Calculate the average speed of the bike.)
Answer: ৩ িমটার/েসেকন্ড (3 meters/second)

Commonsense +
Quantitative (CQ)

400 Question: গােছর ডাল ৬ ইিঞ্চ পুরু েযখােন ফুেলর ডাল ০.২৫ ইিঞ্চ পুরু। তাই গােছর ডাল
িছল? (A) দুবর্ল (B) শিক্তশালী (The tree branch is 6 inches thick, while the flower stem is 0.25 inches thick.

Therefore, the tree branch was? (A) Weak (B) Strong) Answer: শিক্তশালী (Strong)
Fill-in-the-blanks
(FiB)

665 Question: িতনিট সংখয্ার েযাগফল ৫৪৫২। সংখয্া িতনিট হল ২৫৬৩, ___ এবং ১২৪৫। (The
sum of three numbers is 5,452. The three numbers are 2,563, ___, and 1,245.)
Answer: ১৬৪৪ (1644)

Quantitative NLI
(QNLI)

425 Premise: রােশদ ৬৫ িট বই িকনেলন। (Rashed bought 65 books.)
Hypothesis: রােশদ ২৫ িটর েবিশ বই িকনেলন। (Rashed bought more than 25 books.)
Options: Entailment, Contradiction or Neutral Answer: Entailment

Arithmetic Word
Problems (AWP)

650 Question: যিদ ৮ েকিজ েপালাওেয়র চােলর মূলয্ ৯৬০ টাকা হয়, তেব ৪৮০০ টাকা িদেয় কত
েকিজ চাল েকনা যােব? (If the price of 8 kilograms of polao rice is 960 taka, how many kilograms of rice
can be bought with 4,800 taka?) Answer: ৪০ েকিজ (40 kg)

Total 3255

Table 1: Types of various numerical reasoning tasks in Bengali, task sizes, and sample examples of each task. See
Table 6 in Appendix B for additional examples.

books. However, we observed that the Quantita-
tive NLI (QNLI) and Commonsense+Quantitative
(CQ) tasks were unavailable in these books. To
address this gap, we sourced these problems from
the NumGLUE dataset (Mishra et al., 2022b) and
translated them into Bengali using Google Transla-
tor via the deep-translator6 package. We then
manually reviewed the translations to correct er-
rors, including English words, numerals, and any
mistranslations.

Additionally, Commonsense + Arithmetic (CA)
problems were curated using fundamental com-
monsense knowledge related to various everyday
concepts, such as the number of fingers on a hand,
days in a week, and counts in a dozen. Fur-
thermore, we incorporated some native Bengali
commonsense knowledge (e.g., “1 hali” meaning
“4 pieces,” analogous to “1 dozen” meaning “12
pieces”) to enhance the cultural and contextual rel-
evance of the dataset.

(ii) Task Formatting: The arithmetic problems
collected from school textbooks were structured
into diverse task-specific formats. For instance,
arithmetic word problems were reformulated into
a fill-in-the-blanks format to enhance alignment
with different evaluation tasks.

6https://pypi.org/project/deep-translator/

3.1.2 Data Processing
To ensure the integrity and consistency of the
dataset, we applied the following steps:
(i) Cross-Checking: The dataset was primarily
derived from two different sources: school text-
books (for tasks CA, DS, FiB, and AWP) and trans-
lated questions from the NumGLUE dataset (for
tasks CQ and QNLI). These sources had been pre-
validated by experts, ensuring the correctness of
the original question-answer pairs. Consequently,
recalculating the answers was unnecessary. While
minor numerical typographical errors may have oc-
curred during data collection, we performed thor-
ough cross-checking to ensure accuracy. Addition-
ally, we manually verified that all problems in the
dataset are unique and appear only once.
(ii) Manual Correction: During cross-checking,
we identified minor annotation errors, such as in-
correct question-answer pairings, in fewer than 1%
of the instances. To ensure accuracy and relia-
bility, these errors were carefully reviewed and
corrected by an experienced high school science
teacher, who volunteered for this task. This valida-
tion process further improves the dataset’s overall
quality, consistency, and robustness.

4 Dataset Distributions

The BenNumEval dataset is designed to cover a
wide range of numerical reasoning tasks. This sec-
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tion provides an overview of the distribution of
the dataset, detailing the composition and structure
across different task categories. We analyze the
dataset’s variety in terms of task type, sample size,
and format, highlighting its balanced approach to
challengingmodels in various aspects of numerical
reasoning.

4.1 Task-wise Dataset Distribution
The task-wise distribution of BenNumEval reflects
a strategic focus on diverse aspects of numerical
reasoning. Domain-Specific (DS) tasks, making
up 21.66% of the dataset, highlight the emphasis
on contextual arithmetic problems, tailored for spe-
cific fields and real-world applications. In contrast,
the Commonsense + Quantitative (CQ) category,
which constitutes 12.29%, demonstrates the inte-
gration of general reasoning with numerical anal-
ysis, though less frequently explored. The Fill-in-
the-Blanks (FiB) tasks, which form 20.43% of the
dataset, underscore the importance of fundamental
arithmetic skills in a range of contexts. This bal-
anced distribution showcases a holistic approach to
evaluate numerical reasoning, catering to both spe-
cialized applications and general arithmetic profi-
ciency (see Table 1 and Figure 2).

Figure 2: Task-wise dataset distribution

4.2 Source-wise Dataset Distribution
The BenNumEval dataset combines traditional ed-
ucational resources with translated and manually
curated problems, ensuring comprehensive cover-
age of numerical reasoning tasks across multiple
domains. A significant 40.03% of the dataset
comes from school mathematics textbooks, con-
tributing heavily to CA, FiB, and AWP tasks, align-

ing it with formal educational resources. To en-
hance linguistic and contextual diversity, 32.96%
of the dataset consists of translated problems.
These questions primarily support CQ and QNLI
tasks, while also contributing to CA. Domain-
specific mathematical problems account for 7.65%
of the dataset, catering to the Domain-Specific
(DS) task. Additionally, subject-specific problems
from Physics (6.51%) and Chemistry (6.42%) fur-
ther enrich the dataset by incorporating real-world
scientific applications that require numerical rea-
soning. A smaller subset (1.1%) of problems
originates from Computer Science (CS), focusing
on number systems and contributing to DS tasks.
Moreover, 5.35% of the dataset comprises man-
ually curated problems designed to test CA rea-
soning. These problems incorporate everyday nu-
merical concepts, ensuring the dataset captures a
broad spectrum of commonsense-based reasoning
challenges. By combining diverse sources, Ben-
NumEval achieves a balanced representation of tra-
ditional educational materials, domain-specific ex-
pertise, and linguistic diversity in Bengali, making
it a robust benchmark for evaluating numerical rea-
soning models (see Figure 3 & Figure 4).

Figure 3: Source-wise dataset distribution

5 Experiments
Our experimental process evaluates the perfor-
mance of LLMs on numerical reasoning tasks in
Bengali. As depicted in Figure 5, the workflow
initiates with a Bengali numerical reasoning ques-
tion. This question is then processed using one
of three prompting techniques: BNaP, XLP (Qin
et al., 2023), or XCoT (Huang et al., 2023) and sub-
sequently input into the LLM. The LLM’s gener-
ated response undergoes answer extraction to pro-
duce the final solution, which is then evaluated for
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Figure 4: Distrubution of data in each task with sources

Question
BNaP

Prompt

XLP

XCoT

LLM

Response

Answer
ExtractionEvaluation

Figure 5: Overview of the experimental process using
different prompts for numerical reasoning.

accuracy. Figure 6 provides a detailed example of
this process.

5.1 LLMs
This study assessed the performance of a di-
verse set of Large Language Models (LLMs), en-
compassing specialized math models and multi-
lingual general-purpose models. The evaluated
models included: Gpt-4o (Achiam et al., 2023),
Gemini-2.0-flash 7, Llama-3.3-70B 8, Mathstral-
7B 9, and DeepSeek-R1-Distill-Llama-70B (Guo
et al., 2025). We utilized instruction-tuned ver-

7https://deepmind.google/technologies/
gemini/flash/

8https://github.com/meta-llama/
llama-models/blob/main/models/llama3_3/MODEL_
CARD.md

9https://mistral.ai/news/mathstral/

sions of all models to ensure a consistent evalua-
tion of numerical reasoning tasks. Across all ex-
periments, we set the model temperature and top-p
value to 1.0. Additionally, we applied a standard-
ized prompt template (see Tables 3, 4 and 5 in Ap-
pendix B) uniformly throughout the experiments.

5.2 Prompting Techniques

The design and structure of prompts play a critical
role in optimizing the performance of LLMs,
as they are highly sensitive to prompt formats
(Zhao et al., 2021). However, instruction tuning
has shown that LLMs can be trained to better
follow natural language instructions, reducing the
reliance on explicit prompt engineering. Given
that LLMs exhibit zero-shot learning capabilities
(Wei et al., 2021; Kojima et al., 2022), we utilized
zero-shot Cross-Lingual Prompting (XLP) (Qin
et al., 2023), Cross-Lingual Chain-of-Thought
Prompting (XCoT) (Huang et al., 2023), and
Bengali Native Prompting (BNaP) to assess and
compare the performance of various LLMs on the
BenNumEval dataset.
Cross-Lingual Chain-of-Thought Prompting
(XCoT) extends chain-of-thought (CoT) reason-
ing (Wei et al., 2022) to multilingual contexts,
improving the ability of LLMs to solve complex
mathematical problems across different languages
(Shi et al., 2022). XCoT ensures coherent rea-
soning, particularly in cross-lingual numerical
and logical computations (Qin et al., 2023). We
implemented XCoT by designing a template
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LLM

Prompt

Question

যিদ �িত�ট িডেমর মূল� ৬ টাকা হয়,
তাহেল ৫�ট িডম  িকনেত কত টাকা
লাগেব? (If the price of each egg is
6 taka, how much money is
needed to buy 5 eggs?)

# Instructions:
You are a Math Expert AI model proficient in both Bengali and English. Your task is to solve a mathematical
reasoning problem provided in Bengali and deliver the solution in English.

Please adhere to the following format:
1. Translate the Bengali problem into English for clarity.
2. Provide a detailed step-by-step solution with explanations in English, following the logical flow of reasoning.
3. Conclude with the final numerical answer, formatted as "Answer: [num]".

# Problem: যিদ �িত�ট িডেমর মূল� ৬ টাকা হয়, তাহেল ৫�ট িডম  িকনেত কত টাকা লাগেব?
# Response:

Output

  Translating the question we find "If the price of each egg is 6 taka, how much money is needed to buy 5 eggs?"
  Step-by-step answer:
  1. Each egg is of 6 taka and we need to buy 5 eggs.
  2. We need to need 5*6 = 30 taka.
 We need to pay 30 taka.

Answer: 30 taka

Figure 6: System overview with an example: A numerical reasoning task in Bengali is paired with the XCoT prompt
template to create a language-independent prompt, which is then input to the LLM for generating a step-by-step
solution in the desired format.

inspired by Huang et al. (2023), where the model
assumes specialized roles as an expert in Bengali,
English, and mathematics. The process begins
with translating the question from Bengali to
English for better comprehension, followed by
generating a step-by-step solution using the CoT
reasoning method (Qin et al., 2023). The final
answer is presented in the format "Answer:
[num]".
Cross-Lingual Prompting (XLP) allows LLMs
to solve mathematical reasoning tasks across
languages by focusing on the logic behind the task
(Zhou et al., 2022). The XLP directly translates
the problem while preserving its mathematical
reasoning (Qin et al., 2023), with the model
returning the answer in a specified format, such as
"Answer: [num]".
Bengali Native Prompting (BNaP) allows LLMs
to directly engage with numerical reasoning tasks
in Bengali, preserving the language’s integrity.
By presenting both instructions and problems
in Bengali, BNaP tests the model’s ability to
understand and process the language while accu-
rately performing mathematical operations. To
maintain clarity and enable systematic evaluation,
the model is instructed to generate responses in a
standardized format, such as "উত্তর: [সংখয্া]". See
Tables 3, 4 and 5 in Appendix B for detailed
prompt specifications.

5.3 Evaluation

For a robust evaluation, each model underwent
two independent runs, each employing a distinct

random sample of 1,000 from the BenNumEval
dataset. This dataset was sampled to ensure a bal-
anced representation across task categories: 150
each from CA, CQ, FiB, QNLI, and AWP, and 250
from DS. This rigorous sampling and testing pro-
cedure was designed to enhance reliability and mit-
igate bias, with reported results (see Table 2) rep-
resenting the average scores across the two runs.
Detailed results of independent runs are given in
Table 7 in Appendix B.
To measure model performance, we report accu-
racy scores on the BenNumEval benchmark using
the Exact-Match accuracy metric, following a sim-
ilar approach mentioned in Dua et al. (2019) and
Qin et al. (2023).

Human Baseline. To establish a robust human
performance baseline, we randomly selected a sub-
set of 120 test samples, ensuring balanced rep-
resentation across all six task categories. Each
sample was independently solved by three native
Bengali-speaking annotators with strong mathe-
matical background. The final human accuracy
was computed by averaging the scores of all an-
notators. This baseline serves as a crucial upper
bound for model evaluation, highlighting the per-
formance gap between LLMs and human expertise
in numerical reasoning tasks in Bengali.

6 Results and Discussions

The BenNumEval dataset is utilized to assess the
performance of various LLMs (see Table 2), reveal-
ing several key insights into their capabilities and
behavioral patterns.
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Prompting Models CA DS CQ FiB QNLI AWP Avg.

BNaP

Mathstral-7B 6.67 2.60 14.67 6.67 11.33 3.00 7.49
Llama-3.3-70B 57.67 24.00 50.33 40.33 17.67 41.33 38.56
DeepSeek-R1-Distill-Llama-70B 9.67 1.00 8.67 2.67 5.67 1.00 4.78
Gpt-4o 84.00 58.40 83.00 76.67 56.33 80.33 73.13
Gemini-2.0-flash 88.00 74.20 81.67 80.00 54.00 86.00 77.31

XLP

Mathstral-7B 35.33 17.20 44.33 31.33 35.33 30.33 32.32
Llama-3.3-70B 82.00 61.60 84.00 76.67 53.00 82.00 73.21
DeepSeek-R1-Distill-Llama-70B 65.33 27.80 35.67 49.67 26.00 47.00 41.91
Gpt-4o 87.33 56.00 86.00 73.67 61.67 76.67 73.56
Gemini-2.0-flash 90.00 68.80 86.67 86.00 57.33 89.00 79.63

XCoT

Mathstral-7B 36.00 18.20 47.67 28.00 33.67 34.00 32.93
Llama-3.3-70B 82.33 56.60 80.67 73.67 49.00 78.67 70.16
DeepSeek-R1-Distill-Llama-70B 57.67 18.00 48.00 35.00 21.67 32.33 35.45
Gpt-4o 86.33 51.60 85.33 65.67 59.33 73.67 70.32
Gemini-2.0-flash 83.33 62.00 88.67 75.33 55.00 75.00 73.02

Human Baseline (Avg., N=3) 98.33 96.67 100 96.67 98.33 98.33 98.05

Table 2: Comparison of various language models across different prompting techniques on Bengali numerical
reasoning tasks. The table reports average accuracy (%) scores from two evaluation runs for six task categories:
CA (Commonsense + Arithmetic), DS (Domain-Specific), CQ (Commonsense + Quantitative), FiB (Fill-in-the-
Blanks), QNLI (Quantitative Natural Language Inference), and AWP (Arithmetic Word Problems). Results are
shown for three prompting techniques: BNaP (Bengali Native Prompting), XLP (Cross-Lingual Prompting), and
XCoT (Cross-Lingual Chain-of-Thought Prompting). A human baseline (N=3) is included for reference.

LLM Performance Across Prompting Strate-
gies. Advanced language models such as GPT-
4o and Gemini-2.0-flash consistently exhibit ro-
bust performance across various prompting meth-
ods. For instance, Gemini-2.0-flash attains aver-
age accuracies of 77.31, 79.63, and 73.02 under
BNaP, XLP, and XCoT, respectively, with GPT-4o
closely matching its performance across all tasks
and prompts. A detailed error analysis based on
prompting strategies is further provided in Ap-
pendix A.

In contrast, smaller or distilled models such
as Mathstral-7B and DeepSeek-R1-Distill-Llama-
70B show notably lower performance, especially
under the BNaP setting. Mathstral-7B achieves
a modest 7.49% accuracy, while DeepSeek-R1-
Distill-Llama-70B performs even worse at 4.78%.
However, both models benefit significantly from
the XLP prompting strategy, with Mathstral-7B’s
accuracy rising to 32.32% and DeepSeek-R1-
Distill-Llama-70B improving to 41.91%. This sug-
gests that XLP prompts offer better linguistic struc-
ture and contextual grounding, potentially aligning
more closely with the distribution of the models’
pretraining data.

Another noteworthy observation is that, de-
spite its larger size, DeepSeek-R1-Distill-Llama-
70B underperforms compared to Llama 3.3-70B

on Bengali text, particularly under the BNaP set-
ting. In certain cases, it even trails behind
the smaller Mathstral-7B. Qualitative analysis re-
veals that DeepSeek-R1-Distill-Llama-70B strug-
gles to follow Bengali instructions and to gener-
ate coherent Bengali text. This discrepancy is
likely due to the distillation process used to cre-
ate DeepSeek-R1-Distill-Llama-70B, which prior-
itized transferring reasoning capabilities from its
parent model, DeepSeek-R1. While this may im-
prove performance on reasoning-intensive tasks in
high-resource languages, it may have inadvertently
compromised the model’s generalization ability in
multilingual settings, particularly for low-resource
languages such as Bengali (Soltan et al., 2021).
Distillation often involves trade-offs, and in this
case, multilingual performance may have been de-
prioritized (Payoungkhamdee et al., 2024; Diddee
et al., 2022).

Challenges in Different Tasks. Domain-
specific tasks (DS) remain the hardest, with even
top models like GPT-4o scoring only 51.20–
58.40 and Gemini-2.0-flash peaking at 74.20 un-
der BNaP. Quantitative NLI (QNLI) is similarly
challenging, with nomodel surpassing 61.67, high-
lighting struggles with structured numerical rea-
soning. In contrast, models perform well on
Arithmetic Word Problems (AWP) and Fill-in-
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the-Blanks (FiB), where Gemini-2.0-flash reaches
89.00 in AWP. Notably, under XLP, it achieves
90.00 in Commonsense + Arithmetic (CA), show-
ing strong integration of commonsense and numer-
ical reasoning.

Cross-Lingual Prompting Impact. Switch-
ing from BNaP to XLP significantly boosts per-
formance, especially for lower and mid-tier mod-
els, highlighting the advantages of multilingual
cues in mitigating limitations of single-language
prompts. However, the added complexity of chain-
of-thought reasoning (XCoT) does not always im-
prove results, suggesting that its integration in mul-
tilingual settings requires further optimization.

Gap to Human-Level Performance. Despite
the advances seen with top-tier models, there
remains a significant gap between LLM perfor-
mance and human accuracy. Humans achieve near-
perfect scores across all tasks, underscoring that
even the best-performing models have room to
grow, particularly in nuanced areas like domain-
specific reasoning and quantitative inference.

7 Conclusion

This paper introduced BenNumEval, a novel bench-
mark dataset comprising six diverse tasks de-
signed to assess the numerical reasoning capabili-
ties of large language models (LLMs) in Bengali—
a resource-constrained language with limited com-
putational linguistic resources. Our extensive eval-
uation highlights a significant performance gap
between state-of-the-art LLMs and human profi-
ciency in numerical reasoning tasks, particularly in
Bengali. These findings underscore the pressing
need for more robust and linguistically inclusive
AI models capable of handling mathematical rea-
soning in low-resource languages. By advancing
research in Bengali Language Processing, BenNu-
mEval serves as a critical stepping stone toward de-
veloping more equitable and effective AI systems
for underrepresented languages.

Limitations

While BenNumEval marks a vital first step in eval-
uating Bengali numerical reasoning in LLMs, it
has several limitations. First, although the dataset
is diverse, its size can be expanded to include a
broader range of problem types and real-world con-
texts for more thorough evaluation. Second, the
exclusive focus on Bengali restricts cross-lingual
insights; extending the framework to other low-

resource languages will address this gap. Third,
conducting a comparative analysis with existing
numerical reasoning datasets would provide valu-
able context and, by establishing a more robust hu-
man performance baseline, yield deeper insights
into how LLMs perform on BenNumEval relative
to humans. Lastly, although we adopt various zero-
shot prompting strategies, future work could ben-
efit from exploring few-shot and more optimized
chain-of-thought (CoT) prompting techniques, as
well as incorporating advanced reasoning models.
Evaluating larger and more capable LLMs also
holds promise for enhancing the benchmark’s over-
all depth and robustness.
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A Error Analysis

To gain deeper insights into the limitations of vari-
ous prompting strategies and model behaviors, we
performed a comprehensive error analysis. Specif-
ically, we categorized errors into two types: wrong
format (wf%)—indicating deviations from the ex-
pected output structure—and wrong calculation
(wc%)—capturing arithmetic or logical inaccura-
cies. The wf% reflects the proportion of total pre-
dictions that do not conform to the expected for-
mat, while wc% measures the proportion of calcu-
lation errors within the subset of predictions that
are correctly formatted. The following equations
were used:

WP = T −EM (1)

WF% = WF

T
×100 (2)

CF = T −WF (3)

WC% = WP−WF

CF
×100 (4)

Here, T denotes total samples, EM is exact
matches, WP is wrong predictions, WF is wrong
format, CF is correct format, WF% is the percent-
age of wrong format predictions, and WC% is the
percentage of content errors among correctly for-
matted predictions.

To ensure the robustness of our findings, we per-
formed two independent runs for each experimen-
tal setting. The corresponding error percentages
for eachmodel and prompting strategy are reported
in Table 8 and Table 9.

BNaP Prompting. As shown in Table 8, mod-
els like DeepSeek-R1-Distill-Llama-70B exhibited
a notably high wf% (e.g., 98.8% in DS), indicat-
ing poor compliance with output constraints un-
der naive prompting. However, its wc% remained
relatively low, e.g., 0.0% in AWP, due to the low
number of predictions eligible for reasoning eval-
uation. This highlights how wf% inflates total
error by disqualifying outputs early. In contrast,
GPT-4o and Gemini-2.0-Flash demonstrated ex-
ceptional formatting discipline (wf% consistently
below 6%), yet their wc% reached over 40% in
QNLI. This reflects a typical failure pattern for
high-capacity models: they understand and follow
instructions but occasionally miscompute results.

XLP Prompting. This prompting strategy
helped improve format adherence significantly for
all models. Mathstral-7B showed a reduction in
wf% from 66.4% (BNaP Task 2) to 34.8% (XLP
Task 2), while Llama-3.3-70B consistently kept
wf% below 12%. However, despite improved for-
mat alignment, wc% remained substantial across
several models—e.g., Llama-3.3-70B reached
39.85% wc% in QNLI—revealing that XLP alone
does not resolve deeper reasoning limitations.

XCoT Prompting. The XCoT strategy, empha-
sizing step-by-step reasoning, maintained low
wc% for most models, especially Gemini-2.0-
Flash, which achieved wf% below 16% across all
tasks. However, verbose rationales often confused
rigid format parsers, increasingwf% inmodels like
DeepSeek-R1-Distill-Llama-70B (wf% > 30% in
all tasks) and occasionally in GPT-4o. Llama-3.3-
70B again struck a favorable balance between low
wf% (average 10%) and moderate wc% ( 22%).

This analysis highlights that formatting adher-
ence and reasoning accuracy do not always align.
A high wf%—as observed in DeepSeek-R1-Distill-
Llama-70B—suggests a notable weakness in fol-
lowing structured instructions, regardless of the
model’s reasoning capabilities. Meanwhile, high
wc% suggests that even well-structured outputs
may hide subtle logical or numerical fallacies.
Prompting strategies like XCoT reduce reasoning
errors but may increase formatting violations un-
less models are fine-tuned for CoT outputs. These
findings underscore the value of disaggregated
error analysis in diagnosing model-specific and
prompt-specific weaknesses.

B Experimental Details – (Prompt
Templates, Examples, and
Run-Specific Results)

To ensure reproducibility and provide further in-
sight into our experimental setup, this appendix
contains supplementary information. Specifically,
we include the prompt templates utilized for each
prompting technique: XCoT (Table 3), XLP (Ta-
ble 4), and BNaP (Table 5). Table 6 showcases
additional examples of arithmetic problems from
the BenNumEval dataset, expanding upon the ex-
amples used in the main paper. For a comprehen-
sive view of our experimental outcomes, Table 7
presents the detailed results for each of the two
evaluation runs.
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#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a mathe-
matical reasoning problem provided in Bengali and deliver the solution in English.
Please adhere to the following format:
1. Translate the Bengali problem into English for clarity.

Prompt template for task 1
(CA), task 2 (DS), task 4
(FiB), and task 6 (AWP)

2. Provide a detailed step-by-step solution with explanations in English, following the logical flow of reasoning.

3. Conclude with the final numerical answer, formatted as “Answer: [num]”.
# Problem: <question>
# Response: <LLM Response>

#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a mathe-
matical reasoning problem provided in Bengali and choose the correct option.
Please adhere to the following format:
1. Translate the Bengali question and options into English for clarity.
2. Provide a detailed step-by-step solution with explanations in English, following the logical flow of reasoning.

Template for task 3 (CQ) 3. Conclude by selecting the correct option, formatted as ”Answer: [Option]”. The possible options are ”Option
1” or ”Option 2”.
# Question: <question>
# Option 1: <option1>
# Option 2: <option2>
# Response: <LLM Response>

#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a Quanti-
tative Natural Language Inference (QNLI) problem presented in Bengali. You need to determine the relationship
between the premise and the hypothesis.
Please adhere to the following format:
1. Translate the premise and hypothesis from Bengali to English for clarity.

Template for task 5 (QNLI) 2. Provide a step-by-step explanation of your reasoning process in English.
3. Conclude by selecting the correct option, formatted as “Answer: [Option]”. The possible options are “Entail-
ment”, “Neutral”, or “Contradiction”.
# Premise: <premise>
# Hypothesis: <hypothesis>
# Response: <LLM Response>

Table 3: XCoT prompt templates for different tasks

#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a mathe-
matical reasoning problem provided in Bengali and deliver the solution in English.
Please adhere to the following format:

Prompt template for task 1
(CA), task 2 (DS), task 4
(FiB), and task 6 (AWP)

1. Translate the Bengali problem into English for clarity.

2. Conclude with the final numerical answer, formatted as “Answer: [num]”.
# Problem: <question>
# Response: <LLM Response>

#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a mathe-
matical reasoning problem provided in Bengali and choose the correct option.
Please adhere to the following format:
1. Translate the Bengali question and options into English for clarity.

Template for task 3 (CQ) 2. Conclude by selecting the correct option, formatted as ”Answer: [Option]”. The possible options are ”Option
1” or ”Option 2”.
# Question: <question>
# Option 1: <option1>
# Option 2: <option2>
# Response: <LLM Response>

#Instructions: You are a Math Expert AI model proficient in Bengali and English. Your task is to solve a Quanti-
tative Natural Language Inference (QNLI) problem presented in Bengali. You need to determine the relationship
between the premise and the hypothesis.
Please adhere to the following format:

Template for task 5 (QNLI) 1. Translate the premise and hypothesis from Bengali to English for clarity.
2. Conclude by selecting the correct option, formatted as “Answer: [Option]”. The possible options are “Entail-
ment”, “Neutral”, or “Contradiction”.
# Premise: <premise>
# Hypothesis: <hypothesis>
# Response: <LLM Response>

Table 4: Prompt templates for different tasks in XLP setting
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# িনেদর্শাবলী: আপিন একজন গিণত িবেশষজ্ঞ এআই মেডল, িযিন বাংলা ভাষায় সমূ্পণর্ভােব
দক্ষ। আপনার কাজ হেলা পৰ্দত্ত গািণিতক সমসয্ার িবশদভােব সমাধান করা এবং উত্তরিট
বাংলায় পৰ্দান করা। (You are an AI model specializing in mathematics, fully proficient in the Bengali
language. Your task is to solve given mathematical problems in detail and provide the answer in Bengali.)

Prompt template for task 1
(CA), task 2 (DS), task 4
(FiB), and task 6 (AWP)

আপনােক অবশয্ই চূড়ান্ত সাংিখয্ক উত্তরিট িনম্নিলিখত ফরময্ােট উপস্থাপন করেত হেব: (You
must present the final numerical answer in the following format:)

**উত্তর: [সংখয্া]**। (**Answer: [number]**)
#সমসয্া (Problem): <question>
#সমাধান (Solution): <LLM Response>

# িনেদর্শাবলী: আপিন একজন গিণত িবেশষজ্ঞ এআই মেডল, িযিন বাংলা ভাষায় সমূ্পণর্ভােব
দক্ষ। আপনার কাজ হেলা পৰ্দত্ত গািণিতক সমসয্ার িবশদভােব সমাধান করা এবং উত্তরিট
বাংলায় পৰ্দান করা। (You are an AI model specializing in mathematics, fully proficient in the Bengali
language. Your task is to solve the given mathematical problems in detail and provide the answer in Bengali.)
আপনার উত্তর অবশয্ই *িনিদর্ষ্ট িবনয্ােস* পৰ্দান করেত হেব: (You must provide your answer in a
*specific format*.)

**উত্তর: [সিঠক সম্ভাবয্ উত্তর]** (**Answer: [Correct Possible Answer]**)

Template for task 3 (CQ) েযখােন **[সিঠক সম্ভাবয্ উত্তর]** হেব **উত্তর ১** অথবা **উত্তর ২**। (Where **[Correct
Possible Answer]** will be either **Answer 1** or **Answer 2**.)
—
#সমসয্া (Problem: <question>
#সম্ভাবয্ উত্তরসমূহ (Possible answers):
#সম্ভাবয্ উত্তর ১ (Possible Answer 1): <option1>
#সম্ভাবয্ উত্তর ২ (Possible Answer 2): <option2>
—
#সমাধান (Solution): <LLM Response>

# িনেদর্শাবলী: আপিন একজন গিণত িবেশষজ্ঞ AI মেডল, িযিন বাংলা ভাষায় দক্ষ। আপনার
কাজ হেলা একিট গািণিতক ভাষাগত অনুমান সমসয্ার সমাধান করা। আপনােক পৰ্দত্ত
পূবর্ধারণা ও অনুমান এর মেধয্ সম্পকর্ িনধর্ারণ করেত হেব। (You are an AI model specializing
in mathematics and proficient in the Bengali language. Your task is to solve a mathematical linguistic inference
problem. You must determine the relationship between the given premise and hypothesis.)

Template for task 5 (QNLI) অনুগৰ্হ কের িনম্নিলিখত িবনয্াস অনুসরণ করুন: (Please follow the below format:)

পৰ্দত্ত পূবর্ধারণা ও অনুমান এর মেধয্ সম্পকর্ িবষেয় চূড়ান্ত িসদ্ধান্ত িনন এবং সিঠক উত্তরিট
**উত্তর: [সম্ভাবয্ সিঠক উত্তর]** এই ভােব পৰ্দান করুন। উত্তেরর সম্ভাবয্ িবকল্পগুিল হল:
**সমথর্ন**, **িনরেপক্ষ**, অথবা **িবেরাধ**। (Make the final decision regarding the relation-
ship between the given premise and hypothesis, and provide the correct answer in the form **Answer: [Correct
Possible Answer]**. The possible alternatives for the answer are: **Entailment**, **Neutral**, or **Contra-
diction**.)
# পূবর্ধারণা (Premise): <premise>
#অনুমান (Hypothesis): <hypothesis>
#সমাধান: <LLM Response>

Table 5: BNaP prompt templates with English translations
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Tasks Examples

Commonsense +
Arithmetic (CA)

Question: েফবৰ্ুয়াির মােসর ৩০ তািরখ িজসােনর জন্মিদন হওয়ার সম্ভাবনা কত? (What is the
probability of Jisan’s birthday being on February 30?) Answer: ০ (0)
Question: একিট কারখানায় ৩ িদেন ৩৩৯িট েমাটরসাইেকল ৈতির হয়। ৪ সপ্তােহ ওই কারখানায়
কতিট েমাটরসাইেকল ৈতির হেব। (In a factory, 339 motorcycles are produced in 3 days. How many
motorcycles will be produced in 4 weeks in that factory?) Answer: ৩১৬৪ িট (3164 pcs)
Question: একিট খামাের ৩৮িট পৰ্াণীর পা এবং েমাট ১২িট পৰ্াণী রেয়েছ। েকউ মুরিগ আবার
েকউ েভড়া। মুরিগর সংখয্া িনণর্য় কর। (In a farm, there are 38 animal legs and a total of 12 animals.
Some are chickens, and some are sheep. Determine the number of chickens.) Answer: ৫ (5)

Domain-Specific
(DS)

Question: িবপাশার ক্লােস ১৩(অক্টােল) জন িশক্ষাথর্ী আেছ। পৰ্েতয্েকর কােছ
৫৬(েহক্সােডিসময্ােল) িট কের কলম আেছ। েডিসময্াল সংখয্া পদ্ধিত অনুযায়ী তােদর সবার
েমাট কয়িট কলম আেছ? (There are 13 (in octal) students in Bipasha’s class. Each of them has 56 (in
hexadecimal) pens. According to the decimal number system, how many pens do they all have in total?)
Answer: ৯৪৬ িট (946 pcs)
Question: সালিফউিরক এিসেডর ২০০ িমিল এর ০.৫ েমালার দৰ্বণ ৈতরী করা হেলা। দৰ্বেণ
১০ গৰ্াম েসািডয়াম হাইেডৰ্াক্সাইড েযাগ করেল িক পিরমাণ েসািডয়াম হাইেডৰ্াক্সাইড দৰ্বেণ
েথেক যােব? (A 0.5 molar solution of sulfuric acid is prepared with 200 mL. If 10 grams of sodium hydroxide
are added to the solution, how much sodium hydroxide will remain in the solution?) Answer: ২ গৰ্াম (2 grams)
Question: ৪ েস.িম. বয্াসােধর্র একিট েগালক আকৃিতর বল একিট িসিলন্ডার আকৃিতর বােক্স
িঠকভােব এঁেট যায়। িসিলন্ডারিটর অনিধকৃত অংেশর আয়তন কত ঘন েস.িম.? (A spherical ball
with a radius of 4 cm fits perfectly inside a cylindrical box. What is the volume of the unused part of the cylinder
in cubic centimeters?) Answer: ১৩৪.০৪ ঘন েস.িম. (134.04 cubic cm)

Commonsense +
Quantitative (CQ)

Question: একিট েবািলং বেলর ভর ১৯ পাউন্ড এবং একিট েবসবেলর ভর ৬ পাউন্ড। েকানিটর
শিক্তশালী মাধয্াকষর্ণ আেছ? (A) েবসবল (B) েবািলং বল (The mass of a bowling ball is 19 pounds,
and the mass of a baseball is 6 pounds. Which one has stronger gravitational force? (A) Baseball (B) Bowling
ball) Answer: েবািলং বল (Bowling ball)
Question: একিট খরেগাশ একিট েক্ষেত ৩১ িকিম/ঘন্টা এবং একিট কয্াকটাস েক্ষেত ৪৭
িকিম/ঘন্টা েবেগ েদৗড়ােত পাের। এর মােন েকাথায় খরেগাশিট েবশী বাধা পায়? (A)
কয্াকটাস েক্ষতৰ্ (B) েক্ষেত (A rabbit can run at 31 km/h in a field, and a cactus field at 47 km/h. What does
this mean? Where does the rabbit face more resistance? (A) Cactus field (B) Field) Answer: েক্ষেত (Field)

Question: একিট বইেয় ৪০০ পৃষ্ঠা এবং আেরকিট বইেয় ৩৫০ পৃষ্ঠা আেছ। েকান বইিট েবিশ
পুরু? (A) িদব্তীয়িট (B) পৰ্থমিট (One book has 400 pages and another book has 350 pages. Which book

is thicker? (A) The second one (B) The first one) Answer: পৰ্থমিট (The first one)

Fill-in-the-blanks
(FiB)

Question: িপতা পুেতৰ্র বতর্মান বয়েসর পাথর্কয্ ১৫ বছর । ৩০ বছর পর তােদর বয়েসর
পাথর্কয্ ___ বছর হেব। (The difference in the current ages of the father and son is 15 years. After 30 years,
the difference in their ages will be ___ years.) Answer: ১৫ বছর (15 years)
Question: ১৫িট লেজেন্সর মেধয্ ৩িট লেজন্স িনলাম। েমাট লেজেন্সর শতকরা ___ ভাগ লেজন্স
িনলাম েদিখ। (I took 3 out of 15 candies. I took ___ percentage of the total candies.) Answer: ২০ (20)
Question: এমন একিট কু্ষদৰ্তম সব্াভািবক সংখয্া আেছ েযিট িদেয় ১০৮ েক গুণ করেল পূণর্বগর্
সংখয্া পাব। সংখয্ািট হেলা ___। (There is a smallest natural number such that when multiplied by 108, it
gives a perfect square. The number is ___.) Answer: ৩ (3)

Quantitative NLI
(QNLI0)

Premise: ৫ বছর পর অরুেণর বয়স হেব ২৫ বছর।(After 5 years, Arun’s age will be 25 years.)
Hypothesis: ৭ বছর পর অরুেণর বয়স হেব ২৫ বছর। (After 7 years, Arun’s age will be 25 years.)
Answer: Contradiction
Premise: শৰ্ীধর একসেঙ্গ ১৯৮০০ আয় কেরন। (Shreedhar earns 19,800 at once.)
Hypothesis: শৰ্ীধর একসােথ ৭৯৮০০ এর কম আয় কেরেছ। (Shreedhar has earned less than 79,800
at once.) Answer: Entailment
Premise: সয্ািন্ড মিলর েথেক ৬৪ বছেররও কম বয়সী। (Sandy is less than 64 years old compared
to Moli.) Hypothesis: সয্ািন্ড মিলর েচেয় ১৪ বছেরর েছাট। (Sandy is 14 years younger than Moli.)
Answer: Neutral

Arithmetic Word
Problems (AWP)

Question: ৪িট মুরিগ এবং ৩িট হাঁেসর দাম একেতৰ্ ৬৩৯ টাকা। ১িট হাঁেসর দাম ৮৫ টাকা
হেল ১িট মুরিগর দাম কত ? (The total cost of 4 chickens and 3 ducks is 639 Taka. If the cost of one duck

is 85 Taka, what is the cost of one chicken?) Answer: ৯৬ টাকা (96 taka)
Question: ভাজয্ ৮৯০৩, ভাজক ৮৭ এবং ভাগেশষ ২৯। ভাগফল কত? The dividend is 8903, the
divisor is 87, and the remainder is 29. What is the quotient?) Answer: ১০২ (102)
Question: িগতার কােছ ১১/৬ িলটার ও মামুেনর কােছ ১৩/৬ িলটার জুস আেছ। মামুেনর কত
িলটার েবিশ জুস আেছ? (Gita has 11/6 liters of juice and Mamun has 13/6 liters of juice. How many liters
more juice does Mamun have?) Answer: ১/৩ (1/3)

Table 6: Examples of numerical reasoning problems from the BenNumEval dataset
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Run 1

Prompting Models CA DS CQ FiB QNLI AWP Avg.

BNaP

Mathstral-7B 8.0 2.40 14.67 6.0 12.67 3.33 7.84
Llama-3.3-70B 54.67 22.40 49.33 38.67 20.67 42.67 38.07
DeepSeek-R1-Distill-Llama-70B 8.0 0.80 9.33 2.0 4.0 2.0 4.36
Gpt-4o 84.0 60.0 83.33 74.0 58.0 82.67 73.67
Gemini-2.0-flash 88.0 76.0 84.67 78.0 54.67 88.67 78.33

XLP

Mathstral-7B 30.0 18.80 42.67 33.33 36.67 32.67 32.36
Llama-3.3-70B 82.67 62.40 84.0 77.33 53.33 82.67 73.73
DeepSeek-R1-Distill-Llama-70B 64.0 27.60 38.0 47.33 28.0 53.33 43.04
Gpt-4o 86.0 55.60 85.33 73.33 62.67 79.33 73.71
Gemini-2.0-flash 90.67 67.20 88.67 85.33 56.0 88.67 79.42

XCoT

Mathstral-7B 36.67 20.0 47.33 28.67 37.33 38.67 34.78
Llama-3.3-70B 83.33 59.20 79.33 72.0 47.33 80.67 70.31
DeepSeek-R1-Distill-Llama-70B 60.67 18.80 41.33 36.67 24.0 34.0 35.91
Gpt-4o 86.0 51.20 84.67 66.67 58.0 74.67 70.20
Gemini-2.0-flash 84.67 62.40 88.67 78.0 55.33 73.33 73.33

Run 2

Prompting Models CA DS CQ FiB QNLI AWP Avg.

BNaP

Mathstral-7B 5.33 2.80 14.67 7.33 10.0 2.67 7.13
Llama-3.3-70B 60.67 25.60 51.33 42.0 14.67 40.0 39.04
DeepSeek-R1-Distill-Llama-70B 11.33 1.20 8.0 3.33 7.33 0.0 5.20
Gpt-4o 84.0 56.80 82.67 79.33 54.67 78.0 72.58
Gemini-2.0-flash 88.0 72.40 78.67 82.0 53.33 83.33 76.29

XLP

Mathstral-7B 40.67 15.60 46.0 29.33 34.0 28.0 32.27
Llama-3.3-70B 81.33 60.80 84.0 76.0 52.67 81.33 72.69
DeepSeek-R1-Distill-Llama-70B 66.67 28.0 33.33 52.0 24.0 40.67 40.78
Gpt-4o 88.67 56.40 86.67 74.0 60.67 74.00 73.40
Gemini-2.0-flash 89.33 70.40 84.67 86.67 58.67 89.33 79.84

XCoT

Mathstral-7B 35.33 16.40 48.0 27.33 30.0 29.33 31.07
Llama-3.3-70B 81.33 54.0 82.0 75.33 50.67 76.67 70.0
DeepSeek-R1-Distill-Llama-70B 54.67 17.20 54.67 33.33 19.33 30.67 34.98
Gpt-4o 86.67 52.0 86.0 64.67 60.67 72.67 70.44
Gemini-2.0-flash 82.0 61.60 88.67 72.67 54.67 76.67 72.71

Table 7: Detailed accuracy scores (%) for two evaluation runs, showing performance of various language models
(Mathstral-7B, Llama-3.3-70B, DeepSeek-R1-Distill-Llama-70B, Gpt-4o, Gemini-2.0-flash) on six reasoning tasks
(CA, DS, CQ, FiB, QNLI, AWP) using BNaP, XLP, and XCoT prompting.
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Error Analysis Breakdown by Prompting Strategy (Run 1)

Prompting Models Error Type CA DS CQ FiB QNLI AWP Avg.

BNaP

Mathstral-7B wf% 56.00 66.40 75.33 63.33 62.00 66.67 64.95
wc% 81.82 92.86 40.54 83.64 66.67 90.00 75.92

Llama-3.3-70B wf% 32.67 68.40 40.67 50.00 73.33 52.00 52.84
wc% 18.81 29.11 16.85 22.67 22.50 11.11 20.17

DeepSeek-R1-Distill-Llama-70B wf% 91.33 98.80 88.00 97.33 91.33 98.00 94.13
wc% 7.69 33.33 22.22 25.00 53.85 0.00 23.68

GPT-4o wf% 2.67 10.40 2.67 5.33 1.33 5.33 4.62
wc% 13.70 33.04 14.38 21.83 41.22 12.68 22.81

Gemini-2.0-Flash wf% 3.33 2.00 0.00 1.33 0.00 0.00 1.11
wc% 8.97 22.45 15.33 20.95 45.33 11.33 20.73

XLP

Mathstral-7B wf% 32.00 34.80 26.67 30.00 17.33 34.67 29.25
wc% 55.88 71.17 41.82 52.38 55.65 50.00 54.48

Llama-3.3-70B wf% 2.00 9.60 3.33 4.00 11.33 2.67 5.49
wc% 15.65 30.97 13.10 19.44 39.85 15.07 22.35

DeepSeek-R1-Distill-Llama-70B wf% 24.67 56.00 52.00 38.67 56.67 34.00 43.67
wc% 15.04 37.27 20.83 22.83 35.38 19.19 25.09

GPT-4o wf% 3.33 11.20 0.67 4.67 1.33 5.33 4.42
wc% 11.03 37.39 14.09 23.08 36.49 16.20 23.05

Gemini-2.0-Flash wf% 2.67 1.20 0.00 0.67 1.33 0.67 1.09
wc% 6.85 31.98 11.33 14.09 43.24 10.74 19.71

XCoT

Mathstral-7B wf% 28.67 37.60 19.33 38.67 17.33 30.00 28.60
wc% 48.60 67.95 41.32 53.26 54.84 44.76 51.79

Llama-3.3-70B wf% 4.00 8.80 10.67 6.67 24.00 6.00 10.02
wc% 13.19 35.09 11.19 22.86 37.72 14.18 22.37

DeepSeek-R1-Distill-Llama-70B wf% 32.00 71.20 52.00 54.00 65.33 56.67 55.20
wc% 10.78 34.72 13.89 20.29 30.77 21.54 21.99

GPT-4o wf% 4.00 22.80 2.67 16.67 6.67 10.67 10.58
wc% 10.42 33.68 13.01 20.00 37.86 16.42 21.90

Gemini-2.0-Flash wf% 9.33 13.60 0.67 12.67 11.33 16.67 10.71
wc% 6.62 27.78 10.74 10.69 37.59 12.00 17.57

Table 8: Breakdown of error rates (Run 1) across BNaP, XLP, and XCoT prompting strategies. wf% denotes Wrong
Format errors, and wc% denotes Wrong Calculation errors. Lower values indicate better performance. ”Avg.”
represents the mean error across all tasks.
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Error Analysis Breakdown by Prompting Strategy (Run 2)

Prompting Models Error Type Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Avg.

BNaP

Mathstral-7B wf% 51.33 60.80 73.33 56.00 59.33 68.00 61.46
wc% 89.04 92.86 45.00 83.33 75.41 91.67 79.55

Llama-3.3-70B wf% 30.00 67.20 38.67 48.67 78.67 57.33 53.42
wc% 13.33 21.95 16.30 18.18 31.25 6.25 17.88

DeepSeek-R1-Distill-Llama-70B wf% 88.67 98.80 89.33 96.67 90.67 99.33 94.78
wc% 0.00 0.00 25.00 0.00 21.43 100.00 24.41

GPT-4o wf% 3.33 11.60 2.67 5.33 0.00 8.67 5.27
wc% 13.10 35.75 15.07 16.20 45.33 14.60 23.34

Gemini-2.0-Flash wf% 4.00 1.20 0.00 2.00 0.00 3.33 1.76
wc% 8.33 26.72 21.33 16.33 46.67 13.79 22.20

XLP

Mathstral-7B wf% 36.67 32.80 25.33 31.33 22.00 37.33 30.91
wc% 35.79 76.79 38.39 57.28 56.41 55.32 53.33

Llama-3.3-70B wf% 5.33 10.00 2.67 4.00 6.67 5.33 5.67
wc% 14.08 32.44 13.70 20.83 43.57 14.08 23.12

DeepSeek-R1-Distill-Llama-70B wf% 23.33 58.00 59.33 36.00 58.00 50.67 47.55
wc% 13.04 33.33 18.03 18.75 42.86 17.57 23.93

GPT-4o wf% 4.00 12.00 0.00 10.67 0.00 8.00 5.78
wc% 7.64 35.91 13.33 17.16 39.33 19.57 22.16

Gemini-2.0-Flash wf% 4.67 1.60 0.67 2.00 0.67 3.33 2.16
wc% 6.29 28.46 14.77 11.56 40.94 7.59 18.27

XCoT

Mathstral-7B wf% 30.67 33.20 26.00 32.67 16.67 36.00 29.20
wc% 49.04 75.45 35.14 59.41 64.00 54.17 56.20

Llama-3.3-70B wf% 5.33 10.40 8.00 6.67 21.33 8.00 9.96
wc% 14.08 39.73 10.87 19.29 35.59 16.67 22.71

DeepSeek-R1-Distill-Llama-70B wf% 33.33 75.20 34.67 58.67 65.33 66.00 55.53
wc% 18.00 30.65 16.33 19.35 44.23 9.80 23.06

GPT-4o wf% 6.67 21.60 2.67 19.33 6.67 13.33 11.71
wc% 7.14 33.67 11.64 19.83 35.00 16.15 20.57

Gemini-2.0-Flash wf% 14.00 17.60 0.67 19.33 6.00 16.00 12.27
wc% 4.65 25.24 10.74 9.92 41.84 8.73 16.85

Table 9: Comparative error analysis (from Run 2) evaluating BNaP, XLP, and XCoT prompt strategies. Metrics
include wrong format (wf%) and wrong calculation (wc%) errors. Lower values reflect better adherence to format
and reasoning correctness. Avg. indicates the average error across all evaluated tasks.
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