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Abstract

While progress has been made in legal applica-
tions, law reasoning, crucial for fair adjudica-
tion, remains unexplored. We propose a trans-
parent law reasoning schema enriched with hi-
erarchical factum probandum, evidence, and
implicit experience, enabling public scrutiny
and preventing bias. Inspired by this schema,
we introduce the challenging task, which takes
a textual case description and outputs a hier-
archical structure justifying the final decision.
We also create the first crowd-sourced dataset
for this task, enabling comprehensive evalu-
ation. Simultaneously, we propose an agent
framework that employs a comprehensive suite
of legal analysis tools to address the challenge
task. This benchmark paves the way for trans-
parent and accountable AI-assisted law reason-
ing in the “Intelligent Court”1.

1 Introduction

In recent times, Artificial Intelligence (AI) has
demonstrated a profound impact on legal appli-
cations, including the generation of legal document
summarization (Jain et al., 2023), argument min-
ing, (Xu et al., 2021) and legal case retrieval (Ma
et al., 2023; Liu et al., 2023). While recent ad-
vances focus on generating impartial and inter-
pretable judicial judgments based on established
criminal fact (T.y.s.s. et al., 2024; He et al., 2024;
Han et al., 2024). However, the premise for ensur-
ing this process is the accurate determination of
the ultimate criminal facts. The fundamental chal-
lenge remains: how to construct logically rigorous,
evidence-backed ultimate criminal facts from evi-
dentiary materials and inferred interim facts.

Accurate criminal fact determination forms the
cornerstone of judicial fairness Allen (2010); An-
derson et al. (2005); Chafee Jr (1931). However,
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1The code and data are available at https://github.com/
cocacola-lab/LawReasoningBenchmark

Evidence
I recovered I saw my husband 
scuffling with a man. The man 
who I know as Freddie Bywaters
was running away.

Case Description: “When we got near Endsleigh Gardens a 
man rushed out from the Gardens and knocked me and pushed 
me away from my husband. I was dazed for a moment.
When I recovered I saw my husband scuffling with a man. 
The man who I know as Freddie Bywaters was running away. 
He was wearing a blue overcoat and a grey hat. Edith first fell 
in love with Bywaters in September, 1921, and that she had 
told her husband that she had given him cause for divorce.

Experience

In general, the elderly 
tend to dominate.

Edith first fell in love with Bywaters
in September, 1921, and that she had 
told her husband that she had given 
him cause for divorce.

Evidence

Edith encourage her 
mistress Bywaters to 
murder her husband.

Fact

Experience

Generally speaking, 
women are not inclined 
to dominate.

Edith did not encourage 
her mistress Bywaters to 
kill her husband.

Fact

Figure 1: Case “Rex v. Bywaters and Thompson” that
demonstrates different experiences have impacted differ-
ent results (LEFT vs. RIGHT). The case description and
evidence are shared, but the experiences of both sides
are different, which leads to different ultimate proban-
dum.

existing AI judges primarily address post-fact legal
procedures rather than simulating comprehensive
court processes. the fairness of adjudication fun-
damentally depends on systematic evidence anal-
ysis and fact reasoning during fact-finding phases.
Therefore, we shift focus to an underexplored fron-
tier: Law Reasoning2, aiming to bridge the gap be-
tween evidence interpretation and judicial decision-
making.

To highlight the significance of Law Reasoning,
we provide examples that are widely recognized
where different evidence and human experience
lead to different criminal facts. Recognizing these
instances is crucial for maintaining judicial justice
and public trust. Here is a notable example in
Figure 1.

2Law Reasoning is also known as evidence reasoning and
evidence analysis.
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In these cases and many others before them, it is
evident that wrongful judgments often arise due to
the misuse of experience. To mitigate this risk, we
aim to make the law reasoning procedure transpar-
ent and make the details visible through the law
reasoning process employed by judges to subject
judicial activities to social supervision, prevent the
influence of prejudice, promote social fairness and
justice, and enhance public trust in the judiciary.

In light of the essential of transparent law rea-
soning, a schema that accurately simulates law rea-
soning process is desired. Wigmore (1937) has
long proposed a diagram method for law reason-
ing. However, these diagram methods remain at
a theoretical level due to their complex structure
and numerous elements. To address this, Anderson
et al. (2005) have enhanced Wigmore’s diagram-
matic method to make it more user-friendly. Taking
inspiration from these iconographic methods, we
have adopted a modified version that enriches the
schema by incorporating implicit experience. The
modified schema shows a justification procedure
of facts made by the fact finder (Jury or judge) at a
trial. Section 2.1 provides a visual representation
and detailed explanation of the schema.

Then with the designed schema as a foun-
dation, we introduce a new challenging task —
Transparent Law Reasoning with Tree-Organized
Structures (TL for short), which aims to generate
the hierarchical and layered law reasoning structure
following the schema (for ease of understanding,
we explain the legal terms involved in Table 3 and
use them later to describe our work). In this chal-
lenge, the textual case description is input, and the
TL task is to output the law reasoning structure
where the top node represents the terminal fact.
Specifically, we formalize the TL procedure as a
tree-like structure. Each node involves a step of
reasoning from evidence to interim probandum that
need to be proven, and then from interim proban-
dum to ultimate probandum. Additionally, we con-
duct the first comprehensive and qualitative study
on law reasoning simulation at a trial by introduc-
ing a crowd-sourcing development/test dataset for
evaluation (Section 3).

In summary, our contributions are three-fold:
(i) A schema enhanced with hierarchical factum
probandum3, evidence, and experiences fusion; (ii)
A new challenging task – TL with crowdsourcing

3The factum probandum (pl. facta probanda) refers to the
fact to be proved.

Evidence

Executing mentally 
disabled individuals is 
cruel and unusual 
punishment, in violation 
of the Constitution.

Experience

Fact Determined by 
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Remanded to 
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𝐸𝐸∗... ...Evidence Evidence
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𝐹𝐹2

𝐹𝐹6

𝐹𝐹1 𝐸𝐸3

𝑉𝑉1 𝑉𝑉2 𝑉𝑉3
Figure 2: Illustration of the schema.

data and corresponding metrics; (iii) The TL agent
utilizes a comprehensive suite of legal analysis
tools to construct tree-organized structures.

2 Task Definition

We start by briefly introducing our schema formu-
lation in Section 2.1. Then we present our task
TL from task formulation (Section 2.2) to metrics
(Section A in appendix) in detail.

2.1 Schema Formulation

The term “law reasoning” is used to describe the
process of reasoning from the case description x
to the ultimate probandum to be proved, which
determines the inductive logical nature of judicial
proof. The designed schema rigorously represent
this process, showing how ultimate probandum are
finally obtained from original evidences. The pro-
cess starts from evidences, goes through different
granularity of factum probandum, and gets the ul-
timate probandum. We introduce the schema for-
mulation in Figure 2. To make the implicit law
reasoning process transparent, all factum proban-
dum, evidence, experiences and the supportive re-
lationships between them need to be revealed. The
schema is formed in a nested tree similar to An-
derson et al. (2005), including the following four
elements:
• Evidence. Following the real judicial process,
the basic eVidence block V of the schema in-
cludes documentary evidences, testimonial evi-
dences, among others. The evidence node is the
leaf node from which legal practitioners or intel-
ligent models need to infer that certain factum
probandum did occur. v1, v2, v3 ∈ V.
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Case Description: The jury decided that Jones's version of

events was more coherent and credible, and it convicted

Atkins of capital murder. During the penalty phase of the

trial, the defense presented Atkins's school records and the

results of an IQ test carried out by the clinical psychologist

Dr. Evan Nelson confirmed that he had an IQ of 59. On that

basis, it proposed that he was "mildly mentally retarded."...
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𝐹1

It convicted Atkins of 

capital murder.

He was "mildly mentally 

retarded."

𝐹2

Death Penalty.

𝐹3

Fact Probandum Generation Evidence Reasoning

𝑉1

The jury decided that 

Jones's version of events 

was more coherent and 

credible.
𝑉2

During the penalty phase 

of the trial, the defense 

presented Atkins's school 

records ...

Experience Generation

𝐸1

Generally speaking,women 

are not inclinedto dominate.

𝐹1𝑉1

𝑉2 𝐹2

𝐹1 𝐹2 𝐸1

𝐹3

𝐹1

𝐹2

𝐸1

𝐹3

Figure 3: Illustration of the task. For convenience, we showcase examples for each sub-task. The output of the 3
sub-tasks is collected to form the complete law reasoning structure.

• Factum Probandum. Factum probandum
have multiple levels of granularity, including in-
terim probandum (f1, f2), penultimate probandas
(f3, f4, f5), and ultimate probandum (f6), from
fine to coarse. More coarse ones are made up
of fine ones. Fine-to-coarse factum probandum
[f1, f2, f3, f4, f5] guide a series of inference connect-
ing the evidences [v1, v2, v3..., vn] with the ulti-
mate probandum f6.fi ∈ F. 4

• Experiences. Human Experience e used dur-
ing connecting evidence v and fact f , and forming
coarse factum probandum. Practitioners or intel-
ligent models may need personal experiences for
reasoning. The experiences help to explain why
the decision maker inference like this, making the
process more explicit to understand.
• Inferences. The edges r in the reasoning process,
support each reasoning step and authorize the infer-
ence from the bottom up. Inferences exist between
evidences v and factum probandum f , as well as
between different granularity of factum probandum.
Formally, r : v −→ f under e.

2.2 Task Formulation

We propose our task, Transparent Law-Reasoning
with Tree-Organized Structures (TL for short),
which aims to generate the hierarchical and lay-
ered fact-finding structure from the unstructured
textual case description, as shown in Figure 3. The
law reasoning structure should follow our designed
schema, but we limit facts to only the two dimen-

4Facts are renamed as propositions in some legal articles.

sions of Interim probandum and ultimate proban-
dum due to the difficulty of identification and label-
ing. Formally, we aim to find a model M, which
takes the textual case description5 x = [x1, ..., xn]
with n tokens as input and predicts the law rea-
soning structure y, i.e., y = M(x). Note that,
the ground-truth structure is labeled following the
schema defined in Section 2.1. In detail, TL in-
cludes four sub-tasks according to its three ele-
ments (i.e., factum probandum, evidences, experi-
ences, and inferences). We introduce each sub-task
as follows:

Sub-task I: Factum Probandum Generation
Aim to generate the factum probandum F that
comes from a case description x, including interim
probandum, and ultimate probandum. Among them
interim probandum can be extracted from the case
description and ultimate probandum should be gen-
erated in other ways. Figure 4 shows an example
to locate interim probandum in a case description.

Sub-task II: Evidence Reasoning Aim to spec-
ify the evidence that supports the interim proban-
dum. For each interim probandum, multiple pieces
of evidences are directly extracted from the case
description.

The sub-task aims to find a model V , which takes
the case description x and factum probandum query
qf as input to extract the corresponding vi, i.e.,
vi = V(x,qf ). So this sub-task actually corre-

5The case description is a brief account of the case, usually
including the times, events, actions, or behavior of each party,
and any other important details that are relevant to the case.
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Case Description: it is necessary, as shortly as possible, to 
review some of the facts of this essentially commonplace and 
unedifying case. The appellant, Edith Jessie Thompson, is 
twenty-nine years of age. She is the daughter of a Mr. 
Graydon, and seven years ago she married Mr. Percy 
Thompson, the man now dead, the only person who in this 
case excites any sympathy…
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Case Description: it is necessary, as shortly as possible, to
review some of the facts of this essentially commonplace and
unedifying case. The appellant, Edith Jessie Thompson, is
twenty-nine years of age. She is the daughter of a Mr.
Graydon, and seven years ago she married Mr. Percy
Thompson, the man now dead, the only person who in this
case excites any sympathy…

In
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Interim Factum Probandum: The appellant, Edith Jessie
Thompson, is twenty-nine years of age. She is the daughter of
a Mr. Graydon, and seven years ago she married Mr. Percy
Thompson, the man now dead, the only person who in this
case excites any sympathy.
Location in Description：[15, 16]
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Figure 4: Illustration of the factum probandum genera-
tion.

Case Description: it is necessary, as shortly as possible, to 
review some of the facts of this essentially commonplace and 
unedifying case. The appellant, Edith Jessie Thompson, is 
twenty-nine years of age. She is the daughter of a Mr. 
Graydon, and seven years ago she married Mr. Percy 
Thompson, the man now dead, the only person who in this 
case excites any sympathy…
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Case Description: Mr. Clevely struck a match, and Miss
Pittard asked Mrs.Thompson what had happened; and the
appellant answered, “Oh, do not ask me; I do not know.
Somebody flew past, and when I turned to speak to him blood
was pouring out of his mouth.” A few minutes later Dr.
Maudsley arrived, and he found that Mr. Thompson was
dead.…

Evidence: The appellant, Edith Jessie Thompson, is twenty-
nine years of age. She is the daughter of a Mr. Graydon, and
seven years ago she married Mr. Percy Thompson, the man
now dead, the only person who in this case excites any
sympathy.
Location in Description：[43, 43]

Figure 5: Illustration of the evidence extraction in sub-
task 2.

sponds to the evidences and references elements in
the schema.

This task can be divided into two sequential
steps: the first step involves extracting evidence
from the case description, and the second step en-
tails linking the extracted evidence to the interim
probandum.

Figure 5 shows an example of step 1. Each ev-
idence vi is a span [ps, pe], with ps, pe indicating
the beginning and ending position in the case de-
scription. The evidence is localized at the sentence
level.

The process of step 2 is shown in Figure 6. We
contribute the relationship between the evidences
extracted from the case description in the previous
step and the interim probandum. If the interim
probandum can be inferred from the evidence, we
consider that a connection exists between the evi-
dence and the interim probandum.

Sub-task III: Experience Generation Aim to
reveal the human experiences e between the evi-
dences v and the interim probandum f . Figure 7
shows an example.

3 Dataset Construction

We construct a high-quality dataset of case de-
scriptions with multiple levels of annotated factum
probandum, evidence and links with correlative
factum probandum, and the involved experiences,
which follow our schema and show the explicit
path of the law reasoning process. This section

Case Description: it is necessary, as shortly as possible, to 
review some of the facts of this essentially commonplace and 
unedifying case. The appellant, Edith Jessie Thompson, is 
twenty-nine years of age. She is the daughter of a Mr. 
Graydon, and seven years ago she married Mr. Percy 
Thompson, the man now dead, the only person who in this 
case excites any sympathy…
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Interim Factum Probandum:Edith incited Freddie to murder
her husband.
Evidence:I wrote to Freddie, and were written to him without
my husband’s consent. When he was at home in England, we
were in the habit of going out occasionally together without
my husband’s knowledge.

Can the Interim Factum Probandum be inferred from the 

evidence?

True

Figure 6: Illustration of the evidence reasoning in sub-
task2.

Case Description: it is necessary, as shortly as possible, to 
review some of the facts of this essentially commonplace and 
unedifying case. The appellant, Edith Jessie Thompson, is 
twenty-nine years of age. She is the daughter of a Mr. 
Graydon, and seven years ago she married Mr. Percy 
Thompson, the man now dead, the only person who in this 
case excites any sympathy…
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Interim Factum Probandum:Edith incited Freddie to murder
her husband.
Evidence:I wrote to Freddie, and were written to him without
my husband’s consent. When he was at home in England, we
were in the habit of going out occasionally together without
my husband’s knowledge.

Did experience help in the reasoning?

Yes

What the experience is used in the reasoning?

(a) older women tend to dominate, (b) older women are
insecure.

Figure 7: Illustration of the experience generation.

delves into the details of the crowd-sourcing con-
struction, statistical analysis and quality control(in
Section B and Section C). We utilize publicly avail-
able data and implement strict controls over the
annotation process. You can get more details on
bias and ethical considerations in Section D from
the appendix.

3.1 Crowd-Sourcing Dataset

We collect the unannotated data from China Judge-
ment Online Website and each sample from the
unannotated data describes a real-world case. Then
we employ a two-phase methodology inspired
by the Wizard-of-Oz technique (Kelley, 1984;
Dahlbäck et al., 1993) to gather the annotated
dataset.

In the initial phase, we employ law professionals
to pre-annotate 15 cases and assess the quality of
their annotations. This helps us ensure the relia-
bility of our labeling methods and summarizes a
set of tips for labeling and testing quality. In the
second phase, we train and certify a large group of
crowd-workers through tutorials and qualification
tests developed during the first phase. We pay them
the local average hourly wage.

We create a web-based survey using Label Stu-
dio6,a data labeling platform that allows workers
to annotate and refine unannotated data. We train
workers with a comprehensive set of instructions
and expert-level annotation cases to fulfill annota-
tion standards.

During the refinement stage, we will present
workers with the original description of a single
case along with the corresponding factum proban-

6https://labelstud.io
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dum, evidences and links, and experiences obtained
from Stage I. Workers are requested to relabel the
data with the inference of labeled data annotated
by LLMs. This helps accelerate the labeling speed
and does not cause any false negatives.

We utilize an automated mechanism and adhere
to the schema concept outlined in Section2.1. We
employ a prompt-based approach to effectively
simulate human experiences in inferring interim
probandum from criminal evidence in sub-task3.
Subsequently, annotators refine the human-like an-
notations generated by the LLMs to enhance the
accuracy and reliability of the results.

3.2 Dataset Statistical Analysis

We randomly select cases and split train-
ing/validation sets. Specifically, to select original
cases. We organized the data based on the judicial
case reference level and randomly chose cases rang-
ing from guiding cases (higher quality) to typical
cases (high quality) to maintain the dataset’s qual-
ity and diversity. Prior to annotation, we divided
the dataset into a training set, a validation set, and
a test set. Texts included in the test set were ran-
domly picked from both guiding and typical cases,
while the remaining cases were randomly assigned
to either the training or validation sets. The data in
the test set underwent comprehensive manual an-
notation to guarantee the accuracy of the annotated
information.

The collected data comprises 453 cases, 2,627
factun probandum, 14,578 pieces of evidence, and
16,414 experiences. The total number of tokens in
the dataset is 6,234,443. The data statistics of the
dataset are shown in Table 1. It is noteworthy that,
we can construct an instruction dataset with a scale
exceeding 40,000 samples, which can be utilized
for fine-tuning LLMs.

Train Val Test
# Instances 253 100 100
# Tokens 3,877,780 897,916 1,458,747
# Ave. Evidences 36.05 15.30 39.28
# Ave. Facts 6.77 3.47 5.67
# Ave. Experiences 37.77 18.63 44.5
# Ttl. Evidences 9,120 1,530 3,928
# Ttl. Facts 1,713 347 567
# Ttl. Experiences 9,550 1,863 4,450

Table 1: Data analysis of the collected data. Ave.: Aver-
age. Ttl.:Total. #: The number of ·.

4 Approach

For the task, we propose our Knowledge-enhanced
Transparent Law Reasoning Agent (TL Agent).
This approach, which see the whole law reason-
ing process as a tree structure, adheres to the es-
tablished analytical approach employed by legal
professionals.

As illustrated in Figure 8, the left side of the
diagram depicts the user’s input and the agent’s
output, the middle section outlines the fundamental
workflow of the agent, and the right side present
the main toolkit of the agent.

The task objective and corresponding case infor-
mation are input into the agent, which, based on the
tool manual’s instructions, progresses through the
stages of thinking, reasoning, and planning. Sub-
sequently, the agent selects the appropriate tools
from the toolkit to accomplish the task. To enhance
the quality of the outcome, the agent analyzes the
returned results to determine if additional tools are
necessary to improve accuracy. This process con-
tinues until the agent deems the results satisfactory,
at which point it invokes the finish tool to conclude
the task.

In the following sections, we will delve into the
details of our agent toolkit in Section 4.1 and agent
strategy in Section 4.2. The prompt design details
of each tool can be referred to in Section E in the
appendix.

4.1 Designed Toolkits

Fact Finding Head The toolkit is designed with
various tools for handling legal documents based
on different task objectives in Section 2.2, includ-
ing fact extraction tool, evidence extraction tool,
fact-evidence linking tool, experience generation
tool, etc. These tools define the task objectives,
task rules, and json output format in the prompt to
ensure that the task results are output in parallel
when the tools are called, to ensure the accuracy
and efficiency of the output results, and at the same
time to facilitate the subsequent analysis and pro-
cessing of the results by the model or the user.
Knowledge Search This toolkit contains different
vector databases, which can retrieve similar texts
in the vector database based on the input query to
assist in determining whether the text meets the
task objective. The tools in this toolkit have two
steps. The first step is to retrieve similar texts based
on the query, and the second step is to input the
similar texts and the query into the LLM to compre-
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Legal Knowledge

Legal knowledge related to the task
objective, including the definition of
legal items, and relevant examples.

Knowledge Search

This tool can be called to find similar
text based on vector similarity and
further verify whether the task result is
accurate.

MultiRole Checker

The Mock court propose topics based
on the task results. Different roles
analyze the problems from their
perspectives and propose solutions.

Reflection

This tools can reflect on the former task
result based on relevant knowledge and
update the task results precisely.

Tool manual Toolkits Tool 

Agent Toolkits

Select tool

Result

Thinking Reasoning Planning 

Agent BrainTask Goal: please strictly follow the following 
requirements from the legal documents to extract the 
complete information on the criminal evidence.

Case Info: I was dazed for a moment. When I recovered
I saw my husband scuffling with a man. The man who I 
know as Freddie Bywaters was running away …

Agent Output:

Agent Brain: This is an evidence extraction task. Firstly, 
the evidence extraction tool needs to be invoked to 
extract the evidence in the text…

Tool Response: I saw my husband scuffling with a man. 
The man who I know as Freddie Bywaters was running 
away …

Agent Brain: I have successfully extracted the evidence 
in the case text. Call the finish tool to end the task.…

……

Agent Brain: Now I have extracted the relevant 
evidence in the text and need to call the knowledge 
search tool to find similar reference texts to further 
determine whether the extracted evidence is correct.

Tool Response: ……

Fact Finding Head

Toolkit containing tools for intelligent
judicial analysis, such as fact finding
tool、evidence extraction tool and etc.

LLMs

Figure 8: Illustration of our approach.

hensively determine whether the query conforms
to the task objective.

For example, in the extraction task of factum
probandum generation, we first use the extracted
interim probandums as the query to retrieve similar
texts in the vector database. Each similar text has a
corresponding binary classification label. True in-
dicates that this text belongs to the interim proban-
dums, and False indicates that this text does not
belong to the interim probandums. If there are
more texts belonging to the interim probandums
among the similar texts, the LLMs is more inclined
to consider the input query as a interim proban-
dums.
MultiRole Checker The agent will throw out is-
sues based on the task objectives and task results in
the previous step and provide them to this toolkit.
The LLMs in this toolkit will respectively play dif-
ferent roles such as lawyers, judges, and police
officers, analyze the issues from different perspec-
tives, provide suggestions for solving the issues,
and vote to determine whether the quality of the
task completion is excellent.
Legal Knowledge Legal knowledge related to the
task objective, including the definition of legal
items, legal provisions and relevant examples.
Reflection This toolkit can reflect on whether the
task result is accurate based on the task objective
and the knowledge of other tools. It is mainly used
as a middleware for the invocation of other tools,
which can effectively ensure the consistency of
the task output result and the accuracy of the task
result.

There are some other tools used by our agent.
Compared with the above-mentioned tools, these
tools may be used less frequently.

Emotion Check This tool can determine the senti-
ment of the input text. There are three labels: posi-
tive, negative, and neutral. In factum probandum
generation, it can be used to discriminate whether
the generated facts contain sentiment to ensure the
objectivity and neutrality of the generated facts.
Pattern Match This tool can automatically pre-
analyze the required knowledge, rules, and text
features that meet the task objective.
Finish When the agent judges that the generated
result meets the task, this tool is called to finish the
task.

4.2 Agent Strategy

To guide LLMs to leverage these powerful tools
properly, we develop agent strategies to efficiently
complete our task objective. Our agent’s strategy is
a ReAct-like (Yao et al., 2022) strategy. This strat-
egy prompts large language models (LLMs) to gen-
erate reasoning traces and task-related actions in
an interleaved manner. Depending on these actions,
LLMs choose appropriate external tools and call
them by supplying relevant inputs. Subsequently,
this strategy regards the outputs of the tools as ad-
ditional knowledge and determines whether to call
a final tool or other tools for further processing.

Specifically, after each invocation of knowledge-
based tools (excluding the reflection tool) 1 to 2
times, The LLMs will call the reflection tool to
conduct reflection and update the task results by in-
tegrating the previously obtained knowledge. This
approach can not only ensure that the results re-
turned by the knowledge-based tools are fully uti-
lized, thereby improving the accuracy of the task
results, but also maintain the consistency of the
format of the task results.
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Approach Task I Task II Task III All
Sfact-1 Sfact-2 Sfact-l Pre Rec Fevi Sexp-1 Sexp-2 Sexp-l Sc

ChatGLM-6B 18.26 6.70 15.8 3.65 7.42 4.89 20.69 4.76 12.2 11.54
LexiLaw 18.65 7.59 15.98 2.51 12.97 4.20 16.60 3.58 13.80 12.56
Lawyer Llama v2 21.52 9.60 18.89 1.45 5.80 2.23 11.55 2.18 5.40 10.56

ChatGLM-6B finetune 29.30 19.11 26.82 5.95 23.56 9.50 23.12 4.26 19.17 14.37
Lexilaw finetune 29.91 20.40 26.57 8.87 27.09 13.37 19.37 2.41 16.69 23.46
Qwen-6B finetune 30.6 21.3 27.54 8.02 11.21 9.34 11.21 9.34 13.45 20.52

Spark 4.0 Ultra 25.61 13.33 22.33 7.62 6.66 7.11 23.54 5.44 18.31 24.63
ERNIE-4.0 Turbo-8k 26.83 13.16 22.37 5.26 7.66 6.24 28.7 8.53 22.31 26.38
Qwen-max 25.01 12.60 21.53 12.28 15.90 13.85 27.84 6.83 21.25 30.94
GLM-4-plus 23.23 10.33 19.70 9.65 18.96 12.78 25.75 5.61 20.60 26.43
Deepseek-v3 29.47 14.89 25.73 10.74 19.10 13.75 31.61 9.21 25.53 30.35

Claude-3.5 28.69 14.47 25.43 2.94 4.79 3.64 19.89 1.82 15.54 23.92
GPT-4o-mini 28.98 14.92 25.16 4.48 13.04 6.69 27.6 5.77 21.71 24.69
GPT-4o 29.86 16.43 26.44 9.72 19.84 13.05 28.71 7.31 22.36 25.74

TL Agent 32.99 18.03 28.75 10.38 40.73 16.53 30.92 8.66 24.81 31.50

Table 2: Comparison between our approach and baseline models. We use the comprehensive score to assess the
whole structure. Sc: Comprehensive score. We also list the performance of three sub-tasks. The numbers -1, -2, and
-l after S correspond to Rouge-1, Rouge-2, and Rouge-l in the formula respectively.

5 Experiments

Our agent has been rigorously compared against
several classic LLMs available on the market, as
detailed in Section 5.2. Additionally, we conducted
a comprehensive comparison with state-of-the-art
reasoning models, including o1 and r1, as discussed
in Section F. To further validate the effectiveness
of our tools, we performed an ablation study, the
results of which are presented in Section G. These
comparisons and analyses collectively demonstrate
the robustness and superior performance of our
agent in various tasks and scenarios.

5.1 Setup
Dataset The test set in our experiments uses
the dataset we constructed in Section 3.2. The
constructed training and validation set is used for
fine-tuning the model. We split each case con-
tent into multiple fragments, with the length of
the content being no more than 1500 tokens, and
then constructed an instruction dataset including
5w samples with the corresponding evidence, fac-
tum probandum and experiences. The constructed
dataset is used to finetune LLM.

Metrics For task 1, task 3, and the comprehen-
sive evaluation (All), the results are assessed using
a modified version of the rouge scoreḞor task 2, the
evaluation is conducted based on precision, recall,
and f1 metrics. The definitions of these metrics are
provided in Section A.

Agent Setting The base model used by the agent
is 4o-mini7. The basic parameters of the model are
temperature of 0.6, max_tokens of 8096, top_p of
1, frequency_penalty of 0, presence_penalty of 0,
and number_of_results of 1. The vector database
used by the Agent is chroma8, the vector model
is bge-large-zh-v1.59, and the database is Postgre
SQL 1610.

Baselines We compare our approach with strong
baselines:

The first group of baseline models comprises
models with fewer than 13B parameters, which
have not undergone fine-tuning using the task-
specific TL dataset. Notably, the ChatGLM-
6B (Du et al., 2022) model has not been fine-
tuned on the legal domain dataset. The Lexi-
law (Haitao Li, 2024) model, however, is a variant
of ChatGLM-6B that has been fine-tuned with le-
gal domain-specific data. Similarly, the Lawyer
Llama v2 (Huang et al., 2023) model is an out-
standing open-source Chinese legal LLMs and the
model is a fine-tuned version of the Llama3 model,
adapted to the legal dataset.

The second group encompasses models that have
been fine-tuned using the TL dataset. Specifically,

7https://platform.openai.com/docs/models/gpt-4o-mini-
2024-07-18

8https://www.trychroma.com/
9https://huggingface.co/BAAI/bge-large-zh-v1.5

10https://www.postgresql.org/
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instruction datasets, as described in Section 5.1,
were used to fine-tune the ChatGLM-6B, Lexilaw,
and Qwen (Yang et al., 2024) models, producing
their respective fine-tuned variants.

The third group consists primarily of API-
accessible LLMs, which have been trained pre-
dominantly on Chinese language corpora. This
group includes models such as Spark 4.0 Ul-
tra11, ERNIE-4.0 Turbo-8k, Qwen-max12, GLM-
4-plus13, and Deepseek-v3 (DeepSeek-AI et al.,
2024).

The fourth group features API-based LLMs
trained primarily on English corpora, including
Claude-3.5, GPT-4o-mini, and GPT-4o 14.

To ensure optimal performance for various tasks,
specific prompts have been designed to guide these
API-based LLMs in completing TL tasks effi-
ciently.

5.2 Results

Comprehensive Score. It can be observed from
Table 2 that TL agent not only addresses the issue
of producing the irrelevant experiences but also en-
hances the precision of the extracted evidence and
generated factum probandum by incorporating sup-
plementary legal knowledge and legal processes.
Factum Probandum Generation. As shown in
Table 2, our agent model, through multi-step rea-
soning and tool utilization, effectively extracts in-
terim probandum from text and generates ultimate
probandum. By employing our agent, even with
the base model being 4o-mini, we achieve perfor-
mance surpassing that of the gpt-4o model. No-
tably, a smaller model with 6B parameters, after
fine-tuning on the TL dataset, demonstrates capa-
bilities comparable to, or even exceeding, those
of LLMs. Additionally, we observe that among
the 6B parameter models not fine-tuned on the
TL dataset, those fine-tuned with legal knowledge,
such as Lexilaw and Lawyer Llama, outperform the
ChatGLM model, which lacks such legal knowl-
edge fine-tuning.
Evidence Extraction. TL agent demonstrates en-
hanced precision in extracting evidentiary state-
ments from text and establishing accurate corre-
lations between evidence and interim probandum.
Furthermore, the results indicate that all models

11https://xinghuo.xfyun.cn/
12https://qwenlm.github.io/blog/qwen2.5-max/
13https://bigmodel.cn/
14https://platform.openai.com/docs/models/gpt-4o-2024-

08-06

face significant challenges in tasks involving link-
age identification between evidence and interim
probandum. Our agent and baseline models exhibit
a propensity to associate evidence with interim
probandum redundantly, irrespective of the exis-
tence of a substantive inference relations, which
consequently results in lower precision metrics
across all models. This phenomenon underscores
the inherent complexity and challenge of the task
at hand.

Experience Generation. Our agent model is capa-
ble of generating precise human-experience-based
information necessary for inferring interim proban-
dum from evidence, achieving performance com-
parable to that of DeepSeek-V3.

From the experimental results, it is observed
that although some models (such as ChatGLM-6B
fine-tune) have been fine-tuned for Task 3, their
performance on Task 3 still does not surpass that
of LLMs accessed via APIs (such as Deepseek-
V3, GPT-4o-mini, and GPT-4o). This suggests that
Task 3 relies on extensive commonsense knowl-
edge and social experience, which are inherently
embedded in larger-scale LLMs.

6 Conclusion

Artificial Intelligence legal systems currently face
challenges in law reasoning. To address this issue,
we propose TL agent for law reasoning. By follow-
ing two key steps: schema design and establishing
tree-organized structures process (i.e., evidential
reasoning), we can develop an abstract, systematic,
and formalized reasoning process for law reasoning
tree based on unstructured data. This law reasoning
system can serve as a foundation for the advance-
ment of AI legal systems, enabling them to make
judgments transparent.

To ensure transparency in the judge’s decision-
making process, it is important to visualize the
experience relied upon and the intermediate conclu-
sions reached at each step of reasoning and judg-
ment. This serves as a helpful reminder to the
judge of which experience was utilized in each step,
thereby mitigating the inherent risk of personal bias
and enhancing the accuracy of law reasoning along
with the final judgment. Our contribution in terms
of task formulation, dataset and modeling pave the
way for transparent and accountable AI-assisted
law reasoning.
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Limitations

Although TL agent has yielded impressive results,
the underlying reasons for these outcomes have not
been thoroughly investigated. Moreover, the use of
open-ended natural language as prompts presents
both advantages and challenges. Successful extrac-
tion often necessitates domain expertise to design
schema and can be a time-intensive process.

Ethics Statement

This study strictly adheres to the ethical princi-
ples outlined in the Declaration of Helsinki, which
serves as a guiding framework for conducting re-
search involving human subjects. It is of utmost
importance to ensure that all participants in this
study are treated with respect, dignity, and fairness.

To ensure transparency and informed decision-
making, all participants will receive comprehensive
information regarding the nature and purpose of
the study. They will have the opportunity to ask
questions and clarify any concerns they may have
before providing their written informed consent. It
is essential to emphasize that participation in this
study is completely voluntary, and individuals have
the right to withdraw their involvement at any point
in time without facing any negative consequences
or penalties.

In compliance with applicable laws and regula-
tions, the confidentiality and privacy of all partic-
ipants will be diligently protected. Measures will
be implemented to safeguard their personal infor-
mation and ensure that only authorized personnel
have access to it. Any data collected throughout
the study will be anonymized, ensuring that the
identities of participants remain confidential.

By upholding these ethical principles and safe-
guards, we aim to conduct a study that upholds
the highest standards of integrity and respects the
rights and well-being of every participant involved.
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A Metrics

Metrics for Factum Probandum Generation. We
use the Rouge F1 score, which is commonly used
for text summarization tasks. For each case, the fact
set provided as ground truth is represented as F∗ =
[f∗1 , f

∗
2 , ..., f

∗
n], while the prediction set generated

by a model is denoted as F = [f1, f2, ..., fm]. The
metric can be defined using the following formula:

Sfact =
1

n

n∑

i=1

max
f∗j ∈F

(Rouge(fi, f
∗
j ))

Metrics for Evidence Reasoning. The Fevi metric
measures how well a model extracts relevant evi-
dences to support its factum probandum. It does
this by comparing the model’s predicted evidence
spans to the actual ground-truth evidence spans
and penalizing for both missing important evidence
and including irrelevant information. Thus, each
piece of evidence can be linked to specific factum
probanda it supports. These connections are rep-
resented by triples (factum probandum, relation,
evidence). Think of an arrow pointing from the
evidence to the factum probandum. The model
predicts some evidence to support the ground-truth
facta probanda, resulting in triples. Fevi focuses on
the macro F1-like metrics, meaning it only cares
about how accurate the model’s chosen triple is.
The more overlap between predicted and ground-
truth triples, the higher the score. Fevi is formu-
lated as:

Pre =

∑k
i=1 |L∗

i ∩ Li|∑k
i=1 |Li|

Rec =

∑k
i=1 |L∗

i ∩ Li|∑k
i=1 |L∗

i |

Fevi =
2 · Pre ·Rec

Pre+Rec

For each case, the triple set provided as ground
truth is represented as L∗

i . The prediction set gen-
erated by a model is denoted as Li. We use set
intersection (∩) to identify the overlap between
the predicted and ground-truth set. α is a hyper-
parameter to balance between Pre and Rec. k is
the number of cases. | | returns the number of the
element in the set.
Metrics for Experience Generation. The metric
for experience generation considers two aspects.
First, we should consider whether the experience
needs to be generated as a component to achieve
the interim probandum. It is a binary classification
problem and we measure accuracy as the metric.
Then, we consider the quality of the generated expe-
rience using Rouge F1. The experience alone does
not support an interim probandum. The following
formula defines the process.

Rexp(e
∗
i , ei) =

{
1 e∗i = ei = None

Rouge(e∗i , ei) else

Sexp =
1

t

t∑

i=1

Rexp(e
∗
i , ei)

t is the number of generated experiences. e∗i is
the ground-truth experience quadruple (fact, rela-
tion, evidence, experience). ei is predicted experi-
ence quadruple. ei = None means that the rela-
tion from the evidence to the interim probandum
doesn’t require additional experience. If either e∗i
or ei is not equal to None, Rexp is set to 0.
Comprehensive Score. The three metrics men-
tioned above pertain to the sub-task level. To evalu-
ate the comprehensive score, it is important to con-
sider the overall quality of the structure, in addition
to the necessity of each sub-task. The Comprehen-
sive Score (Sc) is calculated as follows:

Rougesum =
1

2
(Rouge(dm,d∗m)+

Rouge(dn,d
∗
n))

r̂q = arg max
r∗q∈y∗i

(Rougesum(rp, r
∗
q))

S =
1

max([yi], [y∗i ])

[yi]∑

p=1

(Rougesum(rp, r̂q)+

Rexp(ep, êq))
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Term Definition

Factum Probandum The fact that must be proven. It’s used in legal contexts to refer
to a fact or set of facts that one party in a case must establish in
order to prove their claim or defense.

Interim Probandum The provisional or temporary facts to be proven. It refers to facts
that are temporarily or provisionally considered to be established
for the purposes of an ongoing legal proceeding, pending further
evidence or a final ruling.

Ultimate Probandum The "ultimate fact" or the final fact that must be proven in a case.
It is the core fact or facts that are central to the resolution of the
legal issue at hand. The ultimate probandum is the fact that, if
proven, will ultimately decide the outcome of the case.

Criminal Evidence The information, objects, or testimony presented in a court of
law to prove or disprove the factum probandum.

Human Experience The understanding of human behavior, societal norms, and prac-
tical reasoning to resolve disputes and administer justice. It play
significant roles in evaluating evidence, determination of factum
probandum and making judicial decisions.

Table 3: Legal Terms

Sc =
1

k

k∑

i=1

S

yi is the predicted fact-finding structure. y∗i is
ground-truth structure. Each yi include two ba-
sic elements, nodes d (d ∈ {f, v}) and relation r,
which connect between node dm and node dn. []
denotes the number of relations in structure y.

B Quality control

Since labeling is a task without formulaic stan-
dards, we employ multiple methods to control the
annotation quality.
Data Source We use data from China Judgement
Online Website15, which assures our case descrip-
tions are following a relatively fixed logical struc-
ture. This reduces the difficulty of labeling, even
that amateurs can also understand the idea of the
annotation after receiving a little training.
Workers and Payment We restrict the workers to
those in law schools. Their research direction is
highly aligned with the topic of our paper.

In particular, we recruited a total of 45 students,
with an hourly labor compensation of $ 7.5. The
average labeling time for each annotation is 55
minutes, and the verification time is 20 minutes.
On average, each annotator was assigned to 15.1
annotations, and the reviewer was assigned to 30.2

15https://wenshu.court.gov.cn

annotations. The total labeling duration is 566.25
hours, and the total labor cost paid is $ 4246.9.
Training and Pre-labeling Prior to annotation,
we referenced examples from three expert-level
academic papers for theoretical guidance. We ref-
ered to the book(Anderson et al., 2005) for anno-
tation. Additionally, we enlisted law professors to
pre-annotate 15 cases as examples for annotators
to follow. Pre-annotation training sessions were
also organized to help annotators understand the
tasks and perform accurate annotations. During
the initial stages, we identified and addressed is-
sues in the annotation process to improve overall
quality. We implemented strict validation checks
and trained annotators on expert-defined guidelines
to ensure consistency in future iterations. Then,
we scaled the annotation process to larger datasets
while maintaining accuracy.
Annotation Process On average, there are 3 work-
ers assigned to each annotation. During the la-
beling process, two annotators are responsible for
labeling, while the third skilled worker verifies the
evaluation results. In cases where there are dis-
agreements among the two labeling workers, we
collect the data and mark the disagreements. Any
samples that have conflicting results are reviewed
manually by another law professional. We also con-
trol the quality of workers by excluding the results
made from workers whose work constantly appears
to be inadequate. Other quality control measures
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are implemented too. Prior to survey submission,
the refined data will be examined by the Label Stu-
dio to verify the edits made by the workers. If
incomplete sentences are identified, a message will
be displayed, prompting workers to review their
work.

In these ways, our labeled results show great re-
liability. After careful review, the inter-annotator
agreement scores (specifically, inter-rater Spear-
man and Pearson Correlations) are found to be
above 0.93, indicating a strong consensus.

C Dataset Reliability Analysis

We assess the reliability of our new dataset through
manual review. Human workers were enlisted to
assess whether the labeled data is aligned with
the requirements and adhered to the schema. A
multiple-choice questionnaire was created, consist-
ing of fifteen labeled samples for scoring. The
questionnaire included three possible responses:
correct, neutral, and incorrect. Workers were asked
to indicate whether the labeled samples were cor-
rect. Each participant received a compensation of
approximately $8.5 per hour. The results showed
that the majority of the workers found the labeled
samples to be correct (ratio of correct 95%). This
indicates that the labeled data aligns with the re-
quirements and adheres to the schema.

D Bias and Ethics Statement

We use data sources that have been published on
the official website. Although the case descriptions
involve names, they do not contain key privacy
information such as user contact information and
identity ID. Note that if there is private information
in the cases data, the parties can apply to the court
to prevent its disclosure. Therefore, our dataset,
based on publicly available data, does not involve
an invasion of personal privacy.

All the participation in this study is completely
voluntary, and the confidentiality and privacy of all
participants will be diligently protected. In addi-
tion, in the process of manual labeling, we show
the full content of the case description to the man-
ual annotator, in order to prevent potential biases
resulted from the LLM automatic labeling. We
used legal professionals to conduct a test label and
legal experts to assess whether bias was included.
All annotators are trained to consciously avoid bias
and unfairness.

We aim to use our methods to assist in case ad-
judication and to support the public. While we
explore a clear process for determining facts, this
does not imply that we encourage the use of LLMs
to make final case decisions.

E The Toolkits Detail

E.1 Thought Process

The thought process and tool selection of the Agent
are primarily controlled by LLMs, with the corre-
sponding prompt illustrated in Figure 9. The first
line clearly defines the problem the Agentis solving,
the second line outlines the tool selection strategy,
and the third line determines the termination con-
ditions for TL Agent. Following this, the {Goals}
field is used to input the objectives of the task along
with relevant textual content. The {Tools} field
enumerates the tools available for selection by the
large model. The descriptions of these tools are
generated by converting tool classes into textual
representations using the Pydantic module, which
includes the tool class name, class function, and
the required input arguments.

Finally, the output format of the model is de-
fined as a JSON-compliant string that can be suc-
cessfully parsed by Pydantic. The returned JSON
string include a "thinking" field for the model’s re-
flections, which encompasses the thought content
(text), reasoning (reasoning), and planning (plan)
among other fields. The "tool" field specifies the
name of the tool (name) to be invoked at the current
step and the parameters to be passed (args).

This structured approach ensures a systematic
and efficient decision-making process within the
realms of artificial intelligence and deep learning,
facilitating advanced computational tasks and anal-
yses.

E.2 Fact Finding Head

The Fact Finding Toolkits comprise five distinct
tools, each specifically designed for different TL
subtasks. These tools are capable of generating re-
sults in parallel and formatting the outputs, thereby
enhancing the operational efficiency of the Agent
and improving the quality of task results. More-
over, they facilitate the effective utilization of the
Agent’s results in experimental testing scenarios.

The first two tools are utilized in Task 1. The
Interim Probandum Finding Tool generates an In-
terim Probandum based on the content of legal doc-
uments, while the Ultimate Probandum Generation

17265



You are TF agent, an AI assistant to solve complex legal problems.
It is necessary to call various tools according to different task objectives and complete the 
objective as accurately as possible.
If you have completed all your tasks or reached end state, make sure to use the "finish" tool.
GOALS:
{Goals}

TOOLS:
{Tools}

Respond with only valid JSON conforming to the following schema, You must generate JSON as 
output and not JSON schema:

{
"type": "object",
"properties": {

"thoughts": {
"type": "object",
"properties": {

"text": ......,
"reasoning": ......,
"plan": ......,
......

},
......

},
"tool": {

"type": "object",
"properties": {

"name": ......,
"args": ......,

},
.......

}
},

}

Figure 9: The thought prompt of TL agent .
You are a professional legal documents analysis assistant,
please strictly follow the following requirements from the legal documents to extract the 
complete information on the criminal evidence:

1. Position principle：
{Position-Principle}

2. Specification：
{Specification}

{Goals}

......

Respond with only valid JSON conforming to the following json schema. You should generate JSON 
as output and not JSON schema.
{Json-Format}

Figure 10: The evidence extraction prompt of TL agent .

Tool produces the final Ultimate Probandum from
the obtained Interim Probandum. Tools three and
four are applied in Task 2; the Evidence Extraction
Tool extracts criminal evidence from legal docu-
ments, and the Evidence Linking Tool connects the
criminal evidence related to the Interim Proban-
dum. The Experience Generation Tool is employed
in Task 3, which generates human experience from
evidence reasoning to Interim Probandum.

These tools are driven by LLMs, and the cor-
responding prompts are illustrated in Figure 10.
Taking the Evidence Linking Tool as an exam-
ple, the function of tool is clearly stated at the
beginning. The {Position Principle} field in-
forms the model of the potential positional and
textual characteristics of the evidence, and the

{Specification} field provides detailed specifica-
tions for the model’s output. Finally, the model out-
puts a string that conforms to the {Json-Format}
based on the objectives {Goals}.

This structured approach ensures that the outputs
are precise and tailored for further analysis and
application in the fields of law.

E.3 Multi-role Checker

The Multi-role Checker is designed to address
issues raised by the Agent by providing solu-
tions through analyses comment from different
roles . These analyses are synthesized based on
the task objectives and the results generated by
the TL Agent in previous steps. The Multi-role
Checker tool operates in two main phases: the
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Given the following overall objective
Objective:
{Goals}

and the following issue that is the topics for the discussion, `{Issue}`.

and the following legal text that needs to be discussed, `{Legal_Text}`.

You are a professional lawyer who is familiar with and proficient in relevant laws
and regulations, case law and judicial interpretation. You are able to analyze
the facts of a case through logical reasoning, identify key points of application
of the law, and predict possible legal consequences.

You need to approach the objective from a lawyer's perspective to assess
whether the legal text is correct and reasonable,

If there is a mistake, please point out the wrong location and the reason issue for the 
mistake in review.

Figure 11: The laywer prompt of TL agent .
Given the following overall objective
Objective:
{Goals}

and the following issue that is the topics for the discussion, `{Issue}`.

and the following legal text that needs to be discussed, `{Legal_Text}`.

From the police's perspective:
`{Police_Text}`

From the lawyer's perspective:
`{Lawyer_Text}`

From the people's perspective:
`{People_Text}`

You are a professional judge, you are well versed in the law and know the current laws
and regulations, judicial interpretations and case law. You have the good judgment to
weigh the evidence, analyze the facts, and make a fair decision. You've always been neutral.
You've always been impartial.

Please make a final decision based on the judgment of the above idea and discuss the final 
results.

Figure 12: The judge decision prompt of TL agent .

first phase involves different roles analyzing the
problem and proposing solutions, while the second
phase involves a chief justice synthesizing these
solutions to arrive at a final decision.

In the first phase, we have defined three dis-
tinct roles—lawyer, police office, and general pub-
lic—to analyze the problem. The basic prompt for-
mat for this phase is illustrated in Figure 11. Here,
the {Issue} field represents the question posed by
the LLMs after deliberation based on previously
generated results, and the {Legal_text} field con-
tains the text content under discussion. Subsequent
paragraph describe the characteristics associated
with each role. The last paragraph details the re-
quirements expected from each role.

Finally, as illustrated in Figure 12, we employ
a prompt to consolidate the solutions proposed by
the various roles. The judge role then synthesizes
these inputs to deliver the final decision. This out-
come is subsequently utilized to inform the Agent’s
subsequent thinking processes and tool selections,
ensuring a coherent and well-considered approach

to task execution.

E.4 Reflection

The Reflection Tool integrates the task objectives
and the knowledge returned by relevant tools to ana-
lyze whether the input text can accurately fulfill the
task objective. The specific design of the prompt is
illustrated in Figure 13, where {Goals} represents
our task objectives, {Relevant_Tool_Response}
denotes the relevant knowledge returned by previ-
ously similar tools, and {Input_Text} is the text
that requires reflection in conjunction with the task
objectives and related knowledge. Additionally, the
prompt emphasizes that the output must align with
the format of {Input_Text}.

F Comparison with Advanced LLMs

We conduct a comprehensive comparison between
our agent and state-of-the-art LLMs (including rea-
soning models). To further evaluate the perfor-
mance of our agent, we also enhance the baseline
LLMs by constructing few-shot prompts, which are
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Given the following overall objective
Objective:
{Goals}

Relevant knowledge:
`{Relevant_Tool_Response}`

and the input text is
`{Input_Text}`

Please perform task by comprehends the Objective,
and according to the relevant knowledge to determine
whether the input text is accurate, If the input text are inaccurate,
you need to be revised the input text to make it accurate.

the output must strictly follow the input text. Do not output any extra information.
eg. the input text is dict, the output text is also dict.
the input text is str, the output text is also str.

Figure 13: The reflection prompt of TL agent .

designed to improve their effectiveness.
We selected two LLMs as the foundational mod-

els for our agent: GPT-4o-mini and GPT-4o. The
versions used are consistent with those specified
in Section 5.1. For the evaluation, we randomly
selected 10% of the data for evaluation.

As shown in Table 4, our agent achieves opti-
mal results across all tasks. Specifically, the agent
based on GPT-4 demonstrates outstanding perfor-
mance in evidence reasoning (Task 2), indicating
that models with larger parameter scales excel in
tasks requiring logical reasoning and comprehen-
sion. However, in generative tasks such as fact
probandum generation (Task 1), the agent based on
GPT-4o-mini outperforms its got-4o counterpart,
suggesting that smaller models may exhibit advan-
tages in certain generation-oriented scenarios.

Furthermore, the experimental results reveal that
the reasoning models (o1 and r1) outperform their
base models (4o and v3) in Task 2, highlighting
their enhanced capability in reasoning-intensive
tasks. Conversely, in tasks more focused on gen-
eration (Task 1 and Task 3), the reasoning models
underperform compared to their base models (4o
and v3). This contrast underscores the importance
of model architecture and scale in task-specific per-
formance, particularly in balancing reasoning and
generative capabilities.

Additionally, introducing examples to construct
few-shot prompts effectively improves the model’s
performance on our benchmark. This demonstrates
the utility of few-shot learning in enhancing task-
specific adaptability and overall effectiveness.

G Ablation Study

In this section, we randomly selected 10% of the
data from the test set for evaluation to the im-
pact of removing different tools from the toolkit

on the agent’s performance. The base model of
the TL agent is GPT-4o-mini. Additionally, since
the Fact Finding Head and Reflection Tool serve
as the core tools and foundational experimental
tools for the agent, ensuring the formatted output
of the agent’s results, the absence of these two tools
would prevent the agent from producing formatted
JSON data necessary for experimental validation.
Therefore, we did not conduct ablation studies on
these two tools.

As shown in Table 5, the results of the abla-
tion study indicate that each tool in our agent con-
tributes positively to the task outcomes. Specifi-
cally, we observed that removing knowledge-based
tools (Legal Knowledge and Knowledge Search)
led to a significant decline in performance across all
tasks, suggesting that the incorporation of domain-
specific legal knowledge through these tools effec-
tively enhances the agent’s task execution. Fur-
thermore, we found that removing the Multirole
Checker tool also resulted in a noticeable decrease
in the agent’s task performance, indicating that the
inclusion of multi-role judgment significantly im-
proves the accuracy of task results.

H Future Work

Despite our first try, challenges persist in AI adop-
tion within the legal domain. Issues such as data
privacy, imperceptible bias, the interpretability of
AI enhancement, and the impact on traditional le-
gal practices warrant further investigation. Future
research directions involve addressing these chal-
lenges, enhancing interpretability and fostering in-
terdisciplinary collaborations between AI agents
and legal professionals.
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Approach Task I Task II Task III All
Sfact-1 Sfact-2 Sfact-l Pre Rec Fevid Sexp-1 Sexp-2 Sexp-l Sc

Claude3.5-sonnet-10 33.97 20.08 29.85 1.6 3.19 2.13 17.59 1.34 13.93 24.09
Claude3.5-sonnet-10 3 shot 36.69 20.86 32.25 2.87 5.64 3.8 17.77 2.63 12.54 27.03
ChatGPT-4o 31.93 18.32 28.43 3.65 8.51 5.12 27.37 8.08 21.99 32.52
ChatGPT-4o 3 shot 36.26 21.26 31.36 10.74 19.48 13.85 26.56 7.83 20.45 36.52
ChatGPT-o1 30.56 17.63 27.61 7.54 23.84 11.45 23.56 5.45 17.63 32.25
ChatGPT-o1 3 shot 34.7 19.18 29.43 11.97 32.3 17.48 25.71 6.96 19.94 35.46
Deepseek-V3 30.23 15.12 26.13 7.2 14.35 9.59 29.23 9.54 23.97 32.62
Deepseek-V3 3 shot 31.3 15.69 26.48 9.86 17.86 13.48 29.78 9.86 24.46 34.57
Deepseek-R1 29.74 12.3 25.46 10.78 21.25 14.3 21.58 2.94 16.53 32.38
Deepseek-R1 3 shot 31.94 14.55 27.28 14.34 27.43 18.83 22.5 3.7 17.39 36.01
TL Agent (4o-mini) 37.92 21.60 33.83 8.38 39.48 13.83 31.92 9.32 25.49 36.62
TL Agent (4o) 34.88 21.37 29.86 16.61 25.38 20.08 32.87 10.94 25.98 36.11

Table 4: The results of advanced model

Approach Task I Task II Task III
Sfact-1 Sfact-2 Sfact-l Pre Rec Fevid Sexp-1 Sexp-2 Sexp-l

TL Agent 37.92 21.60 33.83 8.38 39.48 13.83 31.92 9.32 25.49

- Pattern Match 37.65 21.45 33.53 7.65 38.44 12.76 31.33 9.46 24.45
- Multirole Checker 36.83 20.55 32.12 6.23 37.67 10.69 31.94 10.03 25.33
- Legal Knowledge 35.70 19.56 31.98 8.35 37.23 13.64 30.56 8.68 23.80
- Knowledge Search 35.65 19.23 31.79 6.93 38.12 11.72 - - -
- Emotion Check 37.12 20.85 32.95 - - - - - -

Table 5: Ablation Study.

I Related Work

In the realm of judicial proceedings, the process
can often be categorized into two fundamental
phases Duxbury (1995); Merryman and Pérez-
Perdomo (2018): (1) Law Reasoning, involving
the determination of factual circumstances within
a case; and (2) the Law Application, which per-
tains to the utilization and application of relevant
legal statutes and principles to those identified facts.
Thus in this section, we review the current state of
AI technology in these two subfields.

I.1 AI for Law Application

Law application refers to the process of applying
the law. This involves determining the circum-
stances of the case, selecting the appropriate legal
norm to be applied, interpreting the meaning of the
chosen legal norm, and issuing a document that
applies the legal norm to the relevant person or
organization16.

Applying automated techniques to address a
legal issue has a rich history. It can be traced
back to early systems based on mathematics, such
as Kort (1957); Keown (1980); Lauderdale and

16https://encyclopedia2.thefreedictionary.com/
Application+of+Law

Clark (2012), which focus on analyzing cases us-
ing mathematical tools. Besides that, there are two
main categories of AI approaches applied to Law:
logic-based and data-driven approaches. The logic-
based approach was introduced by (Allen, 2013),
with its first appearance dating back to the 1980s.
Around the same time, data-driven approaches
were demonstrated by the HYPO system (Ashley,
1991). Some research has concentrated on address-
ing logical issues in legal documents and aims to
clarify legal terminology, thereby contributing to
the field of logic and the interactive representation
of legal texts (Branting, 2017). Additionally, a com-
prehensive description logic framework, proposed
by Francesconi (2014), builds upon Hohfeldian
relations and effectively represents legal norms.
Given that new laws are constantly introduced and
existing laws are modified, the legal system is in-
herently dynamic, necessitating the establishment
of an adaptable and modifiable model. To address
this, the extension of defeasible logic has been
widely employed and has yielded promising re-
sults (Governatori and Rotolo, 2010; Governatori
et al., 2007, 2005). Another significant challenge
in the legal domain is analyzing vast repositories
of case law, which poses an obstacle for legal pro-
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fessionals. Data-driven approaches are well-suited
to tackle this issue. These approaches, employing
techniques such as text mining (Avgerinos Lout-
saris et al., 2021), information retrieval (Sansone
and Sperlí, 2022), and semantic analysis (Merchant
and Pande, 2018), strive to extract valuable insights
from legal texts and make judgments. Furthermore,
the rise of conversational AI technologies has re-
sulted in the creation of legal chatbots (Queudot
et al., 2020), which provide users with the ability to
access legal information, receive help in complet-
ing legal documents, and receive guidance through-
out legal processes through natural language inter-
actions. In recent years, large language models
(LLMs) have emerged as powerful tools, with sev-
eral models specifically tailored to the legal domain
being proposed (Chalkidis et al., 2020; Song, 2023;
Yuan Group, 2023; Colombo et al., 2024; Fei et al.,
2024; Haitao Li, 2024). Concurrently, there has
been a surge in the exploration of legal applications,
including legal text comprehension and generation,
legal documents analysis, legal violations detection,
legal judgment predictions and etc. (Huang et al.,
2020; Xu et al., 2020; Gan et al., 2023; Wu et al.,
2023; Roegiest et al., 2023; Bernsohn et al., 2024;
Cao et al., 2024). Still, these applications can only
offer assistance to judges in duanting legal tasks
but cannot delve deeply into the core of the judical
process, which is rigorously revealing the ultimate
fact through law reasoning.

I.2 AI for Law Reasoning

AI technology for law reasoning is relatively less
common compared to law application, due to the
complexity of structured law reasoning informa-
tion. Structured facts exist in unstructured formats;
teaching AI systems to extract accurate structured
information at various levels is a complex task that
requires sophisticated algorithms. Neglecting the
structured law reasoning stage and directly employ-
ing the law application may lead to regulatory and
compliance issues. Moreover, making all the facts,
and shreds of evidence, as well as the reasoning
process visible, makes AI applications more reli-
able.

Compared to AI technology for law reasoning,
the legal field has explored the simulation of evi-
dential reasoning. As early as the late 1980s, Anne
Gardner applied artificial intelligence techniques
to the legal reasoning process and proposed a law
reasoning program in Chapters 6&7 of (Gardner,

1987). In 1997, the book of (Prakken and Sartor,
1997) edited by Henry Prakken, provided a system-
atic account of how logical models of legal argu-
mentation operate in legal reasoning. The book dis-
cusses various models of legal reasoning, including
dialogical models, and provides a detailed analysis
of the operation of different non-monotonic log-
ics (such as logic programs, qualified reasoning,
default logics, self-cognitive logics, etc.) in legal
reasoning. According to Henry Prakken, these log-
ics are of great importance for the development of
artificially intelligent legal systems. In 2009, the
book of (Walton, 2009), edited by Henrik Kaptein,
Henry Prakken, and Bart Verheij, proposed three
practical ways of evidentiary reasoning: the statis-
tical approaches, the storytelling-based approaches,
and the argumentative approaches. Of these, the
exploration of evidential reasoning with AI fo-
cuses on the latter two. Chapters 2&3 illustrate the
statistical approaches, Chapters 4&5&6 describe
the storytelling-based approaches, Chapters 7&8
compares storytelling-based approaches and argu-
mentative approaches, and eventually, Chapters
9&10 systematically describe the argumentative
approaches. Floris J. Bex (Bex, 2011) attempt to
construct a hybrid theory of evidence based on argu-
mentation and explanation, raises the issue of legal
reasoning in AI. All the above literature discusses
the theoretical possibilities of combining AI tech-
nology with legal reasoning theory, and suggests
that the analysis of these argumentation patterns
could be the logical architecture of an AI legal sys-
tem. Till 2012, Ephraim Nissan (especially Volume
1, Chapter 3 of (Nissan, 2012)) attempts to intro-
duce the Wigmore diagram and the Turmin logical
argumentation model into computer programs, and
attempts to place them under the calculation of cer-
tain AI systems. Then in 2017, Floris J. Bex and
Serena Villata (Wyner and Casini, 2017) introduced
and summarized the application of AI technology
in the field of legal systems, especially the integra-
tion of AI technology and legal argumentation. It is
evident that the ongoing research on legal systems
for artificial intelligence has now reached the stage
of developing models for evidence reasoning.

J Legal Cases Examples

To highlight the significance of law reasoning, we
provide examples that are widely recognized where
different judicial facts, evidence, and experience
have impacted different results. Recognizing these

17270



instances is crucial for maintaining public trust. We
provide an notable example in Figure 1. The Rex v.
Bywaters and Thompson is one of England’s most
famous causes (Anderson et al., 2005). The Rex v.
Bywaters and Thompson is one of England’s most
famous causes c´el‘ebres (Anderson et al., 2005).
The case is an example of rough as well as speedy
“justice.” On January 9, 1923, Frederick Bywaters
and Edith Thompson were hanged for the murder
of Edith’s husband Percy, just three months and
six days after his death. Public opinion at the time
and subsequent commentators have been divided
on the question of whether Edith had instructed her
mistress Bywaters to kill her husband. All evidence
indicates that Edith’s marriage with her husband
was unhappy. They met a young steward named
Bywater on a cruise ship by chance. After that,
they exchanged letters frequently. Although some
of the letters were burned, Edith met a young stew-
ard named Bywater on a cruise ship by chance.
All evidence indicates that Edith and Bywater had
already reached the most reprehensible intimate re-
lationship. Before Bywater killed Edith’s husband,
although there is no direct evidence that Edith in-
stigated Bywater to kill her husband, due to the
possibility of their meeting before the crime and
the evidence of their shared interests, with the usual
experience of “the elderly tend to dominate”, Edith
was sentenced to death. However, some commenta-
tors think that if we consider that Edith is an older
woman, according to common sense, she would
often take on the role of a mother, and because she
is a woman who is less inclined to dominate others,
she would not make such an inciting behavior.

Similar to the case of “Rex v. Bywaters and
Thompson”, in the case of “Nanjing Pengyu”17, the
judge applied the wrong experience that a person
would not help someone who had fallen, but only
the person who caused the fall. This erroneous
experience resulted in a miscarriage of justice.

K Case Study

We randomly selected a few representative cases
(1–3) from the experimental results of sub-tasks 1
through 3 to evaluate the effectiveness of the TL
Agent and analyze specific errors observed during
the process.
Sub-task 1: Factum Probandum Generation

In the sub-task 1, we show some cases in Fig-

17https://www.chinacourt.org/article/detail/
2014/07/id/1352051.shtml

ure 14 and Figure 15. the TL Agent demonstrated
certain limitations. For instance, in case 1 of F2,
the TL Agent extracted information related to the
suspect that was not directly relevant to the interim
probandum of the crime. Additionally, while gener-
ating crime-related interim probandums, the Agent
included elements of evidence in the output, which
should have been excluded. In case 2 of F2, the por-
tions marked in red illustrate a crime-related anal-
ysis but fail to represent the actual factum proban-
dum of the crime. This suggests the need for stricter
differentiation between crime-related facts and sup-
porting evidence during the generation process.
Sub-task 2: Evidence Reasoning

The evidence reasoning task revealed another
type of error. we show some cases in Figure 16 and
Figure 17. In case 1 of V1, the TL Agent incorrectly
extracted text resembling evidence, which turned
out to be an analysis of testimonies provided by
individuals such as Ba X and others. This analysis
should not be classified as evidence, as it does not
align with the proper format or content expected of
evidence. More accurate examples of the evidence
format can be seen in cases 2 of V1 and V2, where
the output adheres to the expected standards.
Sub-task 3: Experience Generation

In the Experience Generation task, a compari-
son between the TL Agent’s generated results and
the Ground Truth highlighted specific challenges.
we show some cases in Figure 18 and Figure 19.
For case 1, the TL Agent’s output predominantly
represented a reasoning process from evidence to
facts, rather than human experiential knowledge.
This limitation may stem from the model’s current
inability to effectively replicate human experiential
reasoning. However, in case 2, the Agent demon-
strated improved performance in producing expe-
riential knowledge for typical DUI cases. In this
scenario, the crime-related experiential knowledge
generated by the Agent closely matched the Ground
Truth, suggesting that the Agent has a degree of
competency in generating experiential knowledge
for common scenarios.

In summary, while the TL Agent has shown
some promising results in certain cases, the ob-
served errors underscore areas that require refine-
ment. Addressing these limitations is critical for
enhancing the Agent’s ability to accurately differ-
entiate between facts, evidence, and experiential
knowledge.
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Case Description:

Identification results indicate that the cause of death of the victim, Ba Dengcilai, was cardiac

rupture and pericardial tamponade with massive hemorrhage, resulting from a left chest

injury. On January 3, 2020, the defendant, Tashi Dorje, voluntarily surrendered to the public

security authorities. To support the criminal facts alleged above, the prosecution presented

evidence in court, including physical evidence, documentary evidence, on-site investigation

records, forensic opinions, identification records, witness testimonies, co-defendants’

confessions, as well as the defendant's own confessions and defenses. The prosecution

argued that the defendant, Tashi Dorje, intentionally and unlawfully deprived another

person of life, thereby violating Article 232 of the Criminal Law of the People's Republic of

China, and should be held criminally liable for intentional homicide. During the trial, the

defendant, Tashi Dorje, claimed in his defense that he did not participate in the crime.

𝐹𝐹1

Identification results indicate that the cause of 

death of the victim, Ba Dengcilai, was cardiac 

rupture and pericardial tamponade with 

massive hemorrhage, resulting from a left 

chest injury.

On January 3, 2020, the defendant, Tashi 

Dorje, voluntarily surrendered to the 

public security authorities.

𝐹𝐹2

Su
b-

ta
sk

1 
ca

se
2

Case Description:

At that moment, the defendant Zhu1 (the elder brother of Zhu2), who was seated on the eastern

side of the gate, noticed someone fighting with his younger brother. He immediately stood up,

rushed over, and grabbed a piece of rebar from Wang2's cart. Zhu1 then struck Wang2 forcefully

on the back of the head, causing Wang2 to collapse on the spot. Zhu1 and Zhu2 subsequently

fled the scene. The victim, Wang2, was transported to the Lanzhou Military Region General

Hospital but succumbed to his injuries despite rescue efforts, passing away on June 29 of the

same year. According to forensic examination, Wang2 sustained severe closed craniocerebral

trauma caused by a blunt object strike to the head, which resulted in his death. On April 23, 2019,

Zhu1 and Zhu2 were apprehended and brought to justice.

𝐹𝐹1

At that moment, the defendant Zhu1 (the elder brother of 

Zhu2), who was seated on the eastern side of the gate, 

noticed someone fighting with his younger brother. He 

immediately stood up, rushed over, and grabbed a piece 

of rebar from Wang2's cart. Zhu1 then struck Wang2 

forcefully on the back of the head, causing Wang2 to 

collapse on the spot. Zhu1 and Zhu2 subsequently fled 

the scene. The victim, Wang2, was transported to the 

Lanzhou Military Region General Hospital but succumbed 

to his injuries despite rescue efforts, passing away on 

June 29 of the same year. According to forensic 

examination, Wang2 sustained severe closed 

craniocerebral trauma caused by a blunt object strike to 

the head, which resulted in his death.

𝐹𝐹1

.According to forensic identification, the victim, 

He Moumou, died from severe blood loss caused 

by the rupture of the left common carotid artery, 

which resulted from a blunt object striking the 

head and cranial brain injury, combined with a 

sharp object cutting the left side of the neck.

Case Description:

After the case was solved, 3,188.5 yuan in stolen cash, along with a mobile phone, a jade

pendant, gold jewelry, bank cards, and other items, were recovered from the defendant, Ye

Yonghua. According to forensic identification, the victim, He Moumou, died from severe blood

loss caused by the rupture of the left common carotid artery, which resulted from a blunt

object striking the head and cranial brain injury, combined with a sharp object cutting the left

side of the neck. Furthermore, investigations revealed that the criminal actions of the

defendant, Ye Yonghua, caused the following economic losses to the plaintiffs in the attached

civil lawsuit, Deng Mou1 and Deng Mou2: funeral expenses amounting to 32,863 yuan,

transportation expenses of 10,000 yuan, food and lodging expenses of 12,000 yuan, and lost

income of 15,000 yuan, totaling 69,863 yuan.
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Figure 14: Case study of sub-task 1 in English.
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案情片段:

经鉴定：被害人巴灯次来死亡原因系左胸部损伤造成心脏破裂、心包填

塞伴大出血死亡。2020年1月3日被告人扎西多吉到公安机关投案。为

支持上述指控的犯罪事实，公诉机关当庭出示了物证、书证、现场勘验

检查笔录、鉴定意见、辨认笔录、证人证言、同案犯的供述、被告人的

供述和辩解等证据。并认为，被告人扎西多吉故意非法剥夺他人生命的

行为，触犯了《中华人民共和国刑法》第二百三十二条之规定，应当以

故意杀人罪追究其刑事责任。被告人扎西多吉庭审中辩解称没有参与作

案。

𝐹𝐹1
经鉴定：被害人巴灯次来死亡原因系

左胸部损伤造成心脏破裂、心包填塞

伴大出血死亡。

2020年1月3日被告人扎西多吉到公

安机关投案。
𝐹𝐹2

事
实

抽
取

例
2

案情片段:

此时，坐在大门东侧的被告人朱1（系朱2的哥哥）看见有人与其弟厮打

后，起身冲过去从王2的架子车上拿起一螺纹钢朝王2头后脑部猛击一下，

致使王2当场倒地，朱1、朱2遂即逃离现场。被害人王2经送兰州军区总

医院，因抢救无效于同年6月29日死亡。经法医鉴定，王2系生前被他人

持钝性物体打击头部致严重闭合性颅脑损伤而死亡。2019年4月23日，

朱1、朱2被抓获归案。

𝐹𝐹1

此时，坐在大门东侧的被告人朱1（系朱2的哥

哥）看见有人与其弟厮打后，起身冲过去从王

2的架子车上拿起一螺纹钢朝王2头后脑部猛击

一下，致使王2当场倒地，朱1、朱2遂即逃离

现场。被害人王2经送兰州军区总医院，因抢

救无效于同年6月29日死亡。经法医鉴定，王2

系生前被他人持钝性物体打击头部致严重闭合

性颅脑损伤而死亡。

事
实

抽
取

例
3

𝐹𝐹1
经鉴定，被害人何某某系被他人持钝器

打击头部，致颅脑损伤合并锐器切割左

颈部致左颈总动脉断裂大失血死亡。

案情片段:

破案后，从被告人叶永华处追回所抢赃款3188.5元及手机、翡翠挂件、黄

金饰品、银行卡等物。经鉴定，被害人何某某系被他人持钝器打击头部，

致颅脑损伤合并锐器切割左颈部致左颈总动脉断裂大失血死亡。另查明：

被告人叶永华的犯罪行为给附带民事诉讼原告人邓某1、邓某2造成的经济

损失有：丧葬费32863元，交通费10000元，食宿费12000元，误工费

15000元，共计69863元。

Figure 15: Case study of sub-task 1 in Chinese.
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Case Description:

Does Tashi Dorje constitute the crime of intentional homicide? The defense argues that Tashi

Dorje should be convicted of intentional injury instead. Upon investigation, the testimonies of

witnesses Ba XXX and Duo XXX confirm the fact that Tashi Dorje inflicted an additional knife

wound on Ba Dengcilai's neck after Ba Dengcilai had fallen to the ground. Furthermore, the

witness testimonies align with the findings of the autopsy report, which identified a knife wound

on Ba Dengcilai's neck. Although this particular wound was not fatal, it did contribute to

accelerating Ba Dengcilai's death. After Ba Dengcilai was stabbed and fell to the ground by Ren

Zhenlangjia and others, Tashi Dorje still carried out the act of inflicting an additional knife

wound on Ba Dengcilai's neck……

𝑉𝑉1

Upon investigation, the testimonies of witnesses Ba XXX 

and Duo XXX confirm the fact that Tashi Dorje inflicted an 

additional knife wound on Ba Dengcilai's neck after Ba 

Dengcilai had fallen to the ground. Furthermore, the 

witness testimonies align with the findings of the autopsy 

report, which identified a knife wound on Ba Dengcilai's

neck.

𝑉𝑉1

(10) Witness Wang 7 testified that Wang 1 and Wang 6 are 

his brothers-in-law. According to his father-in-law, Wang 8, 

the two got into a fight and killed someone while 

collecting scrap materials in Lanzhou back in 1993, after 

which they fled. He has not seen them for more than 

twenty years.

Case Description:

(10) Witness Wang 7 testified that Wang 1 and Wang 6 are his brothers-in-law. According to

his father-in-law, Wang 8, the two got into a fight and killed someone while collecting scrap

materials in Lanzhou back in 1993, after which they fled. He has not seen them for more than

twenty years. (11) Witness Yu XX (the wife of the defendant Zhu 1) testified that she and Zhu 1

registered their marriage in either 2004 or 2005, and Zhu 1 became a live-in son-in-law. At the

time of registration, the name on Zhu 1's household registration book and ID card was already

listed as Zhu 1, with a birth date of April 20, 1974. After their marriage, Zhu 1's household

registration was transferred from Qinghua Town, Qishan County, to her household.
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𝑉𝑉2

(11) ) Witness Yu XX (the wife of the defendant Zhu 1) 

testified that she and Zhu 1 registered their marriage in 

either 2004 or 2005, and Zhu 1 became a live-in son-in-law. 

At the time of registration, the name on Zhu 1‘s 

household registration book and ID card was already 

listed ……

Figure 16: Case study of sub-task 2 in English.
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案情片段:

2.被告人扎西多吉是否构成故意杀人罪。辩护人所提扎西多吉应构成故

意伤害罪的辩护意见。经查，证人巴某某某、多某某某的证言能证实扎

西多吉在巴灯次来倒地后向其颈部补刀的事实，且该证人证言与尸体检

验鉴定意见巴灯次来颈部有一处刀伤相吻合。虽然该处伤口并非致命伤，

但仍然起到了加速巴灯次来死亡的作用，巴灯次来在被仁真郎加等人捅

刺倒地后，扎西多吉还对其颈部补刀的行为……

𝑉𝑉1
经查，证人巴某某某、多某某某的证言能证实

扎西多吉在巴灯次来倒地后向其颈部补刀的事

实，且该证人证言与尸体检验鉴定意见巴灯次

来颈部有一处刀伤相吻合。 。

证
据

抽
取

例
2 𝑉𝑉1

（10）证人王7证实，王1、王6是其的小舅子，

听其丈人王8说二人在1993年的时候在兰州收

废品时和别人打架打死人跑了，二十几年再没

有见过。

案情片段:

（10）证人王7证实，王1、王6是其的小舅子，听其丈人王8说二人在

1993年的时候在兰州收废品时和别人打架打死人跑了，二十几年再没有见

过。（11）证人于某某（被告人朱1妻子）证实，其与朱1是2004年或

2005年登记结的婚，朱1是上门女婿。登记结婚的时候朱1拿的户口本和

身份证上的名字就叫朱1，出生日期是1974年4月20日，结婚之后朱1的户

口就从岐山县青化镇迁到其家了。
𝑉𝑉2

（11）证人于某某（被告人朱1妻子）证实，

其与朱1是2004年或2005年登记结的婚，朱1

是上门女婿。登记结婚的时候朱1拿的户口本

和身份证上的名字就叫朱1，出生日期是1974

年4月20日，结婚之后朱1的户口就从岐山县青

化镇迁到其家了。

Figure 17: Case study of sub-task 2 in Chinese.
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Fact Probandum:

Defendant Ye Yonghua, while cleaning the bloodstains off himself at the scene, heard that the

victim, He Moumou, was still making sounds. He then used a wallpaper knife to cut He Moumou's

neck once more, causing He's death. To destroy the evidence of the crime, Ye set fire to He's

residence, igniting it before fleeing the scene with the tools used in the crime, stolen money, and

other stolen items.

Evidence：

4. Based on the forensic opinion provided by the Lanzhou Public Security Judicial Appraisal Center

regarding the examination of the victim's body, the following findings were made: The deceased

(He Moumou) had multiple layers of adhesive tape wrapped around the mouth and neck area; the

front side of the nightdress worn by the victim was stained with blood, while the back side

showed remnants of burnt clothing. A rope approximately 0.4 cm in diameter was found wrapped

around the right wrist. A single rope extended from the right wrist, passing along the outer side of

the right thigh, looping around the back of the left thigh to the left thigh root, and returning to

the right wrist, where it was intertwined with the wrist rope. A fragment of a blue small towel

(curled) was found on the right thigh. The right ankle was wrapped with a rope tied in three loops

and secured with a knot; one end of this rope had been burnt, and the majority of the rope was

stained with blood. Upon external examination of the body: bruising and swelling were observed

around the left eye, and conjunctival congestion was noted in the eyes...

𝐸𝐸1

Through forensic examination of the victim's body, 

multiple sharp-force injuries were found on the neck, 

along with layers of adhesive tape wrapped around 

the mouth. Combined with evidence from the scene, it 

is inferred that the defendant, Ye Yonghua, carried out 

a subsequent fatal attack on He Moumou after 

committing the initial crime, ultimately causing the 

victim's death.
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𝐸𝐸1
The blood test results indicate that the ethanol content in

Li Liuliu's blood was 123.49 mg/100 ml, exceeding the legal

threshold for drunk driving, further confirming the fact of

driving under the influence of alcohol.

Fact Probandum:

Li Liuliu was apprehended by the public security authorities in the East Lake High-

Tech Development Zone of Wuhan for driving a motor vehicle under the influence 

of alcohol. A blood test revealed an ethanol concentration of 123.49 mg/100 ml in 

Li Liuliu's system.

Evidence:

3. Breath Alcohol Test Report: It was confirmed that the Wuhan Municipal Public 

Security Bureau's Traffic Division of the Wuhan East Lake High-Tech Development 

Zone conducted a breath alcohol test on the defendant, Li Liuliu, at 1:36 a.m. on 

August 14, 2019, resulting in a measurement of 106 milligrams per 100 milliliters.

𝐸𝐸𝐺𝐺

The breath alcohol test report indicates that the ethanol

concentration detected in the defendant Li Liuliu's blood is

123.49 mg/100 ml. This result exceeds the legal threshold

for drunk driving, proving that he operated a motor vehicle

under the influence of alcohol.

𝐸𝐸𝐺𝐺

Based on people's daily life experiences, generally 

speaking, if the defendant, upon hearing that the 

victim is still making sounds, uses a cutting tool 

again to inflict harm, it indicates that the defendant 

has a strong intent to cause the victim's death.

Ground Truth

Ground Truth
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Figure 18: Case study of sub-task 3 in English.
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根据接处警综合单、110反馈单和
情况说明可以证明，该案发生后，
警察接到报警并到达现场，发现
被害人杨某1已经死亡，被告人李
某1被控制。

经
验

生
成

例
2

根据河南平原法医精神病司法鉴定
所豫平原司鉴所[2021]精鉴字第
479号鉴定意见，被告人李某1在作
案时患急性短暂性精神障碍，评为
限定刑事责任能力。这意味着被告
人李某1在作案时的意识、理智和
控制能力受到了严重的影响，可能
导致她无法正确判断自己的行为，
以及对社会规范和法律法规的认知
能力上存在缺陷。因此，被告人李
某1的精神疾病状况对她的犯罪行
为有一定的解释和影响。

𝐸𝐸1

事实：晋城市人民检察院指控：2021年5月17日10
时许，被告人李某1在家中因琐事与该婆婆杨某1发
生口角，后二人在院内又发生厮打在被害人杨某1
无力反抗后，被告人李某1用拳头多次击打杨某1头
部，并骑坐在杨腰部，抓住杨头发朝地面多次撞击
其头面部，致被害人杨某1当场死亡被告人李某1被
民警当场抓获。

证据：2、接处警综合单、110反馈单、情况说明，
证实2021年5月17日，xx镇派出所接“110”报警称xx
镇xx村有人打架，要求处理。接报后，xx镇派出所
民警到现场后，杨某1面部朝下躺在该家院子西南
角处，头部附近有大量血迹，李某1赤身裸体右侧
着地，侧躺紧挨死者北侧约半米左右，经现场询问
报案人及其家属，系李某1在家将其婆婆杨某1殴打
致死，该所民警立即封锁现场，并将李某1控制。

事实：被告人李某1在作案时患急性短暂性精神障
碍，限制刑事责任能力。
证据：2、河南平原法医精神病司法鉴定所豫平原
司鉴所[2021]精鉴字第479号鉴定意见证明：经鉴定，
李某1在作案时患急性短暂性精神障碍，评为限定
刑事责任能力。主要内容：鉴定时检查：意识清，
仪态一般，接触困难，存在幻听，被害妄想，思维
散漫、情感反应欠适切，有时自笑，对案情叙述不
清，注意力不集中，不知道自己是否犯罪，无要求。
眼动异常，90项症状清单提示目前存在中度恐怖、
敌对、强迫、躯体化、精神病性症状，重度抑郁、
偏执等症状。 综上所述，李某1在作案时的表
现符合《中国精神障碍分类与诊断标准（第三版）》
中急性短暂性精神障碍的诊断标准，受疾病的影响，
其辨认及控制能力削弱，据司法鉴定技术规范《精
神障碍者刑事责任能力评定指南》(SF/ZJD0104002-
2016)，故评为限定刑事责任能力。

根据执法程序，警方接到报警后
会立即出警处理，并在到达现场
后快速采取行动，如现场询问、
封锁现场以及控制涉事人员等。
当警方到场发现被害者有明显暴
力伤痕并在被告人附近，报案人
及家属指证被告人，连同被告人
处于异常的赤身裸体状态，便能
推断暴力事件的发生，同时因警
方将被告人即时控制，这便构成
对案件事实的合理推断——即李
某1对杨某1进行了致命的殴打。

正确结
果：

根据法医的鉴定结果，被告人李
某1在作案时患有急性短暂性精神
障碍，评定为限制刑事责任能力。
鉴定时发现李某1存在幻听、被害
妄想、思维散漫、情感反应欠适
切等症状，表现出中度恐怖、敌
对、强迫、躯体化、精神病性症
状以及重度抑郁、偏执等症状。
根据司法鉴定技术规范和精神障
碍者刑事责任能力评定指南的规
定，评定他的刑事责任能力有限。

𝐸𝐸1

正确结
果：

经
验

生
成

例
1

犯罪事实:

被告人叶永华在现场清洗身上血迹时，听见被害人何某某仍有声音，遂

再次用壁纸刀在何某某颈部切割一刀，将何致死后为毁灭罪证，又将何

住处放火引燃，携作案工具及赃款赃物逃离现场。

犯罪证据：

4、鉴定意见经兰州市公安司法鉴定中心对被害人尸体检验发现：死者

（何某某）口部至项部被多层胶带缠绕；上身所穿睡裙前侧血迹浸染，

后侧见被烧后残留衣物，右腕部见直径0.4cm的绳索缠绕，单根绳索经

右大腿外侧至左大腿后侧在左大腿根部绕行至右腕部，和腕部绳索缠绕

在一起；右大腿部见一蓝色小毛巾残片（卷曲），右踝部见缠绕三圈并

打结的绳索，该绳索的一端被火烧断，大部分绳索被血浸染。经尸表检

验：左眼部青紫肿胀，眼结膜充血……

𝐸𝐸1
通过对被害人尸体的法医鉴定，发现其颈部有多

处锐器切割伤，且多层胶带缠绕口部，结合现场

证据，推断出被告人叶永华在实施犯罪后再次对

何某某进行致命攻击，最终导致其死亡。

经
验

生
成

例
2 𝐸𝐸1

血液检测结果显示李刘镏的血液中乙醇含量为

123.49mg/100ml，超过了法律规定的醉驾标准，

进一步证实了其醉酒驾驶的事实。

犯罪事实:

李刘镏在武汉市东湖新技术开发区口因醉酒驾驶机动车被公安机关查获，

李刘镏血液中检出乙醇含量为123.49mg/100ml.

犯罪证据:

3.呼气酒精检测报告。证实武汉市公安局武汉东湖新技术开发区交通大队

于2019年8月14日1时36分在对被告人李刘镏进行呼气酒精检测结果为

106毫克/100毫升。

𝐸𝐸𝐺𝐺

呼气酒精检测报告显示被告人李刘镏血液中检出

的乙醇含量为123.49毫克/100毫升。这个结果超

过了规定的酒驾标准，证明了他在酒精的影响下

驾驶机动车。

𝐸𝐸𝐺𝐺

根据人们日常生活经验，一般而言，如果被告人

在听到被害人仍有声音后，再次使用切割工具对

其进行伤害，表明被告人具有对被害人致死的强

烈意图。

正确答案

正确答案

Figure 19: Case study of sub-task 3 in Chinese.
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