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Abstract

Multi-style outline controllable generation is
crucial for multiple applications, including
document semantic structuring and retrieval-
augmented generation. The great success
of preference alignment approaches encour-
ages their application in controllable genera-
tion tasks. However, these attempts encounter
several limitations: (1) response pair require-
ments, (2) substantial computation costs, and
(3) insufficient exploitation of fine-grained
preference signals. To address these prob-
lems, we propose a token-level preference self-
alignment optimization, named TKPO, for out-
line controllable generation. TKPO extends
the Bradley-Terry model from pair-wise to list-
wise comparison, which is further applied at
the token level for fine-grained preference sig-
nal utilization. In comparison to the represen-
tative methods, e.g., DPO, TKPO does not re-
quire response pairs; instead, we propose a
controllable attributes-driven method to con-
struct reject samples for self-alignment. Addi-
tionally, TKPO optimizes only the base model,
thereby avoiding additional memory usage and
substantial computational costs. We curate two
outline controllable generation datasets with re-
gard to language style and level-of-detail. Ex-
tensive experiments demonstrate that TKPO
outperforms DPO by up to 19.28% in perfor-
mance while requiring only 56.25% in train-
ing time. We release the code and datasets
resources at https://github.com/WHUIR/
TKPO.

1 Introduction

Given an article, outline controllable generation
aims to output a hierarchical outline with respect to
the content of the articles and the controllable con-
ditions, as shown in Figure 1. Existing attempts
to outline generation can be classified into two
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Figure 1: An example of outline language style control-
lable generation. Given the articles and prompts with
specified control attributes, e.g., objective vs. literary,
the LLMs are required to generate outlines consistent
with the control attribute.

research lines: (1) segmentation and summariza-
tion (Sun et al., 2022); (2) prompt-driven genera-
tion (Yang et al., 2023; Li et al., 2024). The first
category divides articles into distinct parts based
on paragraph coherence or topical consistency and
then generates a summary or topic for each seg-
ment. Prompt-driven approaches focus on tailored
prompts fine-tuning for outline generation.
Nevertheless, it is noteworthy that the explo-
ration of this task is insufficient, and none of the
research focuses on the multi-style outline con-
trollable generation, which is significant for var-
ious downstream applications, such as personal-
ized article summarization, semantic structuraliza-
tion, and retrieval augmented generation. To fill
this gap, we first define two distinct outline styles,
i.e., language styles (literary vs. objective) ! and

IThe literary outlines aim to provide a high-level abstrac-
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level-of-detail (concise vs. moderate vs. compre-
hensive)? (ref. Table 9 to Table 16 in Appendix H
for details). Subsequently, two datasets containing
multiple distinct outline styles are curated, respec-
tively.

Inspired by the promising results of prefer-
ence alignment algorithms in conditional gener-
ation (Ouyang et al., 2022; Wang et al., 2024),
we are committed to applying these methods for
outline controllable generation. However, exist-
ing preference alignment solutions encounter three
limitations: (1) response pair requirements, (2) ex-
tensive computation costs, and (3) inadequate uti-
lization of fine-grained preference signals, hinder-
ing their further development. More concretely,
the majority of strategies necessitate a response
pair (an accepted and a declined response) for pref-
erence comparison and alignment. This require-
ment poses significant challenges in the real world
compared to the simpler single-response dataset
construction. Besides, these methods, such as
DPO (Wang et al., 2024), involve at least two
models (i.e., reference model and policy model)
during training, incurring additional memory us-
age and computational costs. Furthermore, we ar-
gue that sentence-level alignment limits the LLMs’
discrimination capability (Guo et al., 2023), as
the preferences are more susceptible to the spe-
cific words (e.g., toxic terms) (Christopoulou et al.,
2024). Hence, fine-grained token-level signals dis-
tinguishing between good and bad responses are
more appropriate for precise training and optimiza-
tion.

To address these issues, we propose a token-
level preference self-alignment optimization,
dubbed TKPO. Compared to existing token-level
preference alignment attempts (Liu et al., 2024a;
Zeng et al., 2024), our TKPO is response pair-free
and efficient, enabling precisely controllable
generation.  Specifically, TKPO expands the
Bradley-Terry model (Bradley and Terry, 1952)
from the pair-wise into the list-wise comparison
(i.e., one accepted instance vs. multi-rejected
instances), which is further applied at the token
level. TKPO eliminates the necessity for paired

tion of the articles, thereby the language style inclines to pos-
sess a strong artistic touch and literary flavor. In contrast, the
objective outline offers a precise and comprehensive summa-
rization of original articles, emphasizing objectivity and au-
thenticity, closely adhering to the original content.

We consider factors such as the total length of the outline,
the number of headings, and the hierarchical structure of the
heading levels for detail level assessment.

response data, instead, we propose a controllable
attribute-driven method, in which the fundamental
capability of LLMs is exploited to construct reject
samples for self-alignment. In comparison to
the representative preference alignment methods,
TKPO only optimizes the base model, avoiding
additional memory usage and substantial computa-
tional cost. Theoretical analysis demonstrates that
optimizing the TKPO is equivalent to optimizing
the upper bound of the optimal policy model
under the Bradley-Terry framework. Additionally,
our TKPO demonstrates superior capability
for optimizing the hard tokens for fine-grained
alignments and exhibits notable diversity in the
generation.

We devise two metrics for the outline language
style and level-of-detail controllable generation
evaluation. Extensive experiments illustrate that
our method outperforms DPO with only 73.55%
memory usage. To encapsulate, the main contribu-
tions of this paper include the following:

* We propose a multi-style and hierarchical outline
controllable generation task. To this end, two
datasets with regard to outline language style (/it-
erary vs. objective) and level-of-detail (concise
vs. moderate vs. comprehensive) are curated, re-
spectively.

* We propose a token-level preference self-
alignment framework, named TKPO, which
is a response pair-free and efficient solution
against existing recipes. Additionally, TKPO
enhances diversity in generation and facilitates
more precise alignment at a more fine-grained
token level.

* Experimental results illustrate the superiority
of our method on both controllable generation
performance and training efficiency compared
to representative preference alignment optimiza-
tion solutions, such as DPO. Theoretical analysis
demonstrates the merits of our TKPO on hard to-
ken optimization and diversity enhancement.

2 Methodology

2.1 Preliminary

Preference alignment aims to steer the LLMs to
generate responses that are satisfactory and accept-
able to humans (Leike et al., 2018), ensuring their
security, honesty, and helpfulness. Reinforcement
learning from human feedback (RLHF) (Ouyang
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Figure 2: Comparison between the paradigms of DPO and our TKPO. The bar plot illustrates that the TKPO
outperforms the DPO with only 73.55% GPU memory usage and 56.25% one-step training time (conducted on the
8 Nvidia Tesla V100 SXM2) for outline language style controllable generation.

et al., 2022) is an effective method for preference
alignment. However, it experiences significant
complexity and training instability (Song et al.,
2023). To address these problems, Direct Pref-
erence Optimization (DPO) (Wang et al., 2024)
is proposed further. Rather than learning an ex-
plicit reward model, the DPO algorithm straight-
forwardly optimizes the policy by reparameter-
izing the reward function r(-) using a closed-
form expression in a supervised manner (ref. Ap-
pendix B.1):

r(z,y) = Blogm + BlogZ(x) (1)

where Z(z) =3, Wref(y]x)exp(%(r(:c, y))) is the
partition function. S controls the deviation of the
language model policy 7y from the base reference
policy T

By incorporating the reward function (Eq. (1))
into the Bradley-Terry (BT) objective for-
mula (Bradley and Terry, 1952),

B 1
P(Yw = yilz) = 1+ exp(r(z,yw) — r(z,y0))
=o(r(x,yw) — r(z,y0))

2)

we, thereby, cancel out the partition function Z(z),
resulting in the objective of DPO with reverse KL
divergence below:

We(waw)
Wref(yw’-r)

o (ye| ) )
gi

Wref(yélx)
where o(-) is the sigmoid function. 1y, and y,
are preference pairs consisting of the approved re-

sponse and declined response with regard to the
input z.

—}E(J’,’yw’yﬂ)N’D [log o <ﬁlog

—pGlo

2.2 Token-level Alignment

Despite the promising results of the DPO, the train-
ing requirements (i.e., Yy, and yy) for response
pairs and substantial training costs (i.e., my and
Trer are involved) impede the widespread applica-
tion in practical scenarios. To overcome this prob-
lem, we adopt preference alignment on the token
level for a more precise controllable generation, as
shown in Figure 2. Specifically, TKPO first ex-
tends the Bradley-Terry model (Eq.(2)) from a pair-
wise comparison to a list-wise framework, i.e., in-
creasing the probability of accepted instances ¥,
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while simultaneously decreasing the probability of

all declined instances {ys|¢ = 1, ..., K}. It can be
formalized as:
K
P (v = {yetisa ) = [ [ p(yw > welz)
=1
“4)

exp(yuw|T)
Xp(Yw|T) + exp(ye|z)

Qe

(=1

Substituting Eq. (1) into Eq. (4) we obtain (ref.
Appendix B.2 for detail):

P (Yo = {ve}ieq|2)
K Yw|T)
eXp (/Blogﬂ'rel yw|$)>

=1 exp(ﬁlog T (yw]z) ) +ex p(ﬁlog L yl|$)>

Wref(y |J?) ef y@‘x)

1
K *
1+ K exp (;Zféﬁﬁ)) -

<

Tref(Yuw )

75 (Yuw|z) )

5

Following (Meng et al., 2024; Hong et al., 2024),

we remove the reference model 7. for efficient

computation and apply Eq. (4) into the token-level

alignment. Therefore, the TKPO loss can be de-

rived by formulating a maximum likelihood objec-
tive, as follows,

Lrkro(mo) = —E(z,y,, 31,)~D
og exp (79 (ye,,|%)/7)
exp (mo(yr, [x)/ 7) +3_ exp (mo(ye,|x)/T)

Yt, €Ve,

(6)
where y;,, and ), are the ¢-th generated accepted
token and rejected token set, respectively. 7y (y:|z)
is the probability of ¢-th token y;, conditioned on
the input « and the previously generated context
y<; 3. T is a temperature ratio that controls the
scaling of the preference difference. By compar-
ing Eq. (6) and Eq. (5), we optimize the Ltkpo to
closely approximate the upper bounds of the opti-
mal policy 7* under the Bradley-Terry framework.

We further integrated the self-supervised fine-
tuning (SFT) and preference alignment into a
single-step training process for efficiency (Hong

*Here, we omit the y<: and simplify the notation
7o (yt|x, y<+) to wo (y¢|z) for conciseness.

et al., 2024), as below,

L = Lsrr + A\L1KPO

1L 1 X A
= N Z Vi Zlogwe(yéw!wi)ﬂt
i=1 t=1

exp (mo(yi, |2:)/7)

MO8 (ro o)/ T)+ 3 exp (o 121)/7)

vi, €V, -
7

where NV is the number of samples, M is the length
of output. \ is a hyperparameter that weights the
loss between the self-supervised fine-tuning and
preference alignment.

2.3 Attribute-driven Rejected Token
Selection

As shown in Eq. (6), the rejected tokens are re-
quired for model training. Inspired by (Sun et al.,
2023; Shao et al., 2024; Pei et al., 2023), the
rejected token can be derived for self-alignment
based on the fundamental capabilities of LLMs.
Here, we propose a controllable attributes-driven
method for rejected token selection. For the out-
line generation with the controllable attribute a,
e.g., literary language style, we denote the token
y: from the reference response as the accepted y;,,
and employ multinomial sampling under the anti-
controllable attribute a to derive K tokens as the re-
jected tokens ({y/,}1<), i.e., we sample K tokens
based on the probabilities Py(J:|x,a, y<;) gener-
ated by the prompts (ref. Appendix A for detail)
under a (e.g., objective language style).

Yt = Yt 8)
Yt, ~ Mult-Sampl( Py (9|, a, y<¢))

where y; is the first ¢ — 1 tokens from reference.
Mult-Sampl(-) means multinomial sampling oper-
ation. Distinct from most preference alignment
methods, it does not require response pairs for
model training, alternatively, an attribute-driven
method is applied for rejected sample construction.
Therefore, we recognize TKPO as a self-alignment
method. To sum up, the completed training pro-
cess can be summarized in the Algorithm 1 (ref.
Appendix C.2).

2.4 Properties of TKPO

Diversity and Hard Token Optimization. In-
tuitively, tokens associated with common expres-
sions in everyday language are more likely to be
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generated and are easier to optimize compared to
tokens associated with domain-specific terminol-
ogy. As a consequence, to enhance the diversity
of the output, the objective function should, in turn,
pay more attention to the defamiliarized and infre-
quent token optimization. Mathematically, we can
derive the gradient of Lrxpo with respect to the
7oy, |x) (ref. Appendix B.3 for detail) as fol-
lows,

) log exp(mo (Y1, 7))
Imo(yt,|x) —~exp(mo (v, \:E))JrZy exp (7o (ye, )
Yt, €V,
_ exp(mo (11, 7)) .
exp(mo (e, [2)) + 3 exp(mo(y|2))
Y, €Vt
)

We then reformulate the summation over tokens
Yy, as an expectation, under the distribution p(y|z),
where p(y|x) reveals the base model’ s inherent
token preference. Thus, we can obtain the gradient
of »CTKPO as:

exp(mo (Y, [))
KEyil ~p(yt, \x)exp(ﬂe (ytz )

—1  (10)

Here, we can see that the magnitude of gradient
increases when 7y (v, |z) is smaller (indicating a
hard token to optimization) and 7y (y;, |x) is larger
(corresponding to high-frequency tokens). This
dynamic achieves two key properties: (1) focus
on hard tokens optimization, i.e., the model prior-
itizes optimizing hard tokens as their lower like-
lihood amplifies their gradient magnitude during
training; and (2) diversity enhancement, i.e., as re-
jected tokens (y;,) are sampled toward common
high-probability tokens, in-turn, accepted tokens
(yt,,) are implicitly skewed toward less probable to-
kens, thereby, encouraging novel and diverse out-
puts.

3 Experiments

3.1 Datasets

We curate a total of 20,000 raw articles where
10, 000 focused on language style and 10, 000 on
the level-of-detail from the WeChat Official Ac-
counts Platform?, all published before December

“An online platform developed by Tencent Ltd. that al-
lows businesses, organizations, and individuals to share regu-
lar information, express viewpoints, or provide entertainment
and services such as e-commerce to the public. Users can also
subscribe to official accounts to receive messages and access
services. https://mp.weixin.qq.com/?token=&lang=
en_US

2, 2024, for multi-style outline controllable gener-
ation. More concretely, the articles regarding the
level-of-detail control are randomly selected and
cover topics rooted in daily life. In contrast, the
articles with respect to language style control are
sourced from two magazines renowned for their in-
depth analysis and professional viewpoints: San-
lian Lifeweek Magazine ( “ =43 J& )7 )° and
Neweekly Magazine (“#1 )& T]” ). These publica-
tions primarily focus on topics related to political
commentary and literature reading, featuring out-
lines created by professional editors. The statistics
of the two datasets are presented in Appendix F.1.

For the dataset with respect to the level-of-detail,
we utilize GTP-40 (OpenAl, 2024) with prompts
(ref. Appendix A) for reference outline genera-
tion. As for the dataset regarding the language
style, we extract the raw outlines crafted by pro-
fessional editors as the literary style reference out-
put, while the outlines generated by GPT-40 are
recognized as the objective style reference output.
Therefore, we construct two datasets, respectively,
for the level-of-detail and language style outline
controllable generation. For each dataset, we ran-
domly select 3% samples for testing, the remaining
are used for training.

3.2 Evaluation Metrics

We consider BLEU (Papineni et al., 2002) and
ROUGE (Lin and Hovy, 2003) to assess the over-
all generation quality, both of which consider the
overlap of grams between generation () and ref-
erence (yef) for evaluation and are widely adopted
in generation tasks. As to measuring level-of-
detail, the straightforward strategy to adopt the out-
line length and number of subheadings for perfor-
mance evaluation might be inappropriate. For in-
stance, it is meaningless to recognize a repeated
and nonsense output as a high-quality comprehen-
sive outline. Therefore, we calculate the similarity
in outline length and number of subheadings using
min-max operation between generation and refer-
ence to assess the performance.

min(#w (ygre) y oy (yref))
max(#w (ygre) s (yref))
min(#h (ygre) #h (yref) )
max(#h (ygre) JHh (yref))

where #,, () and #(+) refer to the number of out-
line words and subheadings respectively.

WN(yref, ygre) =

(11)

HN(yreﬁ ygre) =

https://www.neweekly.com.cn/magazine
*https://www.neweekly.com.cn/
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Dataset Metric

DPO SimPO ORPO CPO TDPO FUDGE PREADD DExpert TKPO

— ROUGE-11 4499 45.09 4621 45.17 46.35 45.35 44.90 4588 48.83
£ ROUGE-27 21.32 22.18 2193 21.63 21.76 21.63 22.40 22.39 2543
< ROUGE-L1 32,94 3292 33.88 3298 34.04 3229 32.74 34.13  36.78
T?) BLEU-41 24.67 24.55 2546 2490 2429 24.50 22.24 25.58  27.05
5 WN?T 6541 63.81 64.78 6548 6540 65.75 59.27 64.20  66.78
= HN? 69.30 69.65 70.06 66.67 66.51 68.40 62.92 67.99 71.49
o  ROUGE-17 3754 3734 39.08 41.18 4251 37.80 40.65 4139  43.67
%‘ ROUGE-2 1 16.52 17.83 17.26 19.30 2093 17.45 19.03 19.49 21.56
g~ ROUGE-L 12841 28.99 29.05 33.77 32.00 29.83 31.05 32.16 34.04
S  BLEU41 24.87 2252 2509 2842 2833 2596 27.94 2799 29.81
%D OTE-O | 2.10 241 172 1.77 225 1.92 1.94 1.97 1.75
— OTE-L 389 386 324 352 388 4.08 3.97 4.03 4.11

Table 1: The overall performance (x100%) of TKPO and baselines. OTE-O and OTE-L are the token entropy of
objective outlines and literary outlines, respectively. 1 indicates that higher values are better, while | indicates that
lower values are better. The best results for each metric in each group are in bold.

For language style control, based on What is lit-
erariness? (Miall and Kuiken, 1999), literariness
emerges when the language deviates from conven-
tional usage, creating a sense of defamiliarization
and foregrounding. Consequently, we can assess
the literariness of the generation by observing the
defamiliarization of word utilization. Owing to the
paradigm of LLMs training, words that appear less
frequently in the training corpus will inherently ac-
quire lower probabilities during inference (Brys-
baert et al., 2025), which, thereby, enhances the lit-
erariness and professionalism. Therefore, follow-
ing (Zhang et al., 2024), we utilize the next-token
likelihood and define the Outline Token Entropy
(OTE) to measure the literariness:

M
OTE(y) = - > log(mar(ytlr))  (12)
t=1

where M denotes the length of outputs y, 7 de-
notes the base model without training on the out-
line controllable generation datasets. As shown
in Figure 8 and Table 4 in Appendix F.2, there
is a substantial difference in the average OTE val-
ues between objective outlines (1.81) and literary
outlines (4.01), indicating the effectiveness of this
metric.

3.3 Baselines and Implementations

Baselines. We cover a broad range of baselines for
evaluation: (1) preference alignment approaches,
including DPO, SimPO, ORPO (Hong et al., 2024),
CPO (Guo et al., 2024), and TDPO (Zeng et al.,

2024); (2) decoding probability intervention meth-
ods, including FUDGE (Yang and Klein, 2021),
PREADD (Pei et al., 2023), and DExpert (Liu
etal., 2021). See Appendix D for detail.

Implementation Details. We perform multi-style
outline controllable generation with a popular
open-source LLM, Qwen2.5-3B (Bai et al., 2023),
and further investigate the performance variance
across different LLMs (up to 7B). All the exper-
iments are conducted on 8x NVIDIA V100 32G
GPUs. The detailed hyperparameter settings are
presented in Appendix E.

3.4 Overall Performance

Table 1 presents the overall performance of our
TKPO against other methods on the language style
and level-of-detail outline controllable generation.
To sum up, owing to the inherent inconsistency in
output styles between humans and LLMs, all the
methods yield inferior results on language style
controllable generation compared to the level-of-
detail. Our method surpasses all the baselines for
level-of-detail control. Regarding language style
generation, our proposed TKPO outperforms all
baseline models except ORPO on the OTE-O met-
ric. However, ORPO exhibits the poorest per-
formance on the OTE-L metric given the “align-
ment tax” (Ouyang et al., 2022), where enhancing
alignment with objective outline generation com-
promises literary expressiveness. Figure 3 illus-
trates the detailed results of the concise, moderate,
and comprehensive outline generation. Since the
verbosity bias (Saito et al., 2023), i.e., LLMs in-
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Figure 3: The overall performance for level-of-detail (concise vs. moderate vs. comprehensive) outlines control-
lable generation. Our TKPO method demonstrates superiority over all other baselines across all sub-datasets.

Method ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 OTE-O OTE-L
Qwen2.5-3B Top-K Sampling  43.14 20.23 33.14 29.51 1.86 3.82
Qwen2.5-3B w/o TKPO 40.60 19.46 31.90 28.22 1.89 3.58
Qwen2.5-3B w/ TKPO 43.67 21.56 34.04 29.81 1.75 4.11
Qwen2.5-0.5B w/ TKPO 38.41 17.52 28.41 24.49 1.97 3.52
Qwen2.5-7B w/ TKPO 44.53 21.70 35.04 30.63 1.88 4.14
LLaMA3.1-8B w/o TKPO 40.24 18.33 29.60 27.02 3.75 3.75
LLaMA3.1-8B w/ TKPO 42.51 21.00 32.94 28.89 1.91 3.88

Table 2: Ablation studies on language style dataset: (1) with (w/) and without (w/0) TKPO loss; (2) different LLM
sizes and base models; (3) Top-K sampling vs. multinomial sampling in Eq. 6.

cline to output more verbose responses in the gen-
eration, all the baselines achieve comparable re-
sults in the moderate and the comprehensive con-
trollable generation. However, for the concise con-
trol, our TKPO outperforms the best baseline by
12.39% on ROUGE-1 and 10.03% on BLEU-4. As
for the language style control, the detailed results
are reported in Appendix G.1. Overall, our method
achieves the best results compared to the baseline
models.

3.5 Ablation Studies

We further investigate the effect of different base
LLMs, the size of LLMs, and rejected token sam-
pling strategies (i.e., we apply Top-K sampling as
an alternative to multinomial sampling) on the per-
formance. As shown in Table 2, we could ob-
serve that the TKPO loss improves performance
across various base models. Additionally, while in-
creasing the model size generally enhances perfor-
mance, the marginal gains diminish as the size con-
tinues to grow, e.g., 13.69% from Qwen2.5-0.5b
to 3b vs. 1.97% from 3b to 7b in ROUGE-1. Fur-

thermore, attributed to the more precise estimation
of the optimal policy (Liu et al., 2024b), multino-
mial sampling achieves superior results compared
to Top-K sampling. We could draw a similar con-
clusion on the level-of-detail dataset (ref. Table 5
in Appendix G.2).

3.6 In-depth Analysis

Training Efficiency. To verify the efficiency of
our method against other baselines, we report the
per-GPU peak memory usage and one-step train-
ing time’ of Qwen2.5-3B in Figure 4 (a). Since
our TKPO does not utilize a reference model and
involves only the accepted response during back-
propagation in the training process, the GPU mem-
ory usage and runtime are significantly lower than
those of the baselines. Specifically, our method
reduces roughly 26% memory usage and 46% run-
time, compared with DPO.

Hyperparameter Sensitive Analysis. We visual-

"The average time is calculated over 100 training steps
over five random runs.
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Figure 4: In-depth analysis on the level-of-detail dataset. (a) The per-GPU peak memory usage and one-step run-
time. (b) Performance of TKDO across various 7 and K settings. A moderate value is preferred for achieving
optimal results. (c) Negative logarithm JS divergence distribution, where py(y|-) is the next-token predicted prob-
ability distribution, a and a denote the controllable attribute (e.g., concise) and the anti-attribute (e.g., comprehen-
sive). A smaller value indicates a greater difference in output probabilities under different controllable conditions.
Our TKPO acquires a significant distinction compared to DPO and TDPO methods.

ize the performance of TKPO across various tem-
perature ratios 7 and rejected token numbers K on
the level-of-detail dataset, as shown in Figure 4 (b)
(Full results are reported in Table 6). We recom-
mend a moderate value, i.e, 7 = 0.15, K = 50
for outline level-of-detail controllable generation.
However, for language style control, a larger value
of K will facilitate the improvement of OTE, en-
hancing the literariness of the outlines (ref. Table 7
for detail). The results of various A in Eq. 7 are
presented in Table 8. Overall, a smaller value is
recommended for a better performance.

JS Divergence. Given the controllable attribute
a (e.g., concise) and anti-controllable attribute a
(e.g., comprehensive), we calculate the negative
logarithm Jensen-Shannon (JS) divergence of next-
token predicted probability distribution between
them. Figure 4 (c) illustrates the frequency his-
togram of the test dataset in level-of-detail con-
trollable outline generation. Our TKPO exhibits
a more compact distribution that roughly ranges
from 15 to 30 against TDPO and DPO methods.
This suggests that TKPO possesses a superior abil-
ity to discern differences among various control-
lable conditions, thereby enabling higher-quality
alignment in controllable generation.

4 Related Work

4.1 Controllable Generation

Overall, existing controllable generation attempts
can be broadly categorized into three strategies: (1)
probability intervention, (2) preference alignment,
and (3) prompt engineering. PPLM (Dathathri
et al., 2019) is a pioneer that manipulates the out-
put probability for controllable generation. Build-

ing on this foundation, many works, including
GeDi (Krause et al., 2021), FUDGE (Yang and
Klein, 2021), and PREADD (Pei et al., 2023) have
been proposed further. In contrast, another line of
research within the probability intervention aims to
reduce the probability of undesirable tokens while
increasing the probability of preferred tokens for
controllable generation, such as DExpert (Liu
et al., 2021). Preference alignment is a general so-
lution to align the LLMs with specific preferences
or conditions, thus, the representative methods,
such as DPO (Rafailov et al., 2024), SimPO (Meng
et al.,, 2024), and ORPO (Hong et al., 2024),
can also be applied for controllable generation.
Building on these works, CPO (Guo et al., 2024)
and DPA (Wang et al., 2024) further proposed
to address multi-objective preference alignment
controllable generation through data augmentation
and rejection sampling. FIGA (Guo et al., 2023)
and SparsePO (Christopoulou et al., 2024) employ
the hard and soft token masks for finer-grained
alignment. As for prompt engineering, Fonseca
and Cohen (2024) introduces keywords in prompts
for more precise control. Distinct from existing re-
search, our method is response-pair-free, focusing
on token-level preference alignment.

4.2 Outline Generation

Outline generation is a crucial task for text se-
mantic structuralization, text understanding, and
multiple downstream applications. However, few
works put effort into this research avenue. Exist-
ing research on outline generation can be classi-
fied into two methodologies: (1) segmentation cas-
cade summarization, and (2) prompt-driven meth-
ods. The first solution segments the article into dis-
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tinct parts by detecting the section boundary (Sun
et al., 2022; Zhang et al., 2019) or topic consis-
tency (Jiang et al., 2024) across paragraphs. After-
ward, the LLMs are applied to generate each seg-
ment’s headings or brief summarizations. On the
contrary, the second category (Yang et al., 2023; Li
et al., 2024) endeavors to devise tailored prompts
for self-supervised fine-tuning, steering the LLMs
to generate the outlines straightforwardly. Never-
theless, none of the studies focus on the multi-style
outline controllable generation, thus, our work
aims to fill this gap.

5 Conclusion

We introduce a multi-style outline controllable gen-
eration task and curate two datasets regarding the
outline language style and level-of-detail. Addi-
tionally, a token-level preference self-alignment
method, named TKPO, is proposed for a more effi-
cient and precise controllable generation. Specif-
ically, TKPO extends the Bradley-Terry model
from pair-wise to list-wise comparison and fur-
ther applies it to token-level alignment. TKPO
does not require response-pair for model train-
ing, instead, a controllable attributes-driven self-
alignment method is applied. Mathematical analy-
sis demonstrates that TKPO confers benefits in out-
put diversity and hard token optimization. Besides,
optimizing TKPO is tantamount to optimizing the
upper bound of the optimal policy. Compared to
DPO, our TKPO achieves up to 19.28% perfor-
mance improvement with only 73.55% memory us-
age and 56.25% training time.
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Limitations

While conducting a comprehensive analysis of our
TKPO against other preference alignment methods
for outline controllable generation, we did not in-
clude multi-lingual outlines and other controllable
generation tasks. We leave the broader range of
comparison on other benchmarks as future work,
along with scaling our method to over 7B mod-
els. Furthermore, we will refine the categoriza-
tion of outline styles into finer-grained categories,

engaging experts to compose multi-style outlines
and perform evaluations, thereby verifying the ef-
fectiveness of our method comprehensively.

Ethics Considerations

As with any effective method for controllable gen-
eration and preference alignment, we acknowledge
that TKPO could potentially be misused to amplify
toxicity, gender bias, or other harmful attributes.
Nonetheless, these methods, like ours, also serve
as powerful tools for content moderation and miti-
gating harmful text generation.
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A Prompt Design

We designed the following prompts for various stylized outline controllable generation when training the
model.

A.1 Prompts for Level-of-detail Controllable Generation

Moderate

Chinese: ffuf— -4 AL it WA R SCHA AR L. RUILH %, 5K
B, \n S

Translation: You are a professional magazine editor. Please generate a structured and hier-
archical outline for the following Article. Requirements: Accurate and Objective.\nArticle:

r
\

Concise

Chinese: ffig— LA gHE . TERNT SCREAE RS L. 2RI E & B5R:
T e o \n SCEE:

Translation: You are a professional magazine editor. Please generate a structured and
hierarchical outline for the following Article. Requirements: Concise and Succinct.\nArticle:

Comprehensive

Chinese: /@ — %L AAE g . WX SCRA NS, BORALH R, ZOK:
FEAM. \n 3F:

Translation: You are a professional magazine editor. Please generate a structured and
hierarchical outline for the following Article. Requirements: Comprehensive and De-
tailed.\nArticle:

r
\

\. S

A.2  Prompts for Language Style Controllable Generation

Objective

Chinese: fig— LR E G THRT SCREA RS L. 2RI H . BOR:
BESEAM . \n CEE:

Translation: You are a professional magazine editor. Please generate a structured and hier-
archical outline for the following Article. Requirements: Accurate and Objective.\nArticle:

Literariness

Chinese: /&Ll pAE gl WEXH SCERA NS L, BRI . ZOK:
SCHRFR . \n SCE

Translation: You are a professional magazine editor. Please generate a structured and
hierarchical outline for the following Article. Requirements: Literary and Poetic.\nArticle:

r
\
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B Mathematical Derivations

B.1 Closed-Form of Reward Model
Building on prior work (Jaques et al., 2017), the preference alignment with reward learning aims to
optimize the Eq. (13),

H;IT%X E:END,yNTrg (y|x) [’I”(.’L’, y)] — BDxL [779 (y|l’) | |7rr€f(y|m)] (13)

where r is the reward model. (5 controls the deviation of the language model policy my from the base
reference policy .

Following (Rafailov et al., 2024), the closed form of the reward model r(x,y) can be derived, we
include it here for completeness:

H}I%X E.wp gy~ (yle) 1T [ ($, y — BDkL [7T9 (y“r) | ‘ﬂ-ref(y“r)]

mo(y|z)
— E.wpE, . Te(ylz)
I’I;%X x~ DSy~ ( yx)|: Wref(y‘x)]
. m(ylz) 1 (1)
— minE,pE,_ I A
H}rén x~ DBy~ (y|z) |:Og7'(ref y|.’IJ Br(:U y):|
mo(y|x)

= n}ri;n EiﬂNDEy~ﬂ'g(y|x) |: — logZ(x)

Zymi(yle)exp (Sr(z.y))

Similar to the results proofed in (Peters et al., 2010; Peng et al., 2019), we can obtain an exact analytic

solution,
1

1
_ — 15
o) = s mslololexs (oo ) (15)
where Z(z) = >, Trer(y|z)exp (%r(ac, y)) is a partition function.
Despite the fact that the Eq (15) solution in itself is intractable, we can express the reward through its

corresponding optimal policy 7 (y|z),

™ (ylz)
ref(y]7)

B.2 TKPO Loss Under the Bradley-Terry Framework

r(z,y) = 51g + BlogZ(x) (16)

Considering the mutual independence of the probabilities associated with any two output tokens, we can
extend the Bradley-Terry preference model from pair-wise to list-wise comparison. Therefore, we have

K K
K _ eXP (yw,fB)) 17
Pl = k) = It - vl = I g oy +opray @7

Substituting Eq. (16) into Eq. (17) we have

exp (Blog 72l + BlogZ(x >>
=1 oxp (Blog Z2Ues + BlogZ (w) ) + exp (Blog 2L + BlogZ())

Wref(yw|-73 T f(yl|x
K

>

P* (Yo = {yf}?:llx) =

exp ( Blog i)
=1 exp (Blog B ) - exp (Blog T )

(18)
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We further define 3 = 1. Given the fact that Hfil(l +ax;) > 1+ Zfi 1 Zi, when x; > 0. Therefore,

we have,
K w;((yw\‘w))
" K o Tref(Yw [T
P (yw - {W}é:1|x) - H T (ywle) | w5 (yelo)
=1 Wref(ywlm) Wref(yllm)

K exp (%)
1L (7l ) + exp (2255 (19)
K
1

5 (yele) g (ywln)
(=11+exp <7rif<yg|x> - wif<yw|x>)

1
14 25:1 exp (ﬂ;‘(yzlx) _ 7r;f(ywlr)>

Wret’(yé |‘T) 7|—r&:f(yw |.’L')

<

Following (Meng et al., 2024; Yuan et al., 2024; Hong et al., 2024), we remove the reference model
mrer for efficient computation. Hence, we formulate a maximum likelihood objective for Eq. (19), from
which the TKPO loss is derived as follows,

1
1+ 300 exp (mo(yel) — mo(yuwlz))
exp (79 (Yw 7))
exp (g (yuw|7)) + Yofey exp (mo(ye|z))

By comparing Eq. (20) and Eq. (19), we can optimize the Ltgpo to closely approximate optimize the
upper bounds of the optimal policy model 7* under the Bradley-Terry framework.

Lrkpo(my) = _E(w,yw 7{y4}f<:1)ND10g
(20)

_E(m,yw,{ye}ﬁl)NDIOg

B.3 Properties of TKPO Loss
The L1kpo is given by the Eq. (6), we start by deriving its gradient with regard to the 7y (yy,, |x),

OLT1KPO 0 exp(mo(yt,, |))

= 0
Omo(unale) — Omg(yealw)  oexp(mo(ura|2) + 2oy, ey, XD (To(ui, 7))
o (exp(w@<ytw|x>>+zyt,€yw exp(w@@m)))

0g - -

Oy, |) exp(mo (Y., |))

exp(mo (yr, | 7)) o exp(mo(ye, )+, ey, exp(mo(ye,|2))
~ exp(mo(u, 1)) +22,, ey, exP(Ta(yt, | 7)) ooy, ) exp(mo (Y, 7))

exp(mo(yt, |T)) - Zyteeyte exp(mo (Y, |))

~ exp(mp(ye, ) + >y, e, XP(mo (ye,|7)) ' exp(mo (e, |2))2 - exp(mo(ye, |2))

_ 2y, evi, eXP(mo(yr,|2))
exp(mo (Y, 7)) + Zyt[eyté exp(mp(ys,|x))

_ exp(my (u1, )
xp (M0 (91 1)) + 2y, 37, 5P (M0 (91,]2))

-1

1)

Following the law of large numbers, we can reprint the sum operation of y;, with the expectation.
Besides, given the fact that exp(mg(y|z)) < KEy,, ~pexp(mo(yz,|z)), when K is large enough, thus, the
Eq. (21) can be written as:

exp(mo (yr., 7)) 1 exp(mo (yr., 7))
exp(mo (Y1, [ 7)) + KBy, p(ye, 1) eXP(T0 (Y1, |2)) KEy, ~p(ye, le)exp(mo (Y, 7))

-1 @22

This corresponds to Eq. 10 and subsequent analysis in the paper.
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C TKPO Algorithm

C.1 Pseudocode of TKPO Loss
PyTorch code for the TKPO loss is provided below:

import copy
import torch
from torch.nn import CrossEntropyLoss

def TKPO_loss(logits, logits_anti, labels, tau, k, lambdaa):

nun

logits: logits with the controllable attribute, Shape: (batch_size, sequence_length,
vocab_size);

logits_anti: logits with anti-controllable attribute, Shape: (batch_size, sequence_length,
vocab_size);

labels: labels, Shape: (batch_size, sequence_length);

tau: temperature ratio controlling the strength of preference difference;

k: number of rejected tokens;

lambdaa: the weight factor adjusts the influence weight of CE loss and TKPO loss;

nnn

# TKPO loss
# Shift so that tokens < n predict n

shift_logits = logits[...,:-1,:].contiguous()
pos_token = labels[..., 1:].contiguous()

probs = torch.softmax(shift_logits, dim=-1)

pos_tokencp = copy.deepcopy(pos_token)

pos_tokencp [pos_token==-100] = 100

pos_prob = torch.gather(probs, 2, pos_tokencp.unsqueeze(-1).unsqueeze(0)).squeeze(-1)
pos_prob = torch.exp(pos_prob/tau)

logits_anti = logits_anti.detach()

logits_anti.scatter_(2, pos_tokencp.unsqueeze(-1).unsqueeze(0), -1e6)

# _, neg_token = torch.topk(logits_anti, k, dim=-1) # Top-K Sampling

anti_probs = torch.softmax(logits_anti, dim=-1).squeeze(0)

neg_token=torch.multinomial (anti_probs,k,replacement=False) .unsqueeze(0) # Multinomial
Sampling

neg_probs = torch.gather(probs, 2, neg_token)

neg_probs = torch.sum(torch.exp(neg_probs/tau), dim=-1)

loss_tkpo = pos_prob/(pos_prob + neg_probs)

mask_label = torch.ones_like(pos_token)

mask_label [pos_token==-100] = 0

loss_tkpo = -torch.log(torch.sum((loss_tkpo*mask_label),dim=-1)/torch.sum(mask_label,dim=-1))

# CE loss
# Flatten the tokens

loss_fct_ce = CrossEntropyLoss()

shift_logits = shift_logits.view(-1, logits.shape[-1])
shift_labels = pos_token.view(-1)

# Enable model parallelism

shift_labels = shift_labels.to(shift_logits.device)
loss_ce = loss_fct_ce(shift_logits, shift_labels)

# loss
loss = loss_ce + lambdaa * loss_tkpo
return loss
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Algorithm 1: Token-level Preference Alignment (TKPO)

1: Input:

2. Controllable attributes: a € A, Datasets with different a: D = {(y,z,a); }};
3:  Learning rate: 7, Training epoch: F, Rejected token numbers: K ;
4:  Policy model: my, Temperature ratio: 7, Coefficient: \;

W

: for each epoch in £ do

=

%

9: end for

10: Output:
11:  Updated policy model: my;

0 0+1 6 E(y2,0,6)~Dn, |108T0(Y1,, |7, @) +Nlog

Sample mini-batch D,,, = {(y, z, a,a); }!", from D;
Rejected tokens sampling: {yy,, }2* | ~ Mult-Sampling(Py(J¢|z, @, y<¢));

exp(mo (Yt [7,0) /T)

exp(mo (Yt |7,0)/7T)+ X exp(mo(yeyla,a)/7)
yteeyte

b

C.2 Algorithm of TKPO Loss

The training process of TKPO is shown in Algo-
rithm 1.

D Baselines

We select eight controllable generation baseline
models, covering two research lines: (1) prefer-
ence alignment and (2) decoding probability inter-
vention, for performance evaluation. All of them
are highly related to our research.

(1) Preference Alignment Methods:

* DPO (Rafailov et al., 2024) simplifies the RLHF
by introducing the closed-form expression of
the optimal reward model into the Bradley-Terry
pair-wise ranking framework, bypassing the ex-
plicit learning requirements of the reward model.

» SimPO (Meng et al., 2024) further simplifies the
DPO by using the average log probability of a
sequence as the implicit reward, thus, obviating
the necessity for a reference model.

* ORPO (Hong et al., 2024) integrates the SFT
and preference alignment possesses into one
stage, and then, calculates the odds ratio for fa-
vored and disfavored generations contrasting. It
also eliminates the reference model for computa-
tion efficiency.

* CPO (Guo et al., 2024) develops DPO to the
multi-objective alignment through controllable
attribute prompt-driven and data augmentation
methods.

* TDPO (Zeng et al., 2024) applies DPO at the to-
ken level, improving the alignment and diversity
of the outputs.

(2) Decoding Probability Intervention Methods:

* FUDGE (Yang and Klein, 2021) factorizes the
controllable generate probability via Bayesian
rule. After that, the conditional attributes proba-
bility and the next token probability are modeled
separately for controllable generation.

* PREADD (Pei et al., 2023) considers both the
original outputs as well as the outputs from the
prefix-prepended prompts when decoding for
controllable generation.

* DExpert (Liu et al., 2021) aims to increase the
probability of preferred tokens yield by the se-
cure model while simultaneously reducing the
probability of undesired tokens from the toxic
model for controllable generation.

The objection functions of the baselines can be
summarized in Table 3.
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Baselines Objective Hyperparameter
DPO ~E(syu o)~ |logo <ﬁlog;fi_((’;’i||z)) — Blog reueie) ) J 8 € [0.01,0.05,0.1]
— B _ B _
SimPO E(z,yw,y0)~D |logo (‘yw‘logvrg(yw\x) orlogmo (yelx) 'y)] B € [2.0,2.5],
v €10.5,1.0,1.2,1.4]
ORPO ~Eay D [logpg (yo|z) + Alogo (loglf‘;iy(zkll) - 1oglf;<;'(g;;))], A€ [0.1,0.5,1.0,2.0]
where po(y|x) = exp (ﬁﬂ'g(y‘m))
CPO ~E(r.ay o)~ |l0go (ﬁlog% Blog Zetuclet) ) } A € [0.01,0.05,0.1]
B e~ [l"g"( (Blogzeceels) — glogetels) ) 3 € [0.01,0.05,0.1]
TDPO
- (BDSquL(m,yZ;Wref H 7T9) - ﬂDSquL(mv Yuwy Tref H 7T9))> >
where Dseqr.(, y; 1 || m2) = 321, Dxe(mi (|[z, =) || m2(llz, y='])
FUDGE  —E(; )~ [logp(y|z)p(aly, z)]
PREADD  —E(; y)~p [logp(y|z)'~*p(aly, z)*] a € [-5,-2,0,2,5]
DExpert  —E(, )~ [logsoftmax(z(y|z) + a(z* (y|z) — 2~ (y|z))] a € [1.0,2.2]

Table 3: Objection functions and hyperparameter search ranges for the compared baseline models. Given preference
data D(z, a, Y., y1), Where x is the input, a denotes the controllable attributes, y,, and y, are the accepted and
rejected responses. g and ¢ correspond to the language model policy and reference policy, respectively. z, 27T,
and z~ are the logits yielded by the base, secure, and toxic models, respectively.

E Implementation Details

To ensure a fair comparison, we conduct thorough
hyperparameter tuning for all methods compared
in our experiments. Specifically, we preliminary
set the learning rate to 1le — 5, utilizing a cosine
learning rate schedule with a warm-up phase ac-
counting for 10% of the steps over one epoch,
within a total of seven epochs. In addition, we in-
dividually search the optimal learning rates in the
range of [5e — 7,1e — 6,5e — 6,5¢ — 5, 1e — 5]
for each baseline model. We set the batch size
as 1. The temperature ratio 7, and rejected to-
ken numbers K are searched within the range
of [0.1,0.15,0.2] and [5, 20, 50, 100, 500], respec-
tively. The hyperparameter A in Eq. (7) is searched
within the range of [0.1,0.5,1.0]. Moreover, all
the models are fine-tuned with the Adam (Kingma,
2014) optimization method and all the experiments
are conducted on 8x NVIDIA Tesla V100 32G
GPUs. The key hyperparameter search ranges of
other baselines are presented in Table 3.

F Dataset Statistics

F.1 Raw Article Statistics

We randomly select 10, 000 articles published be-
fore Sep. 10, 2024 from WeChat Official Accounts

Platform®. Using GPT-40 with tailored prompts
(ref. Appendix A.1 for detail) to obtain three cat-
egories of outlines, i.e., concise vs. moderate vs.
comprehensive (named C20 dataset), for outline
level-of-detail controllable generation. Moreover,
we collect 10, 000 articles from Sanlian Lifeweek
Magazine ( “ =475 ET” ) ° and Neweekly
Magazine ( “3 )& T ) 19 published before Dec. 2,
2024. The articles from these two official accounts
are known for their profound yet sharp insights.
Considering the raw article outlines are written by
professional editors, exhibiting rich literary and
artistic characteristics, we refer to them as /iterary
outlines, while the outlines generated by GPT-40
with prompts (ref. Appendix A.2 for detail) are rec-
ognized as objective outlines. Therefore, we curate
a dataset, denoted as LO?, for the language style
controllable generation. For all datasets, any infor-
mation that names or uniquely identifies individual
people has been removed.

We report the distribution of article categories

8An online platform developed by Tencent Ltd. that al-
lows businesses, organizations, and individuals to share regu-
lar information, express viewpoints, or provide entertainment
and services such as e-commerce to the public. Users can also
subscribe to official accounts to receive messages and access
services. https://mp.weixin.qq.com/?token=&lang=
en_US

*https://www.neweekly.com.cn/magazine

Yhttps://www.neweekly.com.cn/
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manifests the article category distribution, while the right subfigure presents the distribution of article word num-
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Figure 6: Statistical distribution of the LO? dataset: the left subfigure manifests the article category distribution,
while the right subfigure presents the article word numbers distribution.

and word counts for these two datasets, as shown
in Figure 5 and Figure 6, respectively. It is evi-
dent that a significant portion of the articles in the
LO? dataset are concentrated in the literary criti-
cism, and are consequently classified under the lit-
erature and reading category. In contrast, the ar-
ticles from the C20 dataset are mostly classified
under society and livelihood. Moreover, the av-
erage article length in the LO? dataset (3, 705.17
words) is significantly longer than that in the C20
dataset (1,928.60 words), indicating a higher de-
gree of professionalism and literacy.

F.2 Outline Statistics

Level-of-detail. For the level-of-detail dataset,
we analyze the outline word count, number of
headings, and word count per heading, as illus-
trated in Figure 7. Comparing the statistical dis-

tribution of concise, moderate, and comprehen-
sive outlines, the average outline lengths are 58.24
words, 250.42 words, and 893.46 words, respec-
tively. That is, the average lengths and the average
number of headings in comprehensive outlines are
approximately fifteen and nine times greater than
those in concise outlines, highlighting a significant
disparity in outline structure.

Language Style. Following Eq (12), we randomly
select 3, 000 literary and objective outlines, investi-
gating their average token entropy distribution, as
shown in Figure 8. It can be observed that over
70% literary outlines exhibit an average token en-
tropy within the interval of 3 to 5, while this met-
ric decreases to a range of 1 to 2 for the objective
outlines. This indicates the distinct differences in
vocabulary usage and language defamiliarization
between literary and objective styles.
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Figure 7: Statistical distributions (outline word count, number of headings, and word count per heading) of concise
(top), moderate (middle), and comprehensive (bottom) outlines.

Outline: Level-of-detail Overall. The average number of words, the aver-
#Words  # Headings age number of headings, and the average outline
Concise 58 24 568 token entropy are shown in Table 4.
Moderate 250.42 22.06
Comprehensive 896.46 51.06

Outline: Language Styles

# Headings OTE
Objective 297.80 1.81
Literary 71.32 4.01

Table 4: The statistics of outlines. # indicates count
number operation. OTE refers to the outline token en-
tropy, defined in Eq 12.
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G Experimental Details

G.1 Language Style Dataset Performance

The performance of language style outline control-
lable generation (literary vs. objective) is shown
in Figure 9. Our solution is superior to all the base-
line models across all the sub-datasets.

G.2 Ablation Study of Level-of-detail Dataset

The experimental results of the ablation study with
various model sizes (0.58 vs. 3B vs. 7B), base
models (Qwen2.5 vs. LLaMA3.1), and sampling
strategies (multinomial sampling vs. Top-K sam-
pling) on level-of-detail outline controllable gen-
eration, as shown in Table 5. We can find that (1)
the multinomial sampling outperforms Top-K sam-
pling, and (2) TKPO loss can enhance performance
across various base models and model sizes consis-
tently and significantly.

G.3 Hyperparameter Sensitive Analysis

The impact of hyperparameter temperature ratio 7
and rejected token numbers K in Eq. 7 are shown
in Table 6 (level-of-detail dataset) and Table 7 (lan-
guage style dataset). The TKPO loss curve across
various 7 is illustrated in Figure 10. Increasing the
value of 7, the L7 po decrease simultaneously.
However, this does not mean larger 7 is always
better for performance improvement. In general,
we recommend a moderate value, e.g., 7 = 0.15
and K = 50 for the optimal performance. Addi-

tionally, the results with various A settings in Eq 7
are reported in Table 8. We could observe that
a smaller value is recommended for better perfor-
mance.

G.4 Output Probability Difference

We further observe the probability differences be-
tween the accepted token and the rejected tokens
(i.e. plylz) — + Zfil P(yt,,|x), where K is the
number of sampling rejected tokens) during the
TKPO and DPO training in language style dataset,
as shown in Figure 11. It illustrates the probability
discrimination between the accepted token and the
rejected tokens in our TKPO enlarges as the train-
ing proceeds, whereas the DPO difficult to model
the preference comparison at token levels, thereby
failing to widen the margin between them.
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Figure 9: The overall performance of language style (objective vs. literary) outlines controllable generation. We
multiply the OTE metric by 10 for readability, denoted as OTE x 10. Our TKPO method is superior to the other
baselines on both literary and objective datasets.

Method ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 WN HN
Qwen2.5-3B Top-K Sampling  48.18 24.48 35.68 27.85 65.88 68.79
Qwen2.5-3B w/o TKPO 46.62 22.58 33.57 2591 65.13 67.40
Qwen2.5-3B w/ TKPO 48.83 25.43 36.78 27.05 66.78 71.49
Qwen2.5-0.5B w/ TKPO 40.59 19.69 28.59 21.44 55.70 58.60
Qwen2.5-7B w/ TKPO 49.92 26.05 37.29 28.17 66.20 71.56
LLaMA3.1-8B w/o TKPO 45.59 22.53 31.99 23.04 63.35 66.11
LLaMA3.1-8B w TKPO 47.61 22.79 34.20 26.62 66.90 68.14

Table 5: Ablation studies on the level-of-detail dataset: (1) with (w/) and without (w/0) TKPO loss; (2) different
LLM sizes and base models; (3) Top-K sampling vs. multinomial sampling in Eq. 6.

T K ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 WN HN

5 47.41 25.16 35.50 27.67  66.51 69.17
20 46.35 21.76 34.04 2429 6540 66.51
0.10 50 48.92 23.98 36.31 2756  69.40 70.16
100 48.42 23.08 34.53 2774  69.85 68.50
500 46.53 21.98 33.66 25.09  65.82 69.37
5 47.92 24.11 35.54 2724  62.84 66.61
20 4891 24.55 35.27 2724  65.80 64.64
0.15 50 50.08 27.20 38.59 2838  68.92 7254
100 48.54 25.08 36.29 2622 63.09 67.54
500 47.65 24.24 36.04 26.89  63.72 67.21
5 48.80 25.05 37.15 2832  68.73 68.74
20 49.05 24.60 36.81 2879 6747 69.24
0.20 50 48.84 25.43 36.78 27.05 65.44 69.84
100 46.69 23.76 34.58 2339  61.18 66.45
500 47.10 22.97 34.27 26.15 66.01 66.88

Table 6: Performance of TKDO across various 7 and K settings on the level-of-detail dataset.
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T K ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 OTE-L OTE-O
5 43.95 22.25 34.98 30.88 3.87 1.91
20 44.71 21.96 35.47 32.08 3.68 1.98
0.10 50 43.99 21.89 34.55 30.67 3.66 1.85
100 43.13 21.24 33.82 30.37 3.98 1.77
500 43.11 21.20 33.63 29.71 3.82 1.86
5 43.39 21.08 33.85 30.31 3.67 1.99
20 44.14 21.65 34.17 30.68 3.61 1.81
0.15 50 43.69 21.56 34.87 30.79 3.88 1.83
100 43.01 21.59 34.57 30.72 4.13 1.90
500 43.40 21.12 34.21 29.68 4.07 1.75
5 43.42 21.74 34.45 30.78 3.83 2.01
10 43.16 22.17 34.10 29.75 3.98 1.92
0.20 50 43.02 21.37 34.44 30.44 3.57 1.82
100 42.51 20.61 32.78 28.67 4.12 1.90
500 42.04 19.82 32.67 27.44 4.18 1.92

Table 7: Performance of TKDO across various 7 and K settings on the language style dataset.

Dataset A ROUGE-1 ROUGE-2 ROUGE-L BLEU-4 WN HN OTE-O OTE-L
0.1 48.10 25.06 35.82 2540 65.19 71.31 - -
s 0.5 48.83 25.43 36.78 27.05 66.78 71.49 - -
© 1.0 47.48 23.17 34.85 26.60 62.99 66.50 - -
o 01 43.67 21.56 34.04 29.81 - - 1.75 4.11
C 05 4236 20.61 32.75 29.73 - - 1.88 3.94
— 1.0 41.56 20.48 32.83 29.37 - - 1.90  4.03

Table 8: Performance of TKPO across various A in Eq. 7. C20 and LO? denote the level-of-detail dataset and

language style dataset, respectively.
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Figure 10: The TKPO loss curve across various val-
ues of 7 on the language style dataset. The loss consis-
tently decreases during training. With a larger 7 (e.g.,
7 = 0.2), L1k po obtains a smaller value in training
the models, indicating a more pronounced discrimina-
tion in the generation probability between accepted to-

ken and rejected tokens.
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Figure 11: Probability difference between the accepted
token and the rejected tokens on language style dataset,

ie, p(y:|x) —

ber of sampling rejected tokens.
modeled by our TKPO increases during training, in-
dicating the validity of token-level preference compar-

isons.
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H Dataset Example

H.1 Level-of-Detail Dataset Example

Article Concise | Moderate| Comprehensive
Outline | Outline | Outline
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Table 9: Outline level-of-detail controllable generation, Example A.
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Article Concise Moderate Out- | Comprehensive Outline
Outline line

Central Park in New York: The Astonishing Secret of American Urban Planning Outlines Outlines Central Park in New

Only those who have been to New York might know the secret of American urban planning, | 1. History | History and | York: The Astonishing

and it all starts with Central Park in New York. and Back- | Background of | Secret of American

On one side, there are towering skyscrapers; on the other, the autumnal Central Park. Half | ground of | Central Park in Urban Planning

nature, half urban; half scenery, half bustling city. The very existence of Central Park in New | Central New York 1. The Miracle of Central

York is seen by many as a miracle. On such a small, valuable island, there is such a large | Park in | - The Birth of | Park

park. New York | Central Park in 1.1 Contrast Between

However, for New Yorkers, this is not contradictory at all. Over a hundred years ago, the | 2. Design | New York Skyscrapers and the Park

land where Central Park now stands was just a wasteland and a few impoverished villages. | and Plan- | - Designers | 1.2 Historical Back-

It was the emergence of this vast green space that increased the value of the land. Today, the | ning Con- | and  Design | ground of the Park

area around Central Park is filled with luxury residences worth billions of dollars, attracting | cepts Concepts 1.3 Impact of the Park on

top-tier wealthy individuals from around the world. No official would be foolish enoughto | 3. Func- | - Construction | Land Value

propose using the park’s land for commercial development; such an idea would likely be met | tional and Develop- | II. Design and Concepts

with outrage from millions of people. Zoning ment of the | of Central Park

One notable feature of Central Park is its size (843 acres, approximately 341 hectares). This | and Road | Park 2.1 Designers and Design

size is significant not just in absolute terms but also in relation to the entire city. System Design  Fea- | Process

Over its more than 100-year history, Central Park has profoundly influenced the relationships | 4. Nat- | tures of Central | 2.1.1 Frederick Law Olm-

between people, social classes, and the city itself, even shaping the character of New Yorkers | ural Land- | Park in New | sted and Calvert Vaux

and helping New York grow into one of the world’s top cities. scape and | York 2.1.2 Design Compe-

Designed by landscape architects Frederick Law Olmsted and Calvert Vaux, the park was | Layout - Rich Func- | tition and Selection of

completed in 1873 after 15 years of construction. S. Im- | tional Zoning Proposals

In 1858, a design competition for Central Park was held, and the proposal by Olmsted and | pact and | - Advanced | 2.2 Design Concepts

Vaux was selected from 35 submissions as the implementation plan for the park. Preserva- Road System 2.2.1 Service to Human-

At that time, the land for Central Park and its surrounding areas were undeveloped outskirts tion of | - Natural Land- | ities, Religion, Art, and

of New York City. The designers anticipated that one day the area around the park would | Central scape Layout Academia

develop, making it the only place where residents could see natural scenery. Park Impact of | 2.2.2 Creation of Natural

Frederick Olmsted, the master landscape designer of Central Park, stated his design philos- | 6. Future | Central Parkin | Scenery

ophy: for a city to hold a place among the world’s great cities, it must focus on the higher | Reimagin- | New York III. Functions and Layout

achievements of human labor, not just on profit-making industries. He said, A city should | ing - Impact on Ur- | of Central Park

have numerous libraries, churches, clubs, and hotels,” serving not only commercial purposes
but also “humanities, religion, art, and academia.”

He also said, ”Even if the buildings around the park were twice as tall as the Great Wall of
China, his design would ensure that these buildings would not be visible from within the
park.” His design included mountains and water, creating a rural landscape.

By the time Olmsted passed away in 1903, New York’s population had reached four million,
and skyscrapers were already towering, far surpassing the height of the Great Wall.

The three key elements of Central Park’s design are: 1. Rich functional zoning; 2. Advanced
road system; 3. Natural landscape layout.

As a super-large park, it naturally had to accommodate various needs to satisfy different
groups of people, forming functional zones based on human activities, which was unprece-
dented at the time.

The urban road system and landscape road system of Central Park are also noteworthy. Due
to the park’s vast size, it is traversed by four east-west traffic lines, forming an independent
traffic system from the park.

These four roads seamlessly connect with the city’s traffic system, making it an excellent
example of integrating landscape design with urban planning.

The internal landscape road system of the park is also ingeniously designed. The park fea-
tures a 9.6 km long circular drive and a dense network of secondary and tertiary roads, de-
signed to evenly disperse visitors, allowing them to quickly reach their desired locations
upon entering the park.

Olmsted favored the “pastoral” landscape style of England, and Central Park differs signif-
icantly from classical gardens by minimizing axial lines and largely preserving the original
topography. This "unconscious” landscape, though man-made, appears natural and respects
the original site.

The park is roughly divided into three parts: the southern section, the central reservoir, and
the northern section.

Central Park in New York truly lives up to its name as the city’s green lung.

This vast green space lies like an oasis in the heart of Manhattan, clearly visible even from
satellite images. It covers a total area of 340 hectares, spanning 150 city blocks.

For 160 years, Central Park has been strictly protected by law, with its basic structure un-
changed. The most significant changes are the trees growing into towering giants and the
evolving groups of visitors over seven or eight generations, each with distinct characteristics.
Years later, LA + ICONOCLAST inspired 382 designers from 30 countries to reimagine New
York’s Central Park. A total of 193 submissions were received, competing for a $ 20,000
prize and a special issue of LA+.

ban Planning

- Impact on the
Lives of New
York Citizens
Preservation
and Future of
Central Park in
New York

- Legal Protec-
tion and Basic
Structure

- Future
Reimagining
and  Design
Competitions

3.1 Functional Zoning
3.2 Road System

3.2.1 Urban Road System
3.2.2 Landscape Road
System

3.3 Natural Landscape
Layout

3.3.1 English “Pastoral”
Landscape

3.3.2  Preservation of
Original Topography

IV. Current Status and Fu-
ture of Central Park

4.1 Basic Structure and
Legal Protection of the
Park

4.2 Evolution of the Park
and Changes in Visitors
4.3 Future Reimagining
4.3.1 Inspiration from LA
+ ICONOCLAST

4.3.2 Design Competition
and Submissions
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Outline line

The passing of Akira Toriyama marks perhaps the first time we’ve experienced the | Outlines Table of Con- | Akira Toriyama’s Passing:

loss of a manga artist who grew alongside all of us. 1. The | tents The Manga Master Who

Osamu Tezuka passed away in 1989, and Fujiko F. Fujio died in 1996, both before | Passin The Influence | Accompanied Our Growth

the Internet era. After that, seasons change, one flower falls and another blooms of Akira and Status of | I Introduction

and manga artists have lived on, though occasionally we hear of tragic news like | Toriyama Akira Toriyama 1. The Influence of Akira

Kentaro Miura’s untimely death or Hiromu Arakawa’s tragic passing, but generally, | 2. = The | - The Passing | Toriyama

these were distant events to the public. But Toriyama is dif%erent. His Dr: Slumpand | Originsof | and Impact of | 2. The Passing of a Manga

Dragon Ball are the most influential manga worldwide. He was the most important | Japanese Akira Toriyama Master

creator in the evolution of manga as a medium after Tezuka, a true master of his | Manga - The Era of Os- | II. The Era of the Manga Mas-

generation. 3. The | amuTezukaand | ter

The creative lineage of Japanese manga originates with Osamu Tezuka. Tezuka was | Bottle- Fujiko F. Fujio 1. The Influence of Osamu

influenced by Disney, having watched Bambi 120 times in theaters, committing | necks in | - Akira | Tezuka

every storyboard to memory. From that point on, Japanese manga developed its | Manga Toriyama’s 1.1 The Passing of Osamu

own cinematic language. Creation Works and | Tezuka

Over the next three decades, manga artists explored a wider range of themes, de- | 4. Akira | Contributions 1.2 The Relationship Between

veloped diverse artistic styles, and became increasingly bold and skilled with their | Toriyama’s | The Evolution | Osamu Tezuka and Disney

use of cinematic techniques. But there was always a limitation: the images were | Break- of Japanese | 2. The Passing of Fujiko F. Fu-

static, lacking dynamism. Take, for example, two of Toriyama’s contemporaries— | through Manga jio

Masami Kurumada and Tetsuo Hara—during battle scenes, characters were often 5. The | - Osamu 3. Manga Artists Before and

frozen in dramatic poses, while in the next panel, the opponent would show signs | Suc- Tezuka’s After the Internet

of injury. cess of | Cinematic Tech- | 3.1 The Passing of Kentaro

Toriyama unintentionally changed all of this. Dragon niques Miura

In 1984, his Dr. Slump became a nationwide hit in Japan. Living in rural Aichi | Ball - The Diversifi- | 3.2 The Suicide of Hinako

Prefecture, Toriyama, who enjoyed keeping pets and assembling model kits, didn’t 6. Akira cation of Manga | Ashihara

seem to value this success very much. In 1983, his income tax was ¥96.98 mil- | Toriyama’s | Themes and Art | III. Akira Toriyama’s Creative

lion (not the exaggerated ¥600 million version often found online), equivalent to | Legacy Styles Journey

about ¥800,000 at the time, placing him 11th among Japanese celebrities—he had | 7. Con- | - The Bottleneck 1. The Success of Dr. Slump

certainly earned enough! Still, he just wanted to stop the lucrative serialization. | clusion of Dynamic Im- | 1.1 The Influence of Dr: Slum,

Though humble, he was a product of the Showa era, where hard work and obedi- agery 1.2 Akira Toriyama’s Lifestyle

ence to requests were ingrained. At the request of his editor, he began his new Akira 2. The Birth of Dragon Ball

serialization Dragon Ball. Toriyama’s 2.1 The Initial Struggles of

Today, Dragon Ball is widely recognized as the most successful and profitable Innovation and | Dragon Ball Serialization

manga in Japanese history. However, when it first began serialization, its popular- Success 2.2 The Collaboration Be-

ity was initially sluggish, ranking outside the top ten in the Shonen Jump magazine, - The Success of | tween Akira Toriyama and

where it was published. Shonen Jump is the most successful and competitive manga Dr. Slump Editor Kazuhiko Torishima

magazine in Japan, with reader surveys determining rankings. Any series that falls - The Begin- | 2.3 Inspiration from Jackie

behind, no matter how famous the author, risks being canceled. nings and | Chan Movies

Toriyama’s editor, Yoshihiro Torishima, recalled that during this time, he spoke Challenges of | IV. The Success and Impact of

with Toriyama on the phone every day to discuss how to improve the series. One Dragon Ball Dragon Ball

day, they had a casual conversation: Toriyama mentioned that when drawing, he - The Influ- | 1. The Visual Innovations of

always had the TV on, watching videos, and when he heard something interesting, ence of Jackie | Dragon Ball

he’d rewind and watch it again. Torishima asked, ”What have you been watching Chan’s Kung Fu 1.1 The Creation of Dynamic

recently?” Toriyama replied, ”Jackie Chan. I’ve watched it dozens of times.” From on Dragon Ball Image

this conversation, Toriyama and Torishima came up with a new approach: instead of
sticking to the traditional static poses and shouting overly dramatic attack names,
they decided to incorporate Jackie Chan-style kung fu, making the action more
fluid.

It sounds simple, but Toriyama’s genius is responsible for his ability to depict this
smooth, punchy, dynamic action with both seriousness and humor.

What followed is history. Dragon Ball quickly regained its top position in the
Shonen Jump rankings, and Toriyama continued working on the series until, af-
ter many years of effort, he successfully persuaded the editorial team to end the
serialization. Afterward, he retired in success, ceasing long-form serialization, and
rleturned to his rural life, reportedly taking care of many cats, dogs, birds, and tur-
tles.

Of course, the success of such a landmark manga wasn’t solely due to the innova-
tion in its visuals. Dragon Ball remains a masterpiece that, even 30 years later, is
still considered nearly perfect. There is so much to praise, such as Toriyama’s seam-
less storytelling that never drags—an uncommon quality in commercial serialized
works; his exceptional skill in drawing machinery and animals, with many details
that are both impressive and ingenious; and the pure, innocent characters he created.
The more a person reads, the more they understand just how rare these characters
with a childlike heart are. Even Toriyama’s dynamic style, though widely imitated,
has yet to be surpassed by any other work. To say his skills have been lost would
not be an exaggeration.

In 2019, during the 50th anniversary of Shonen Jump, Toriyama participated in a
rare conversation with Takehiko Inoue. When asked what expectations he had for
today’s manga artists, Toriyama replied, “The manga artists today draw so well.
thatll want to see is something that makes people laugh and think, *This person is
a fool.””

Readers familiar with Toriyama know that he is indeed that kind of fool.

But only such a fool can become a once-in-a-lifetime genius.

- The Success
and Impact of
Dragon Ball
Akira
Toriyama’s
Personal  Life
and  Creative
Philosophy
- Akira
Toriyama’s
Lifestyle

- The Unique
Charm of
Dragon Ball

- Akira
Toriyama’s
Expectations
for Manga
Artists

Foolish Spirit

Ty
1.2 The Application of Jackie
Chan-style Kung Fu

2. The Commercial Success of
Dragon Ball

2.1 Returning to the Top of
Shonen Jump

2.2 The End of Serialization
and Akira Toriyama’s Retire-

ment

3. The Artistic Achievements
of Dragon Ball

3.1 Smooth Storytelling

3.2 Detailed Mechanical and
Animal Drawings

3.3 Innocent and Simple Char-
acters

V. The Legacy and Influence of
Akira Toriyama

1. The Inheritance and Loss of
Dynamic Imagery

2. Akira Tortyama’s Expecta-
tions for Future Manga Artists
2.1 The 2019 ”Shonen Jump”
50th Anniversary Interview
2.2 Akira Toriyama’s Expecta-
tions for Manga Creation

VI. Conclusion

1. Akira Toriyama’s Genius
and Foolish Spirit

2. The Eternal Influence of
Akira Toriyama
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The Society of the Spectacle | The "Visualized” Social Landscape

(1) From Commodity Critique to Spectacle Critique

In The Society of the Spectacle, Guy Debord discusses the concept of spectacle from various perspectives. Originally, spectacle referred
to a visible, objective scene or landscape, something displayed for viewing, but it also implies a subjective, conscious performance or
show. Debord uses this to describe the new features of contemporary capitalist society, arguing that the dominant essence of modern
society manifests as a visualized spectacle. People, captivated by the spectacle, lose their desire and demand for an authentic life, while
capitalists manipulate the entire social life by controlling the production and transformation of spectacles.

Debord follows Marx’s theoretical trajectory in defining his own theoretical premises: contemporary advanced industrial society has
become a society of accumulated spectacles. Debord rewrites Marx’s commodity phenomenology, transforming the alienation of com-
modities into the alienation of the spectacle. He divides capitalist society into two stages: the commodity society, characterized by
possession, and the spectacle society, characterized by display. Their difference lies in the mediation of capital accumulation: in the past,
capital controlled society by manipulating physical goods, while today, capital controls life through the manipulation of spectacles.

For Debord, the spectacle is an illusion constructed by sensory visibility, supported by representations, and manifested in various images.
Crucially, the presence of the spectacle obscures society’s authentic existence. Later, Baudrillard coined the term “simulacrum” based on
this idea, which, in an ontological sense, represents a fundamental substitution, being more “real” than reality itself.

In Debord’s view, the emergence of the spectacle does not imply that the world has been reduced to an image or a visual tableau. “The
spectacle should not be understood as a visual deception created by mass media technologies,” Debord insists, emphasizing that “the
spectacle is not the accumulation of images but a social relationship between people mediated by images.” In today’s capitalist society,
the decisive structure of material production has shifted to a spectacle-driven production system, dominated by visual images.

(2) The Visual Communication of Modern Social Domination

Debord argues that the essence of the spectacle is to reject dialogue. The spectacle represents a deeper, invisible form of control, dissolving
the subject’s ability to resist and negate. In the fascination with the spectacle, individuals are compelled to accept a one-dimensional view
of life. Thus, it becomes the essence of ideology.

First, the spectacle has become the goal of contemporary capitalist production, or what Debord calls “’the unreal core of real society.”
In simpler terms, the spectacle has become the dominant mode of life for today’s people. Compared to the past, when people pursued
material goals like food, clothing, shelter, and transportation, today’s people have undergone a revolutionary shift in their life goals and
modes. Now, what we seek is a dazzling spectacle. This is most evident in the modern insatiable appetite for news, advertising, and
entertainment, all of which are inherently inauthentic.

Human existence is no longer defined by real needs but is instead shaped by the spectacle’s performative goals and alienated desires. The
foundation of modern industrial society is no longer the authentic relationship between material production and consumption, but the
spectacle itself—governed by visual images that dominate the economic order. Hence, the true goals—both social-historical progress and
human needs—have long since disappeared, leaving the spectacle as the only reality, the sole objective.

Second, the ideological function of the spectacle is crucial. Debord argues that the very existence and pervasive arrangement of spectacles
confirm the legitimacy of the contemporary capitalist system. People, through their passive acceptance of the spectacle, unwittingly affirm
the dominance of the existing order. Thus, the spectacle becomes the “permanent presence” of capitalism’ s legitimacy. This assertion
addresses the ideological function of the spectacle, which operates in three key ways.

1. The spectacle anchors people to the “choices already made” by capitalists in production and consumption. In other words, today, in
every detail of life, people are unconsciously led to face a world of desired objects that have already been adorned by advertising. Under
the rule of advertising, we are powerless and have no escape. By purchasing into the spectacle and unconsciously submitting to its lifestyle,
we directly affirm the existing system.

2. The spectacle, as presented through media scrutiny, is inherently a complicity in the legitimacy of the current system. The spectacle is,
of course, a form of covert ideology. Whether through advertising or other visual forms, the spectacle subtly manipulates people’s desires.
By chasing commodities, we affirm the capitalist market system, or under the allure of image culture, we mistake the bourgeois lifestyle
for authentic existence, voluntarily becoming slaves to it.

3. The spectacle also controls most of the time outside of productive labor, which Debord identifies as a new form of capitalist domination.
The spectacle targets leisure time, the time when people are away from work. The unconscious psychological and cultural control exerted
by the spectacle and its construction of false consumption happens subtly during non-working hours. As such, capitalism’s domination
has expanded both spatially and temporally. And it is precisely because the spectacle can drive inverted desires during all leisure time
that material production becomes increasingly disconnected from real human needs, instead directly serving the surplus value of capital.
(3) The Forms of Spectacle Domination

Regarding the forms of spectacle domination, Debord distinguishes between two primary forms: concentrated spectacle and diffuse spec-
tacle. "The concentrated spectacle is fundamentally linked to bureaucratic capitalism.” This is a theoretical position. As a technique, the
concentrated spectacle may be introduced by underdeveloped societies attempting to strengthen state power or may emerge in developed
capitalist countries during specific crises. Essentially, the concentrated spectacle is a tool of bureaucratic political dictatorship. For ex-
ample, Nazi fascism is a typical example of concentrated spectacle. The diffuse spectacle, in contrast, represents the general form of the
spectacle and is seen by Debord as the societal control form and ideology of contemporary capitalism.

In 1988, in his Comments on the Society of the Spectacle, Debord introduced a new form of spectacle, the integrated spectacle. Unlike
past tyrannies, the integrated spectacle presents itself as a form of sweet ideological control. Over the course of more than two decades,
the spectacle society has not weakened; rather, by rationally integrating the first two forms, a “third form” of the spectacle has emerged.
Based on the general victory of this form, it increasingly demonstrates its strength and diffusion. This is the integrated spectacle, which
has now imposed itself globally. Debord emphasizes its omnipresence in contemporary society. The spectacle has “penetrated all of
reality,” and the globalization of capitalism is synonymous with the globalization of the spectacle.

Simultaneously, Debord identifies five key features of the integrated spectacle: “the continuous renewal of science and technology; the
integration of the state and economy; the universalization of secrecy; irrefutable lies; and perpetual presence.” These five features reveal
how the integrated spectacle combines the hidden nature of the diffuse spectacle with the control power of the concentrated spectacle,
making it increasingly persuasive and turning it into “the apex of ideology,” pushing the spectacle to become the legitimized social reality.
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Today, let us meet in the afterglow of the sunset over the Seine River. Outlines: Outlines:

The opening ceremony of the 2024 Paris Olympics will take place on the Seine River at 7:30 PM local time on October 26th and 1:30 AM 1. Over Overview of the

on October 27th Beijing time. This will be the first time in the history of the Summer Olympics that the opening ceremony is held outside 10, 000 Opening  Cere-

a stadium, echoing the Paris described by writer Ernest Hemingway as ”a moving feast.” At the same time, it will be a vivid manifestation Athletes in mony

of the slogan ”Olympics for All.” the Parade - Opening Cer-

So, what can we expect to see in this unprecedented Olympic opening ceremony? 2. Celine emony on the

Over 10,000 Athletes in the Parade Dion Likely Seine River

For the opening ceremony of the Paris Olympics, athletes will parade along the radiant Seine River, offering spectators a spectacular to Perform - Historic First

visual feast through the heart of Paris. The procession, following the course of the Seine, will weave through the city’ s historical sites 3. Who Will Opening  Cere-

and architectural wonders. The Seine, the lifeblood of Paris, will serve as the stage for athletes to slowly cruise by, with the banks of the Light the mony Outside a

river as the seating for spectators, creating a stunning contrast with the ancient cityscape and iconic landmarks. Bathed in the golden light Olympic Stadium

of the sunset, it will paint a magnificent picture. Flame? - Implementing

The parade will travel six kilometers along the Seine River, from the Austerlitz Bridge near the Jardin des Plantes, passing numerous
historic bridges and landmarks such as Notre-Dame Cathedral, the Louvre, and Olympic venues like the Hétel des Invalides and the
Grand Palais. The procession will end at the Trocadéro Plaza, directly opposite the Eiffel Tower, where the official ceremony will
continue, including the lighting of the Olympic cauldron and the official declaration of the opening of the 2024 Paris Olympics.
Approximately 100 boats will be used, carrying about 10,500 athletes from 206 National Olympic Committees (NOCs). Larger NOCs will
have their own boats, while smaller NOCs will share boats. This outdoor concept will make the 2024 Paris Olympics opening ceremony
the largest in terms of both audience scale and geographical coverage.

The Paris organizing committee has stated that around 600,000 people are expected to witness the opening ceremony in person. In
addition to the 104,000 paid tickets for the downstream quays, there will be 222,000 free tickets available for spectators along the upstream
riverbanks. For the first time in history, most viewers will be able to watch the opening ceremony without paying for tickets, marking
another historic milestone for the 2024 Paris Olympics.

Moreover, 80 giant screens have been set up across Paris, allowing those without tickets to watch the opening ceremony on large screens.
Globally, it is expected that 1.5 billion people will tune in to watch the ceremony via television broadcasts.

Celine Dion Likely to Perform

What can we expect in the cultural performances during the opening ceremony? Although most of the performance details are still
confidential, we can anticipate a grand show that combines both classical and modern elements.

The artistic director for the opening and closing ceremonies of the 2024 Paris Olympics and Paralympics is French theater director and
actor Thomas Jolly. In a media interview in January, Jolly expressed his desire to blend all elements of French culture, from opera to rap,
to showcase the country’s cultural diversity. “The opening ceremony will present a more authentic Paris to the audience. Paris is a city
that never stops reinventing itself, and the fusion of diversity is our goal, as well as the goal of the Olympics,” he said.

It is reported that up to 400 dancers will participate in the performance, with a total of 3,000 performers in the opening and closing
ceremonies. “The opening ceremony will make full use of every historical site along the banks of the Seine River. Each stretch of the
riverbank, each bridge will be filled with music, dance, and performances,” said Maud Le Pladec, the dance director and choreographer
of the opening ceremony. ”We are not only talking about dance; it will also incorporate rich visual imagery, music, and sports, presenting
an audiovisual feast for the audience.”

As the opening ceremony draws closer, the list of performing artists has begun to emerge. According to foreign media, Celine Dion,
known to Chinese audiences for her song "My Heart Will Go On,” is expected to perform Edith Piaf’s ”La Vie en Rose” during the
ceremony. This will be her first public appearance since she announced in 2022 that she had been diagnosed with Stiff-Person Syndrome.
This will not be Celine Dion’s first Olympic performance. In the 1996 Atlanta Olympics opening ceremony, she performed the iconic
song “The Power of the Dream,” marking the beginning of the Olympic Games for audiences worldwide.

In addition to Dion, French pop singer Aya Nakamura, accompanied by the French Republican Guard, will sing classic songs by French
music legend Charles Aznavour. American pop star Lady Gaga is also expected to take the stage at the Olympics.

‘Who Will Light the Olympic Flame?

One of the most anticipated aspects of the opening ceremony is, of course, how and by whom the Olympic cauldron will be lit. This
remains one of the best-kept secrets of the Paris Olympics opening ceremony.

In an interview, Paris 2024 Organizing Committee President Tony Estanguet revealed that even the chosen person to light the Olympic
cauldron might not yet know they have been selected. It is reported that fewer than ten people are aware of the identity of the final
torchbearer.

Currently, French football legend Zinedine Zidane is considered the most likely candidate. He was previously thought to be the person
who would receive the Olympic torch in Marseille, as it traveled from Greece by boat, but he did not participate in that event. This has
led to speculation that he might have an even more significant task ahead.

Michel Platini, a famous French footballer, believes that the person chosen to light the Olympic flame should be a well-known figure
globally, someone who embodies the spirit of the entire country. Zidane, as one of France’s greatest footballers, led the French national
team to their first World Cup victory in 1998 and is a hero in the hearts of the French people. As a star from the working-class neighborhood
of Marseille, Zidane brought glory to French football. Though not without flaws, his multicultural background resonates strongly with
the core message of the Paris Olympics.

Other popular candidates include triple Olympic gold medalist Marie-José Pérec, renowned actor Omar Sy, and astronaut Thomas Pesquet.
As always, the Paris 2024 Organizing Committee is known for creating surprises. Will they unveil an unexpected torchbearer? Let’ s
wait and see!
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H.3 Case Studies

Table 17 to 20 illustrate the multi-style outlines (concise vs. moderate vs. comprehensive and objective

vs. literary) generated by Qwen2.5-3B with TKPO.
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Yu Chunjiao once thought that Zhang Zhiming had finally grown up.

She told her best friend that they had started saving money together to buy a house. But when she turned to go home, Chunjiao saw Zhiming come back
witha “thumb” that, in her opinion, was completely useless, priced at 95,000 yuan.

”Do you know that every man needs to buy a Dali?”

Zhang Zhiming was still the same immature guy in his thirties. But he somehow managed to turn the useless into something with purpose, and oddly
enough, it was somehow quite amusing.

In the movie, the apartment where Chunjiao and Zhiming live mostly displays the collection of director Peng Haoxiang, and this Dali sculpture, *The
Angel’s Fantasy*, is likely one of them.

For people like Zhang Zhiming and Peng Haoxiang, who refuse to be bored and manage to turn dullness into something extraordinary, Dali’s works are
undoubtedly the most attractive “high-class toys.”

I. The World’ s Greatest Self-Marketing Artist, Without a Doubt

You could say Dali was a narcissist, since he claimed to have realized his genius in his mother’s arms. But you have to admit, he was indeed telling the
truth.

If genius and madness are only a step apart, Dali was the perfect embodiment of this.

Though many artists have their own quirks, none of them were as wholly eccentric as Dali was, inside and out. He had an innate sense of mischievous
humor, constantly challenging and expanding people’s understanding of absurdist art.

Later, this absurdity even became intentional. Dali not only brought bizarre dreams onto his canvases, using art to express the truth that one must go mad
to be truly mad, but he also treated himself as an “art project,” successfully bringing surrealism into mainstream life.

When it comes to crafting a personal brand, Dali was the first. He was great at putting on a show that captivated attention: his upward-pointing mustache,
eccentric outfits, outspoken opinions, and absurd behavior—all consistently carried a surreal meaning.

At just 30 years old, Dali was already on the cover of *Time* magazine. He even published his own magazine, *Dali News*, making him a pioneer of
early self-media, and certainly one of the most viral figures of his time.

Dali’s ability to market himself was likely the envy of advertising professionals worldwide, and would probably make today’s self-media influencers feel
inadequate.

From head to toe, from his art to his attire, Salvador Dali was far more than just a genius painter—he was a brand with a fascinating and complete story.
1I. The Cross-Disciplinary Artist Who’ s 10,000 Times More Popular Than KAWS is the True Icon of the Trendy

No contemporary artist has ever expressed themselves so indulgently as Dali did.

He mimicked Velazquez by sporting a small mustache, and he consistently played around with it. He wore a deep-sea diving suit while giving a lecture
in London, nearly suffocating during the talk. He sold a single hair from his mustache to Yoko Ono for $10,000. Andy Warhol gave him a portrait of
Marilyn Monroe, and Dali laid it on the ground to urinate on it...

Concise Moderate & Objective Comprehensive Literatry
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Article

Recommended Drama: The Case Files of Young Kindaichi "Whoever kills someone can gain redemption. I haven’t seen a single one yet.”

Today, I recommend an anime, The Case Files of Young Kindaichi, based on a Japanese mystery manga. The protagonist, Kindaichi, is often considered
one of the most clueless high school students in all of Japan. He sleeps in class, always copies his childhood friend Miyuki’ s homework, and relies on her
to shoulder all his burdens. However, young Kindaichi has inherited an exceptional gene from his grandfather —an 1Q of 180. Faced with baffling and
life-threatening murder cases, he can detect even the slightest clue, unravel key mysteries, and decipher the ever-evolving, ingenious methods of murder.
Each episode in this series represents a standalone case, so viewers won’ t feel lost if they skip one. Most cases involve murders, often serial killings, set
against eerie, suspenseful backdrops, creating a chilling atmosphere for the cases.

One classic episode is The New Murder Case at the Opera House. The case takes place on Shizuoka Prefecture’ s Kage Island, where a string of shocking
murders occurred years ago. The old opera house was torn down, and a new theater was built on the same site. To celebrate the theater’ s grand opening,
the “Fantasy Troupe” planned a commemorative performance and chose to rehearse the play The Phantom of the Opera on the island. Kindaichi, Miyuki,
and Inspector Kenmochi are invited by the island’ s owner, Mr. Kurozawa, to watch the troupe’ s rehearsal. However, when they arrive on the island,
the yacht that was supposed to transport them back to the mainland breaks down, trapping them on the island, turning it into a natural locked room. At
that point, a murderer, claiming to be a ”ghost,” begins to kill the troupe members one by one, following the plot of The Phantom of the Opera.

The seed of this case was planted years earlier with the tragic death of a singer named Miga, who committed suicide by hanging. For the troupe, her name
is like a curse. The Phantom of the Opera itself is a haunting, tragic story. The opera’s “phantom” possesses divine musical talent but is grotesquely
disfigured. He deeply loves a beautiful opera singer but, unable to win her affection, turns to hatred and cruelty, committing terrible crimes out of
love-turned-jealousy. This new case eerily mirrors that story. Miga, a talented and beautiful singer, became the target of envy. She was drugged with a
hallucinogen, behaved erratically on stage, and was assaulted by the theater’ s manager, who even filmed the attack. Under the influence of the drug,
Miga believed her lover had betrayed her and ended her life on stage. After her death, her lover meticulously planned a revenge scheme, killing everyone
who had wronged her. What began as love turned to hate, and hatred led to tragic actions.

The opera house stage suddenly erupts into a terrifying scene when a huge chandelier crashes down onto the actress Hitomi Shiori, much like a scene
from the opera itself. This mirrors Miga’ s curse before her death: the phantom of the opera house. Each story in SPRING FESTIVAL contains a core
of tragedy, and behind each investigation lies a complex web of love, hate, and endless revenge. After the terror subsides, deeper emotions and insights
emerge, giving us much to reflect on. If you enjoy mystery and detective stories, this classic anime might offer some unexpected discoveries.
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1. **Conclusion**
- The Appeal of The Case Files of Young Kindaichi
- The Fusion of Mystery and Human Nature Exploration

- **Target Audience**: Fans of mystery
and detective stories.
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