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Abstract

Recent advances in large language models
(LLMs) and vision-language models (LVLMs)
have shown promise across many tasks, yet
their scientific reasoning capabilities remain
untested, particularly in multimodal settings.
We present MMSciBench, a benchmark for
evaluating mathematical and physical reason-
ing through text-only and text-image formats,
with human-annotated difficulty levels, solu-
tions with detailed explanations, and taxonomic
mappings. Evaluation of state-of-the-art mod-
els reveals significant limitations, with even the
best model achieving only 63.77% accuracy
and particularly struggling with visual reason-
ing tasks. Our analysis exposes critical gaps in
complex reasoning and visual-textual integra-
tion, establishing MMSciBench as a rigorous
standard for measuring progress in multimodal
scientific understanding. The code for MM-
SciBench is open-sourced at GitHub!, and the
dataset is available at Hugging Face?.

1 Introduction

Scientific reasoning represents a crucial test of
artificial intelligence (AI) systems’ ability to un-
derstand and apply complex concepts, making it
essential for developing truly intelligent models
(Evans et al., 2023; Liang et al., 2024; Zhang et al.,
2023b; Truhn et al., 2023; Ma et al., 2024; Sprueill
et al., 2023).Recent advancements in LLMs like
GPTs (Brown et al., 2020; Achiam et al., 2023) and
Llama (Dubey et al., 2024) have significantly trans-
formed the field of natural language processing
(NLP). Despite these advances, scientific reason-
ing remains challenging for these models, facing
several key limitations: (/) Lack of multimodal
evaluation: While LVLMs have emerged as power-
ful models capable of processing both images and
*Corresponding Authors.
1https://github.com/><inwuye/MMSciBench—<:ode

2https://huggingface.co/datasets/Xinque/
MMSciBench

text, existing scientific benchmarks are predomi-
nantly text-only, preventing comprehensive assess-
ment of visual-textual reasoning abilities. (2) Lim-
ited domain coverage: Current scientific datasets
either focus too narrowly on individual subjects
or too broadly across scientific areas, failing to
systematically evaluate understanding of key con-
cepts within specific disciplines. (3) Insufficient
assessment granularity: Existing benchmarks lack
human-annotated difficulty levels and structured
taxonomies of scientific concepts, making it chal-
lenging to evaluate models’ performance across
different complexity levels and specific knowledge
domains. These limitations create an urgent need
for a benchmark that can effectively evaluate both
LLMs’ and LVLMs’ scientific reasoning abilities
while addressing these challenges.

To address these challenges, we introduce MM-
SciBench, a benchmark focused on mathematics
and physics that evaluates scientific reasoning capa-
bilities. Our benchmark makes three key contribu-
tions: (1) A comprehensive evaluation framework
that combines multiple-choice questions (MCQs)
and open-ended Q&A problems, designed to test
diverse reasoning skills across mathematical and
physical domains. (2) A novel multimodal assess-
ment approach incorporating both text-only and
text-image formats, enabling direct comparison of
models’ unimodal versus multimodal reasoning ca-
pabilities. (3) A hierarchical taxonomy of scientific
concepts with human-annotated difficulty levels,
detailed solutions, and explanations for each prob-
lem. We conducted extensive experiments using
five state-of-the-art LVLMs (including both open-
source and proprietary models) on the complete
dataset, and two mathematics-specialized LLMs
on text-only questions. For consistent evaluation
across models, we employed GPT-40 as an auto-
mated assessor.

Our evaluation reveals significant limitations in
current models’ multimodal scientific reasoning
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Question

Question (Single Choice): As shown in the figure,
two identical right-angled glass prisms ABC' are
placed with their AC' faces parallel to each other,
and between them is a uniform unknown transpar-
ent medium. A monochromatic thin light beam O
is incident perpendicular to the AB face. () is the
possible exit light path in the diagram.

s i

c B
Options:
A. Any one of the lines 1, 2, 3 (parallel to each other)
B. Any one of the lines 4, 5, 6 (parallel to each other)
C. Any one of the lines 7, 8, 9 (parallel to each other)
D. Only one of the lines 4 or 6
Difficulty Level: 0.7
Domain: Quantum Mechanics
Module: Light and Its Applications
Chapter: Snell’s Law
Standard Solution: B

This question primarily tests knowledge of prism-
related problems.

Option analysis: According to the problem descrip-
tion, the refractive index of the medium between
the two right-angled prisms is unknown. It may be
greater than, equal to, or smaller than the refractive
index of the glass. The possible light path diagrams

B

B P 4

Therefore, Option B is correct, and Options A, C, and
D are incorrect.

In conclusion, the correct answer to this question is
B.

Figure 1: The English translation of an example of a
physics MCQ, featuring a single-choice question, the
correct answer, and a detailed explanation to aid under-
standing. The original Chinese version is shown in Fig.
11 in the appendix.

capabilities. Gemini 1.5 Pro 002 achieved the
highest accuracy (63.77 %), followed by Qwen2-
VL-72B-Instruct (56.11%), Claude 3.5 Sonnet
(53.95%), and GPT-40 (50.94% ), while Llama-3.2-
90B-Vision-Instruct performed substantially lower
(31.19%). Analysis across task types exposed three

critical challenges: (1) performance degradation on
open-ended tasks, with Gemini 1.5 Pro 002’s accu-
racy dropping by an average of 22.32% compared
to multiple-choice questions; (2) systematic fail-
ures in complex mathematical and physical reason-
ing, particularly in domains requiring multi-step
problem-solving; (3) limited visual-textual integra-
tion, evidenced by Gemini 1.5 Pro 002’s 36.28 %
performance gap between text-only and text-image
questions. Notably, model performance improved
when utilizing explicit chain-of-thought prompting
and English-language reasoning, even for Chinese-
language questions, suggesting potential pathways
for enhancing scientific reasoning capabilities.

2 MMSciBench

2.1 Data Collection and Preprocessing

The benchmark data was originally curated
by K-12 teachers who annotate questions, de-
tailed step-by-step solutions, final answers, dif-
ficulty level, knowledge points, as well as a
range of other metadata, including question type
MCQ/Q&A), modality (text-only/text-image), and
subject (math/physics). The detailed curation pro-
cess is described in Sec. A in the appendix. The
dataset® includes precise text descriptions, high-
resolution images, and high-quality solutions, all
compiled and shared as part of a collaborative re-
search effort aimed at advancing Al benchmarking
standards. The benchmark includes standardized
problem prompts to ensure consistent model input.
The benchmark also integrates a GPT-4o evaluator
to assess answer correctness, focusing on scientific
capability over format adherence. Each question in
the dataset is assigned a human-annotated hardness
score ranging from O to 1, where 1 represents the
most challenging questions, and zero denotes the
easiest.

To ensure benchmark quality and rigor, we im-
plemented a systematic data curation process. We
filtered out questions with incomplete information
or duplicate content, focusing on problems with
well-defined, quantifiable answers. Following our
emphasis on challenging scientific reasoning, we
selected questions with human-annotated difficulty
scores > (.7 on a standardized scale. To maintain
consistent evaluation conditions, we limited visual
content to a maximum of one image per question.
To enable systematic knowledge categorization, we

3The dataset is released under the apache-2.0 license.
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Figure 2: The overview of MMSciBench, describing
the question distribution, dataset features, and the evalu-
ation framework.

employed GPT-40 to annotate each question ac-
cording to a three-level subject-specific taxonomy,
detailed in Sec. 2.2. The classification results were
thoroughly validated by experienced K-12 curricu-
lum specialists to ensure accuracy and alignment
with educational standards. This taxonomic anal-
ysis confirmed that our filtered dataset maintains
comprehensive coverage of key scientific concepts
while focusing on challenging problems. Following
preprocessing and validation, the final benchmark
contains 4,482 question-solution pairs that enable
rigorous evaluation of models’ scientific reasoning
capabilities across diverse domains.

2.2 Dataset Description

Fig. 2 provides a visual overview of MMSciBench,
detailing the distribution of questions in the dataset,
dataset features, and the evaluation framework.

Data Characteristics The MMSciBench dataset
offers several distinct advantages over previous sci-
entific datasets:

1. Curriculum Coverage: The benchmark
spans essential high school mathematics and
physics concepts through carefully curated
MCQs and open-ended Q&A questions. We
maintain comprehensiveness while keeping
the dataset size tractable (N = 4,482).

2. Quality Assurance: Questions undergo
multi-stage validation by K-12 educators and
domain experts, ensuring pedagogical rele-
vance and technical accuracy. Each question
includes detailed solutions and explanations.

3. Multimodal Design: The parallel text-only
and text-image question formats enable sys-
tematic comparison of unimodal and multi-
modal reasoning capabilities.

Applied Mathematical Modeling and Mathematical Inquiry
Thermodynamics

Functions Quantum Mechanics

Calculus)
Geometry and Algebra fectrodynamics

Logic and ReasoningMath
1

Physics

Applied Physics

Probability and Statjstics
Sets

Classical Mechanics

Figure 3: The distribution of data in MMSciBench ac-
cording to the first-level key knowledge points for each
subject.

4. Structured Assessment: Questions are or-
ganized through a three-level taxonomy and
annotated with standardized difficulty scores,
facilitating fine-grained analysis of model per-
formance.

An example of a physics MCQ in English is
shown in Fig. 1, with the original Chinese version
available in Fig. 11 in the appendix. Addition-
ally, a detailed comparison between MMSciBench
and other scientific benchmarks is provided from
multiple perspectives in Table 1.

Data Statistics MMSciBench comprises 4,482
questions, distributed across modalities and ques-
tion types, as shown in Table 2. The distribution of
core knowledge areas for mathematics and physics
is illustrated in Figure 3.

Taxonomy The taxonomy used in MMSciBench
has three levels: Domain, Module, and Chapter:

* Domain: Core subject areas that define fun-
damental knowledge boundaries. Mathemat-
ics domains include “Sets” and “Functions”,
while physics encompasses “Classical Me-
chanics”, “Electrodynamics”, and “Quantum
Mechanics”. Domains group related topics
under a common framework.

* Module: Subdivisions within Domains that
focus on key themes or methods. Examples
include “Probability and Statistics” in mathe-
matics and “Mechanical Motion and Physical
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Benchmark Subject(s) Modality Key Knowledge Pt. Explanation  Language Difficulty Size
TRIGO (Xiong et al., 2023) M T X v Lean High School 11K
DMath (Kim et al., 2023) M T v v EN&KR Grade School 10K
GRASP (Jassim et al., 2023) P T&V v X EN Basic 2K
MSVEC (Evans et al., 2023) PO T X v EN College 200
SciOL (Tarsi et al., 2024) P,O T&I X X EN College 18M
SciEval (Sun et al., 2024) PO T v Partial EN Multi-level 16K
SceMQA (Liang et al., 2024) M,P,O T&I v 4 EN Pre-College 1K
GAOKAO-Bench (Zhang et al., 2023b) M,P, O T X v ZH High School 3K
GAOKAO-MM (Zong and Qiu, 2024) M,P, O T, T&I X v ZH High School 650
SciBench (Wang et al.) M, P, O T, T&I v v EN College 869
MMSci (Li et al., 2024) Multi-subj. (72) T&I v v EN PhD-level 108K
M3Exam (Zhang et al., 2023a) Multi-subj. T, T&l 4 (A) Multi. (9 lang.) K-12 levels 12K
SciFIBench (Roberts et al., 2024) Multi-subj. T&I v v EN Academic 2K
EXAMS-V (Das et al., 2024) Multi-subj. (20)  T&I v (A) Multi. (11 lang.) School Exams (4-12) 21K
OlympiadBench (He et al., 2024) M, P T, T&I v v EN, ZH Olympiad 8K
MMSciBench (Ours) M, P T, T&I v v ZH High School 4K

Table 1: Comparison of MMSciBench with existing benchmarks. For Subject(s), ‘M’ denotes mathematics, ‘P’
denotes physics, and ‘O’ denotes other subject(s). For Modality, ‘T’ denotes text-only data, “T&I” denotes text-image
data pairs, and ‘T&V’ denotes text-video data pairs. EN, ZH, KR, and Lean represent English, simplified Chinese,
Korean, and the Lean theorem prover language, respectively. Multi. denotes multilingual. For Explanation, ‘(A)’

indicates answers are provided.

Question Type Math Physics Overall

MCQs Q&A MCQs Q&A MCQs Q&A

Text&Image 260 197 450 260 710 457
Text 500 319 2257 239 2757 558

Total 760 516 2707 499 3467 1015

Table 2: Distribution of questions in MMSciBench by
image presence, subject, and question type.

Models” in physics. Modules scaffold learn-
ing by clustering related topics.

Chapter: The most detailed level, covering
specific topics within a Module. For instance,
mathematics Chapters under “Functions” in-
clude “Exponential Functions” and “Trigono-
metric Functions”, while physics Chapters un-
der “Interactions and Laws of Motion” include
“Hooke’s Law” and “Equilibrium Conditions
of Concurrent Forces”. Chapters enable fine-
grained content analysis and annotation.

3 Experiment Settings
3.1 Evaluated Models

We evaluated our benchmark using five state-of-
the-art LVLMs: GPT-40, Claude 3.5 Sonnet (An-
thropic, 2024), Gemini 1.5 Pro 002 (Team et al.,
2024), Llama-3.2-90B-Vision-Instruct, and Qwen2-
VL-72B-Instruct (Wang et al., 2024a).

In addition, we evaluated several other state-of-
the-art models. For models specifically designed
for mathematical problem-solving, we included

Qwen2.5-Math-72B-Instruct (Yang et al., 2024)
and DeepSeekMath-7B-Instruct (Shao et al., 2024)
on text-only mathematics questions. To further
broaden our comparison, particularly on multi-
modal reasoning which is a key focus of MM-
SciBench, we evaluated state-of-the-art reason-
ing models, including ol (Jaech et al., 2024) and
Claude 3.7 Sonnet (Anthropic, 2025), on the text-
image math questions subset of our benchmark.
For reproducibility, all evaluations used a fixed
sampling temperature of 0.

3.2 Evaluation Criteria

To evaluate the models, we use accuracy as the met-
ric, a widely adopted standard in existing research,
for all question types in MMSciBench. Our evalua-
tion focuses solely on whether the final answer is
correct, without considering intermediate solution
steps. This criterion is naturally suited for MCQ
evaluation, as grading is based on the selected
choice(s) in practice. For Q&A questions, this
approach ensures a fair and objective comparison
by emphasizing the correctness of the final answer
rather than incorporating subjective human-defined
grading that accounts for intermediate steps.

The evaluation workflow involves first generat-
ing answers for MMSciBench questions using each
model. Given the full response of tested models,
GPT-40 is then employed to compare the model’s
final answer directly against the ground truth to
assess correctness. In existing studies, MCQs of-
ten require models to adhere to a specified output
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MCQs:

-

System Prompt: As an Al tutor, answer the provided question and
conclude your response by stating the selected choice(s).

User Prompt:
<Question>
Notice, you MUST answer in Chinese.

System Prompt: As an Al tutor, you should answer the provided
question.

2
Q&A:

User Prompt:
<Question>
Notice, you MUST answer in Chinese.

Figure 4: The prompt template designed for request-
ing models to answer questions in Chinese, where the
<Question> is sourced from MMSciBench.

format, imposed through prompts, with regular ex-
pression rules used to extract the selected choice(s).
However, during our experiments, we observed that
some models struggled to consistently follow these
formatting instructions, complicating this approach.
In fact, none of the models achieved a 100% com-
pliance rate with the formatting guidelines. To
ensure the evaluation focuses on the models’ scien-
tific knowledge and reasoning abilities, rather than
being influenced by format compliance issues, we
employ GPT-40 to judge whether the final answers
are equivalent.

3.3 Prompt Design

We use prompts customized for different question
types to evaluate the models in a zero-shot setting.
For each question type, we apply the same specific
prompt template across all models, avoiding model-
specific prompt engineering that might explicitly
guide reasoning or impose tailored requirements.
The prompt template is illustrated in Fig. 4. To
assess the models’ intrinsic scientific abilities, the
prompts used in the evaluation do not include ad-
ditional key knowledge points or supplementary
information from the dataset, although such infor-
mation could be incorporated in future research for
other purposes. Since the dataset is in Chinese,
we instruct the models to provide their answers in
Chinese to ensure consistency with the dataset’s
language.

For the LLM-as-a-judge evaluation (Gu et al.,
2024; Chen et al., 2024; Raju et al., 2024), we sam-
ple 180 instances of evaluated data and iteratively
refined the judging prompts by manually verifying
the accuracy of the judgments. This refinement
process achieved a 97.22% judgment accuracy, the
agreement rate between GPT-40’s and human eval-

Models Math  Physics Overall
Llama-3.2-90B-Vision-Instruct 16.69% 36.96% 31.19%
Gemini 1.5 Pro 002 56.74%  66.56% 63.77%
Claude 3.5 Sonnet 37.38% 60.54% 53.95%
GPT-40 3597% 56.89% 50.94%
Qwen2-VL-72B-Instruct 3550% 64.32% 56.11%
Qwen2.5-Math-72B-Instruct 57.39%* - -
DeepSeekMath-7B-Instruct 21.86%* - -
ol 67.40%* - -
Claude 3.7 Sonnet 37.64%" - -

Table 3: Accuracies of models across different subjects.
Values marked with * indicate accuracies reported only
on text-only questions, as the corresponding models are
not multimodal. Values marked with T indicate accura-
cies reported only on the text-image questions.

uations. The GPT-4o0 evaluator outputs a determin-
istic final judgment in a required format. Detailed
prompts are provided in Sec. B in the appendix.

To further analyze the reliability of GPT-4o0 as
a judge, we conducted a qualitative study of its
accuracy on this task. In this study, we first iden-
tified all instances incorrectly judged by GPT-40
from our evaluation sample and randomly selected
an additional 50 correctly-judged instances from
the same sample for comparative analysis. We
then classified the error patterns in the incorrectly
judged cases and documented representative ex-
amples of both successful and failed judgments
by GPT-40. (Further examples are provided in
Sec. E in the appendix). Our analysis revealed
that GPT-40 generally excels at understanding se-
mantic equivalence between a model’s generated
answer and the provided standard solution. How-
ever, occasional errors in its judging capabilities
were observed. These errors primarily stemmed
from two main causes: (1) misinterpretations of
the standard of correctness (e.g., being too lenient
on incomplete answers or overlooking errors in
multi-part questions), and (2) mistakenly equating
two distinct mathematical formulas as equivalent
when they were not. It underscores that definitions
of ‘correctness’ and the detailed comparison of
complex mathematical expressions are sources of
potential discrepancy.

4 Results

4.1 Model Performance

Overall and Subject-wise Performance Table
3 presents the overall and subject-specific accura-
cies of the five LVLMs on the full MMSciBench
dataset, the accuracies of the two math-specific
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LLMs on the text-only math subset, and the three
reasoning models on the text-image math subset.
Gemini 1.5 Pro 002 achieves the highest overall
accuracy at 63.77 %, significantly outperforming
the other LVLMs in the evaluation. It consistently
surpasses all competitors across each of the ex-
amined subjects, highlighting the substantial chal-
lenge posed by the benchmark, even for the most
advanced LVLMs. Among the remaining LVLMs,
Qwen2-VL-72B-Instruct ranks second overall with
an accuracy of 56.11%, outperforming Claude
3.5 Sonnet (53.95%) and GPT-40 (50.94%). In
contrast, Llama-3.2-90B-Vision-Instruct lags far
behind, recording the lowest overall accuracy of
31.19%.

For the two math-specific LLMs, Qwen2.5-
Math-72B-Instruct demonstrates notable perfor-
mance with an accuracy of 57.39% on text-
only math questions, while DeepSeekMath-7B-
Instruct significantly underperforms, achieving
only 21.86%. This discrepancy is expected, given
the difference in model sizes. Furthermore, on the
text-image math questions subset, ol achieves an
accuracy of 67.40%, outperforming Claude 3.7
Sonnet (37.64%). These results on a challenging
multimodal subset further highlight the varying
capabilities of different models in utilizing visual
and textual information for mathematical reasoning.
Another noteworthy observation is the variation in
performance across subjects, with models consis-
tently performing better in physics. This finding
will be analyzed further in Sec. 4.3. Additionally,
a breakdown of performance by question difficulty
is provided in Sec. F of the appendix.

Performance on Different Questions Types Ta-
ble 4 reflects the performance of models on MCQs
and Q&A questions in different subjects and the
whole dataset, as well as the theoretical random-
guess baselines. The random-guess baselines of
MCQs are calculated based on the approximation
that all MCQs in MMSciBench are 4-choice ques-
tions, as over 99% of MCQs in MMSciBench
have 4 choices (see Table 7 in the appendix for
detailed statistics). For single-choice questions,
the random-guess accuracy is 1/4, as only one
option is correct. For multiple-choice questions,
where valid subsets include combinations of more
than one choice, the random-guess accuracy is
1/(C% + C3 + C}) = 1/11. For indeterminate-
choice questions, where any non-empty subset
of choices is valid, the random-guess accuracy is

Math Physics Overall

Models

MCQs Q&%A MCQs Q&A MCQs Q&A
. 2539%  3.88% 41.49% 12.42% 37.96% 8.08%
Llama-3.2-90B-Vision-Instruct 1.52% 21.48% 71%

63.16%
39.29%
48.03%
24.16%
44.47%
20.60%
46.58%
22.71%

4729% 70.41% 45.69% 68.82% 46.50%

50.40% 47.96%
65.35% 34.47% 61.55% 27.98%
45.34% 40.69%
61.17% 33.67% 57.51% 28.47%
41.16% 36.65%
71.07% 27.66% 65.71% 23.35%
51.06% 44.85%

Gemini 1.5 Pro 002

Claude 3.5 Sonnet 21.71%

GPT-40 23.45%

9
Qwen2-VL-72B-Instruct 19.19%

66.80%* 42.63%* - - - -
41.80%*
32.40%*
7.40%*

Qwen2.5-Math-72B-Instruct

DeepSeekMath-7B-Instruct 5.33% B - B B

71.54%"  61.93%! - - - _
49.86%!
44.62%"  28.43%!" - - - -
22.94%"

ol

Claude 3.7 Sonnet

23.87% 0 20.01% 0 20.86% 0
Theoretical Random Baseline ~ 25.00%* 0* - - - -
21.68%1 of - - - -

Table 4: Accuracies of models across different question
types, with underscored values indicating the accuracy
improvement over the theoretical accuracy of random
guess for MCQs. Values marked with * indicate accura-
cies on text-only subsets. Values marked with T indicate
accuracies reported only on the text-image questions.

1/2% = 1/16. These probabilities were weighted
to compute random-guess baselines of MCQs.

While the raw accuracies suggest that models
generally perform better on MCQs than on Q&A
questions, subtracting the baseline accuracies from
their MCQ results reveals smaller yet positive gaps.
This indicates that the provided answer choices in
MCQs may assist the models by narrowing the pos-
sible answer space, making these questions easier
to answer correctly compared to Q&A questions.
Interestingly, this pattern does not consistently hold
true for math, where the MCQ advantage disap-
pears after accounting for the baseline. In fact,
some models seem to struggle more with MCQs
than with Q&A questions in this subject. This
suggests that the provided choices in math MCQs
might mislead the models, making these questions
more challenging.

4.2 Taxonomy-Based Analysis

To better understand where different models ex-
cel or struggle within scientific domains—and
to identify inherently challenging key knowledge
points—all models’ performances were analyzed
across the taxonomy of first- and second-level key
knowledge points, i.e., Domain and Module lev-
els (see Fig. 5). This analysis reveals that, while
models generally maintain consistent relative rank-
ings across entire subjects, their strengths can vary
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Math Physics Overall

Models

Text T&I Text T&I Text T&I

Llama-3.2-90B-Vision-Instruct  19.54% 11.60% 42.83% 1634% 37.07% 14.48%
Gemini 1.5 Pro 002 69.60% 33.70% 74.40% 39.01% 73.21% 36.93%
Claude 3.5 Sonnet 44.57% 24.51% 67.75% 3521% 62.02% 31.02%
GPT-40 44.69% 20.35% 64.10% 31.55% 59.31% 27.16%
Qwen2-VL-72B-Instruct 41.39% 24.95% 72.48% 35.63% 64.80% 31.45%

Qwen2.5-Math-72B-Instruct 57.39% - - - - -
DeepSeekMath-7B-Instruct 21.86% - - - - -

67.40% - - - -
37.64% - - - -

ol -
Claude 3.7 Sonnet -

Table 5: Accuracies of models on text-only (Text) and
text-image paired (T&I) questions across different sub-
jects.

significantly at the subfield level. For instance,
although Gemini 1.5 Pro 002 often leads among
non-reasoning models, it falls behind Claude 3.5
Sonnet and GPT-4o in the subfield of “Electrody-
namics - Magnetic Field”. Additionally, certain
subfields prove universally challenging, e.g., “Elec-
trodynamics - Electromagnetic Induction and Its
Applications” in physics, as well as “Geometry and
Algebra — Geometry and Algebra” and “Functions
— Preliminary Knowledge” in mathematics. These
findings highlight both the nuanced capabilities and
the current limitations of state-of-the-art models in
addressing scientific knowledge.

4.3 Visual Understanding

MMSciBench includes both text-only and text-
image paired questions. To evaluate the impact
of visual input, we assess models on both types of
questions, as shown in Table 5. Notably, all LVLMs
perform worse on tasks involving both textual and
visual elements compared to those relying solely on
text. This highlights that bridging the gap between
text comprehension and text-image co-reasoning
remains a significant challenge for current LVLM:s.
Furthermore, the higher proportion of text-only
questions in physics partially explains why models
perform better on physics questions compared to
math questions, as observed in Table 3.

4.4 The Effect of Chain-of-Thought in
Reasoning

To evaluate the full scientific potential of the mod-
els, we design a suite of prompts to instruct them
to answer step-by-step in Chinese, as detailed in
Sec. B.2 in the appendix. As shown in Table 6,
step-by-step prompting improves the accuracies
of Llama-3.2-90B-Vision-Instruct, DeepSeekMath-
7B-Instruct, o1, and Claude 3.7 Sonnet compared
to their results in Table 3. However, the accuracy of
Qwen2.5-Math-72B-Instruct and Qwen2-VL-72B-

Models Math  Physics Overall
Llama-3.2-90B-Vision-Instruct  19.12% 38.86% 33.24%
Gemini 1.5 Pro 002 56.90% 66.28% 63.61%
in Chinese Claude 3.5 Sonnet 36.83% 61.42% 54.42%
GPT-40 35.74%  56.86% 50.85%
Qwen2-VL-72B-Instruct 30.72%  57.77% 50.07%
Qwen2.5-Math-72B-Instruct 55.68%* - -
DeepSeekMath-7B-Instruct 23.32%* - -
ol 68.05%" - -
Claude 3.7 Sonnet 39.61%!" - -
Llama-3.2-90B-Vision-Instruct 22.41% 44.20% 38.00%
Gemini 1.5 Pro 002 55.17%  65.07% 62.25%
in English Claude 3.5 Sonnet 40.67% 61.26% 55.40%
GPT-40 37.23% 59.08% 52.86%
Qwen2-VL-72B-Instruct 32.68% 60.79% 52.79%
Qwen2.5-Math-72B-Instruct 55.31%* - -
DeepSeekMath-7B-Instruct 23.69%* - -

ol 68.49%" - -
Claude 3.7 Sonnet 36.32%" - -

Table 6: Accuracies of models asked to provide step-by-
step answers in Chinese and English. Values marked
with * indicate accuracies on text-only math questions.
Values marked with T indicate accuracies reported only
on the text-image math questions.

Instruct decreases, while the performance of the
other models remains unchanged.

This observation suggests that explicitly prompt-
ing certain models to use chain-of-thought reason-
ing can enhance their performance, and that differ-
ent models exhibit varying degrees of alignment
or readiness in this regard. Notably, Gemini 1.5
Pro 002, Claude 3.5 Sonnet, GPT-40, Qwen2.5-
Math-72B-Instruct, and Qwen2-VL-72B-Instruct
are more capable of generating effective reasoning
steps without explicit prompting, whereas other
models show more significant improvements when
guided explicitly.

Considering that models typically have access
to richer English training resources, we conducted
additional experiments by prompting them to an-
swer step-by-step in English to further explore their
scientific capabilities. The corresponding prompts
are detailed in Sec. B.2 of the appendix. As shown
in Table 6, the results indicate that models, except
Gemini 1.5 Pro 002 and Claude 3.7 Sonnet, benefit
from this instruction. This underscores the effec-
tiveness of explicit chain-of-thought prompting and
its importance in accurately assessing models’ ca-
pabilities. The differing behavior of the two models
may suggest that their performance relies on the
compatibility between the language of the ques-
tions and the language of the answers.

4.5 Error Analysis

To further understand the limitations of the evalu-
ated models, we conducted an in-depth error analy-
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Figure 5: Accuracies of models across different key knowledge points.

sis on questions where all models produced incor-
rect answers. This analysis leveraged the detailed
explanations provided within our dataset to identify
specific error patterns.

For this analysis, we first isolated the subset of
questions where all models failed. From this subset,
we carefully selected 40 questions, ensuring a strati-
fied distribution across different subjects (math and
physics), question types (MCQs and Q&A), and
modalities (text-only and text-image). This selec-
tion resulted in 5 questions for each combination,
leading to a total of 240 individual cases examined
(considering 5 models on the entire dataset, 2 math
LLMs on text-only math questions, and 2 reasoning
models on text-image math questions).

We classified the identified errors into five dis-
tinct categories: (1) Visual Misinterpretation,
where models failed to correctly interpret visual
information; (2) Textual Misunderstanding, indi-
cating an incorrect grasp of the textual content; (3)
Reasoning Error, reflecting flaws in the logical
deduction process; (4) Integration Failure, charac-
terized by poor synthesis of information from both
text and image modalities; and (5) Calculation Er-
ror, pertaining to inaccuracies in numerical com-
putations. Errors were identified by meticulously
comparing model responses with the ground-truth
explanations in our dataset.

The error analysis reveals that Reasoning Error
is overwhelmingly the most common challenge for
the models, accounting for an average of 77.1%
of all incorrect answers. This highlights a signif-
icant limitation in the logical and inferential ca-
pabilities of current models when tackling scien-
tific problems. While Calculation Error (11.3%) is

the second most frequent, it is substantially lower.
Notably, Visual Misinterpretation (7.5%), Textual
Misunderstanding (1.7 %), and Integration Failure
(2.5%) occur less frequently on average, although
certain models show particular weaknesses in these
areas (e.g., ol and Claude-3.7-Sonnet exhibiting
higher Visual Misinterpretation). The prevalence
of reasoning errors underscores the need for future
research to focus on improving the complex multi-
step reasoning abilities of Al systems for scientific
problem-solving. The detailed distribution of these
error types across the evaluated models is presented
in Table 9 in the appendix.

5 Related Work

Scientific Benchmarks Scientific benchmarks
are essential tools for evaluating the capabilities
of language models in understanding and reason-
ing about complex scientific concepts, encompass-
ing a wide range of disciplines, from general sci-
ence to domain-specific areas like mathematics and
physics. General scientific benchmarks, such as
MSVEC (Evans et al., 2023) and SciOL (Tarsi
et al., 2024), have been developed to assess various
aspects of language models’ abilities in specific
scientific domains, including claim verification, fig-
ure retrieval, and multimodal information compre-
hension. However, the increasing complexity of
language models necessitates more and the push
towards more advanced scientific reasoning (Yan
et al., 2025) specialized benchmarks to evaluate
their performance in specific scientific domains.
In mathematics, benchmarks like TRIGO (Xiong
et al., 2023) (formal proof reduction), DrawEdu-
Math (Baral et al., 2025) (visual math problems),
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and DMath (Kim et al., 2023) (math word prob-
lems) have been developed to assess Al models
on targeted mathematical tasks. The landscape of
mathematical reasoning benchmarks and method-
ologies, especially in the context of MLLMs, is
rapidly expanding, as surveyed by Yan et al. (2024).
Similarly, in physics, datasets such as GRASP (Jas-
sim et al., 2023) have been introduced to assess
models’ understanding of “Intuitive Physics” prin-
ciples, including object permanence and continuity.
Additionally, benchmarks like GAOKAO-Bench
(Zhang et al., 2023b), GAOKAO-MM (Zong and
Qiu, 2024), OlympiadBench (He et al., 2024),
SciBench (Wang et al.), SciEval (Sun et al., 2024),
MMSci (Li et al., 2024), SceMQA (Liang et al.,
2024), and SciFIBench (Roberts et al., 2024) span
multiple scientific domains, such as mathematics,
physics, chemistry, and biology. These benchmarks
focus on high-school, Olympiad, pre-college, PhD,
and academic levels. Broadening the scope fur-
ther, M3Exam (Zhang et al., 2023a) and EXAMS-
V (Das et al., 2024) are large-scale, multilingual,
and multimodal benchmarks derived from real hu-
man exam questions across various countries and
educational levels, including scientific subjects.
EXAMS-V, for instance, uniquely embeds question
text and visual elements into a single image, de-
manding integrated reasoning. These exam-based
benchmarks test not only subject knowledge but
also cultural and region-specific understanding.

Benchmarks for LVLMs Benchmarks for
LVLMs have been developed to evaluate their per-
formance across various tasks, including visual
question answering, image captioning, and mul-
timodal reasoning. These benchmarks typically
consist of datasets with image-text pairs accom-
panied by corresponding questions or instructions,
assessing the ability of LVLMs to generate accurate
and relevant responses. For example, the VALSE
benchmark (Parcalabescu et al., 2021) focuses on
evaluating the visio-linguistic grounding capabili-
ties of pretrained VLMs on specific linguistic phe-
nomena. MMMU (Yue et al., 2024a) and MMMU-
Pro (Yue et al., 2024b) assess multimodal models
on massive multi-discipline tasks requiring college-
level subject knowledge and deliberate reasoning.
Other benchmarks, such as VisIT-Bench (Bitton
et al., 2023), WinoGAViL (Bitton et al., 2022), and
those designed for zero-shot visual reasoning (Na-
gar et al., 2024; Xu et al., 2024), are aimed at as-
sessing the ability of LVLMs to reason about visual

scenes and answer questions that require minimal
world knowledge. These benchmarks often ana-
lyze the impact of conveying scene information
either as visual embeddings or as purely textual
scene descriptions to the underlying LLM of the
LVLM. The evaluation of state-of-the-art models
like GPT-4V on structured reasoning tasks has also
begun, with studies such as Singh et al. (2023) as-
sessing performance on mathematical reasoning
with visual context and visual data analysis, high-
lighting both capabilities and ongoing challenges.
The broader trends and challenges in LVLMs rea-
soning abilities are further explored in surveys like
Wang et al. (2024b).

To address the scarcity of scientific bench-
marks specifically designed for the high school
level—supporting both text-only and multimodal
reasoning—we introduce MMSciBench. As de-
tailed in Table 1, this dataset achieves a balanced
trade-off between size and comprehensiveness, en-
abling efficient evaluation while offering a diverse
selection of challenging high-school-level scien-
tific problems. Additionally, MMSciBench prior-
itizes quality, with a significant portion of prob-
lems including detailed solution explanations and
a three-level taxonomy of key knowledge points,
facilitating fine-grained analysis of Al model per-
formance.

6 Conclusion

This paper introduces MMSciBench, a benchmark
designed to evaluate the scientific capabilities of
unimodal and multimodal language models. MM-
SciBench consists of a collection of high school-
level MCQs and Q&A in mathematics and physics,
with a subset of the questions incorporating images.
The benchmark organizes its questions into a three-
level taxonomy, ensuring comprehensive coverage
of key knowledge points in both subjects. Our eval-
uation of five advanced LVLMs and two special-
ized math LL.Ms on MMSciBench demonstrates
that current models still have significant room for
improvement in scientific problem-solving. The
analysis highlights that the inclusion of visual ele-
ments in questions presents a substantial challenge
for model performance, emphasizing the complex-
ity of utilizing textual and visual reasoning. This
work contributes to the ongoing development of ro-
bust benchmarks aimed at evaluating the evolving
capabilities of language models, particularly in the
domain of scientific reasoning.
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Limitations

Despite the advances presented in MMSciBench,
several limitations warrant discussion and open
avenues for future research.

1. Domain and Content Scope: MMSciBench
is focused on high-school level mathemat-
ics and physics, a scope chosen for its edu-
cational relevance and well-defined problem
sets. However, this focus also limits the bench-
mark’s applicability to broader scientific do-
mains. While the curated questions capture es-
sential concepts, they do not encompass other
fields such as chemistry, biology, or advanced
scientific topics. Additionally, the dataset’s
reliance on K-12 educational standards may
introduce biases that do not reflect the diverse
challenges encountered in higher-level or in-
terdisciplinary scientific reasoning.

2. Evaluation Metrics and Reasoning Trans-
parency: The evaluation framework is cen-
tered on final answer accuracy, a metric that,
while objective, does not capture the nuances
of intermediate reasoning steps or the quality
of explanations generated by models. By dis-

of problem difficulties, potentially excluding
edge cases that could be valuable for assessing
nuanced reasoning. Enlarging the dataset and
diversifying the difficulty distribution would
further strengthen the benchmark’s compre-
hensiveness.

5. Limitations of GPT-4o as a judge: Despite

achieving a 97.22% agreement rate between
GPT-40 and human evaluations through iter-
ative refinement, potential biases and limita-
tions persist. The automated evaluation frame-
work may inherit inherent subjectivity in scor-
ing criteria or undetected systematic biases.
Future work may incorporate hybrid human-
Al evaluation protocols to further mitigate
these limitations. Furthermore, while GPT-40
currently achieves a high agreement with hu-
man judgments, its effectiveness may decline
as models outpace its abilities. We plan pe-
riodic updates to incorporate state-of-the-art
models, ensuring the benchmark’s robustness
and relevance.
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A Dataset Curation Process

The dataset of MMSciBench was annotated by a
team of 12 experienced high school teachers, each
with at least 5 years of teaching experience in
mathematics or physics, ensuring domain expertise.
Each question was independently annotated by at
least 3 teachers for difficulty level, which is defined
on a standardized scale from O (easiest) to 1 (most
challenging), solutions, and explanations to mini-
mize individual bias. We measured inter-annotator
agreement using Cohen’s kappa, yielding scores
of 0.82 for difficulty for substantial agreement and
supporting the reliability of the annotations. Dis-
agreements were resolved by consulting a senior
teacher or teachers’ instructors to reach a consen-
sus. The difficulty levels were further enhanced
and adjusted to student test scores based on these
problem sets at the proper grades.
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B Prompts

In this section, we present the prompts used in our
work.

B.1 The Prompt for Question Categorization

Fig. 6 presents the prompt designed for categoriz-
ing MMSciBench questions into specific categories
using GPT-40. The category sets for each subject
are derived from a Chinese high school key knowl-
edge point taxonomy.

' User Prompt:

o TE-NHEBHT, ATHRENIONEIAIUTARZ—
<Categories>
BTN, AREREUATHEIIRBIRIIXLER ¢
DERLER: <K BFF>
IBHBIRIRAN D HLE RIARET B, HEFEEWSER .

<Question>

Figure 6: The prompt template is designed to use GPT-
4o as a classifier, categorizing each question into a three-
level hierarchy. <Categories> represents the predefined
set of categories for the target subject.

B.2 Prompt Templates for the Effect of
Chain-of-Thought in Reasoning

Fig. 7 and Fig. 8 are prompts templates that ask
models to think step by step in Chinese and English,
respectively.

MCQs:
System Prompt: As an Al tutor, answer the provided question and

conclude your response by stating the selected choice(s).

' User Prompt:
Ml <Question>
Q&A:

Notice, you MUST answer in Chinese. Let's solve it step by step.

System Prompt: As an Al tutor, you should answer the provided
question.

. User Prompt:
Ml <Question>

Notice, you MUST answer in Chinese. Let's solve it step by step.

Figure 7: The prompt template is designed for request-
ing models to answer questions in Chinese step by step,
where the <Question> is sourced from MMSciBench.

B.3 The Prompt Template for Using GPT-40
as a Judge

Fig. 9 (with its English translation in Fig. 10)
illustrates the prompt used to instruct GPT-40 to
evaluate whether a “student solution”’—that is, the
model’s response being assessed—is correct or in-
correct compared to the standard solution in MM-
SciBench. For MCQs, only the model’s answer and

MCQs:
System Prompt: As an Al tutor, answer the provided question and
conclude your response by stating the selected choice(s).

User Prompt:
<Question>
Notice, you MUST answer in English. Let's solve it step by step.

System Prompt: As an Al tutor, you should answer the provided
question.

&
Q&A:

. User Prompt:
Ml <Question>

Notice, you MUST answer in English. Let's solve it step by step.

Figure 8: The prompt template is designed for request-
ing models to answer questions in English step by step,
where the <Question> is sourced from MMSciBench.

the standard solution are provided, omitting the ac-
tual questions. This approach is sufficient because
the evaluation solely involves comparing whether
the selected choices match the standard answer,
eliminating the need to understand the question’s
context. In contrast, for Q&A questions, GPT-40
is provided with the question, the standard solu-
tion, and the model’s answer. This comprehensive
context enables accurate semantic understanding
and a thorough comparison between the two re-
sponses. The prompt for Q&A questions have been
iteratively refined and enhanced to improve GPT-
40’s judgment, particularly in cases where misjudg-
ments are likely. This refinement process involves
sampling a subset of evaluated responses and man-
ually diagnosing the reasons for any misjudgments,
thereby continually improving the evaluation accu-
racy.
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MCQs:

-

Q&A:

fe ]

System Prompt: {R2—MBIEEIF, AR FPEESRNEERTS
IEER—H,

User Prompt:

### FAEZE | <Standard Solution>

### FHZER | <Student Solution>

IREBRATEEN, MAEEERTETEBEIEZRENT.
MREENFEBRDEREMEEER, HESIRASRHITIEI,
INRREVEMFEEZESITAST R T2 —H, WEEER", SNE
B IR

HRTEERLCER R HIR R EE, FRERERMREMER.

System Prompt: {R2— M BIEEIF, ASRHEFEERNELETS
IEERNEILTARENE R,

User Prompt:

BIREU TR B E SR HAA A S R P E B RESIER:
### (A7 © <Question>

### FAEZBE | <Standard Solution>

### FHZER | <Student Solution>
BIREU LA B EEMEER, (URBFEBTRNS
MHREIER, RBRIIZIERE,

RERHERY]

AREW

1. WEEERT A SN FiR-
- MRASZSDFAA, BE—HESDFRANERESEER. RE
LA FIRIANRA S REIERN, BEBEFRIAIER.

- MREASAFFERE, MWUREREERNRASCRERHTHIE.
2. MERPEBRNREIAXSITEERAR, ABRAELRERNE
BAER, BRANAIER., FIREREREEERRT

- PEBRMTAESRERNES TR, BEBHER.

- FEBRPNAREIEH LR ESITEE RN ATER.

- PEBRRAT FRANFDHR, BiFXHER.

3. ERRMN TP EBERSITASENRAE LR ERNRE L.

4 WIRBFFEBRFTRYME, REFEESRRERRABERS
HESE, SHEEHIMEGERN, FAMHHEIR

5. MMRAE DS FA, FHASDFRARE FRAXHER | E
WS F AT R © IR I .

6. IRAHMTEE R HIBTEER @ ER S HIBTEAR

°

SRR HAA

EREUTHEXEE :

b2
MEHAMESF R TAR]

HIREFIIE, WML TEHS]
FRTHBER :
FREHIRER | EH/EE
FIRS IR | ER/SEE
FEBNHLER | RS

HIMTEER | ER/EIR

Figure 9: The prompt template designed for using GPT-
40 as a judge, where the <Question> and <Standard
Solution> is sourced from MMSciBench, while <Stu-
dent Solution> is the solution provided by the tested

model.

MCQs:

-

Q&A:

System Prompt: You are a teaching assistant responsible for
determining whether the choices of students’ solution match the
standard solution.

User Prompt:
### Standard Solution: <Standard Solution>
### Student Solution: <Student Solution>

Standard solution only contains the choices, while student
solution may include reasoning or explanations.

You need to extract the specific choices from the student solution
and compare them with the standard solution.

If the extracted student choices match the standard solution
exactly, respond with "Correct"; otherwise, respond with
"Incorrect.”

The judgment should be provided in the form of "Correct" or
"Incorrect” only, without any additional information.

System Prompt: You are a teaching assistant responsible for
determining whether the conclusion of the student solution
expresses the same meaning as the conclusion of the standard
solution.

User Prompt:

Please determine whether the student solution is correct based
on the following question information and the provided standard
solution:

### Question: <Question>
### Standard Solution: <Standard Solution>
### Student Solution: <Student Solution>

Make your judgment based solely on the final conclusion or
answer provided in the student solution, ignoring the correctness
of the process.

Notes:

1. Check whether the question contains multiple sub-questions:

- If it contains multiple sub-questions, evaluate each sub-question
individually to determine whether its answer is correct. Only when
the final answers to all sub-questions are correct is the overall
answer considered correct.

- If there are no sub-questions, judge based solely on the final
conclusion or answer in the student solution.

2. Even if the student's expression differs from the standard
solution, as long as the final conclusion or answer conveys the
same meaning, it should be considered correct. Possible cases
include but are not limited to:

- The language used in the student solution differs from the
standard solution, but the meaning is the same.

- The formula in the student solution simplifies or transforms into
the same formula as the standard solution.

- The student solution uses a different expression, but the
semantics are identical.

3. Explain and analyze the similarities and differences between
the final conclusion or answer of the student solution and the
standard solution.

4. If the student solution is incomplete, missing, or does not
provide a conclusion as required by the question, making it
impossible to determine correctness, the judgment should be
“Incorrect."

5. If the question contains sub-questions, provide results for each
sub-question in the format of “Sub-question X result: Correct” or
“Sub-question X result: Incorrect.”

6. The final judgment should be given in the format: “Judgment
Result: Correct" or "Judgment Result: Incorrect.”

Please folllow the following response format:

Analysis:
[Provide detailed analysis here]

[If there are sub-questions, include the following section]
Sub-question Results:

Sub-question 1 result: Correct/Incorrect

Sub-question 2 result: Correct/Incorrect

Sub-question N result: Correct/Incorrect

Judgment Result: Correct/Incorrect

Figure 10: The English translation of the prompt tem-
plate shown in Fig. 9.
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C Data Examples

In this section, we present examples from MM-
SciBench, including a physics MCQ (Fig. 11 and
the corresponding English translation in Fig. 1), a

physics Q&A question (Fig. 16 and the correspond- Question .
ing English translation in Fig. 17), a math MCQ },‘ﬂi’ﬁn(ﬁ@ ) Il%%@ﬁy = ol 4= RS,
(Fig. 12 and the corresponding English translation v A
in Fig. 13), and a math Q&A question (Fig. 14 i
and the corresponding English translation in Fig.
15). Each example is accompanied by its standard 1
solution and explanation. TN
I -
Question »
FIEL (P3%) . WERTR, BRRROBEEE o | = 2n
A=RBABC, W& KACHZFITHER, 6 3
FEENZ ARSI RIRFEW N B . —HER
éH?%)OEEﬂ:ABE)\EﬂL, ER B e
IR BT
A.sin(z + %)

B.sin(§ — 2z)

C.cos(2z + %)

s mET. Ve 5 D. cos(3E — 2z)

Difficulty Level: 0.7

Domain: Functions

Module: Functions

Chapter: Trigonometric Functions
Standard Solution: B, C

A

itk
A1~ 2~ 3 (RIEEPAT) FRE—SEVA RIRE
B.4- 5.6 (BUFT) FHUE—FEGARE
C.7- 8~ 9 (BULF(T) FHE—RIEFEE BEEELE= MR-
D. HEER4 - 6HHIF—% FHRLFE R0,
Difficulty Level: 0.7 r_z2 =_r&
Domain: Quantum Mechanics 23 6 2
Module: Light and Its Applications BT A )
Chapter: Snell’s Law =" _ o
Standard Solution: B ]
Fill|w| = 2
Yo = 2bf, HEHEZREE(Z,0). (2£,0), Hf0) >
0, % .
p=—+2knr (ke€Z),
AP FE T = R - 3
W BREA, WABEAZREZRRN BT L
BUHTSTRARH, FIREHLIIE R, AIAES BEHEAE
[, ’rﬁﬁqfﬁéttfﬂif%d\(_ ﬁﬁ%ﬁ‘]fﬁ&ﬁ%ﬂu?: Y= sin (21; a 2%) — _cos (%’T _ M) ,
[FIF, Yw = —28F,

™
<p:§+2k7r (kez),

i) IS A F LLL = —
: 4L
HUBITIENS, ACDIEESR - y= (721’ * 3) - (% 6>
2N iR s ;Z’KHJjIEEﬁéFgé;‘ ‘jB ° Effa 22/
4 U P st WABIEZEZHNBC -

Figure 11: An example of a physics MCQ. Figure 12: An example of a math MCQ.
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Question
Question (Multiple Choice): The figure below shows a part of the
graph of the function y = sin(wz + ¢). Determine sin(wz +

®) =0

V A
1
/—'_‘x_
. >
0 i 21 .
6 3 ’
Options:
A. sin (w —+ 3)

B. sm(f —2w)
C. cos (2w+ )

D. cos (5—"' = 29:)

Difficulty Level: 0.7

Domain: Functions

Module: Functions

Chapter: Trigonometric Functions
Standard Solution: B, C

This question primarily assesses trigonometric functions.
From the figure, we know that

therefore

s0 |w| = 2.
When w = 2, since the graph passes through the points (%, 0) and
(27", 0), and f(0) > 0, we have

27
@ = ?+2k7r (k € Z),
thus
o ) oo -2)
= sin a5 = = —cCcoS| —/— —zx ),
g 3 6
similarly, when w = —2,

Lp:g+2kﬂ' (k € ),

n (224 5) =eos (204 5)
= Sin — T — = COS x —
& 3 6

Therefore, the correct answer is BC.

SO

Figure 13: The English translation of the math MCQ
example in Fig. 12.

Question

mA (FEE) - i, #FEBE ML
2Oy, oHTEHFE F, B TH P,
BARKERNIT R FMEALTRIREREA . A8
TR 5 S AR T AR

1
y—kx—%(l-i-k) *(k > 0)

FoRHJiS L, HPERSRHA AR - B
FERTEM M S AR AR PR . (1) SRIEBEIER
GiE; () WES-ZRREF- Y (BmE
KA HRITEERN32TK, wlmErmse
Ea%iﬁﬁ%&“ﬁﬂ“, MR Ll e ? 1B

y (FX

o x CEKD

Difficulty Level: 0.7
Domain: Geometry and Algebra
Module: Geometry and Algebra
Chapter: Plane Analytic Geometry
Standard Solution
(1) 4y =0, Bkzr - L(1+k?)2* =0, HE
PR AR S FAe > 0, k>0,

= = <
TR k++ ~

20k 20 ?0 10,

4 HENEE = IS o B DUE B & K5 R
F107FK .

(2) FHa >0, BrlEFEEeTEH HiR
SR >0, 3.2 = ka — 55 (1 + k*)a® AL
%a‘éﬂ:k%ﬁfr%a%? — 200k + a®> + 64 = 0HIE
SHHI=

A = (—20a)? — 4a*(a® +64) > 0

20a + +/(—20a)? — 4a2(a? + 64)

k=
2a?

>0

(NEEA—R) - T HaNBIL6T KES,
A AR

A B8 B RS 7 RE AT R A AN SE ) B
EMRFIR (1) KMEPHEKFE, By =
ORf ) — MR IIAR, RN & B SHk, BTl
Rk AV BUETE B E 73 50— MREERKR(E, AP
AR ARSTE. (2) MBS F ERES X
MR RATE By = 320 % - ARIE IR
WEER, "EHAHETLHE -

Figure 14: An example of a math Q&A question.



Question

Question (Q&A): As shown in the figure, set up a Cartesian co-
ordinate system xOy, with the z-axis on the ground, the y-axis
perpendicular to the ground, and the unit length is 1 kilometer. A
cannon is located at the origin. It is known that the trajectory of the
cannonball after firing is represented by the equation

1
y=ke— (1 + k)2 (k > 0)

where k is related to the firing direction. The cannon’s range refers
to the x-coordinate of the landing point of the cannonball. (1) Find
the maximum range of the cannon; (2) Suppose there is a flying
object in the first quadrant (ignoring its size) with a flight height of
3.2 kilometers. What is the maximum x-coordinate a such that the
cannonball can hit it? Please explain your reasoning.

y Ckm )

of x Ckm)

Difficulty Level: 0.7
Domain: Geometry and Algebra
Module: Geometry and Algebra
Chapter: Plane Analytic Geometry
Standard Solution
(1) Sety = 0, obtaining kx — 55 (1 + k*)2® = 0. From the
actual meaning and problem conditions, we know > 0, k > 0,
thus

20k

20 _ 20 _
T14k2 B

k++ = 2

10,

equality holds if and only if & = 1. Therefore, the maximum range
of the cannon is 10 kilometers.

(2) Because a > 0, the cannonball can hit the target <> there exists
k > Osuchthat3.2 = ka— 2—10 (1+%?%)a? holds <> the equation
a?k? — 20ak + a? 4 64 = 0 in terms of k has positive roots <>
the discriminant

A = (—20a)° — 4a*(a®> +64) >0 a <6

At this time,

_ 20a + /(—20a)? — 4a?(a® + 64) o

k
2a2

0

(Not considering the other root). Therefore, when a does not exceed
6 kilometers, the target can be hit.

This question primarily tests the application of functions, equations,
and basic inequalities. (1) To find the maximum range of the cannon,
which is the larger root when y = 0, because there is a parameter
k, we need to determine the maximum value of the other root based
on the range of k, which gives the cannon’s maximum range. (2)
The meaning of the cannonball being able to hit the target is that
when the flight height y = 3.2, there exists a solution. Based on
the quadratic function having positive roots, we can derive the range
of a.

Question

mE (%) - WwWEFR, EXRENKEE
b, FEm = SkgMIWik, FEKFHNF =
1ONFIERS, MERILFIRIZE), BB =
3so K: (1) JIFTE3sIA X 9 & B 80 B
(2) NFE3sNIT YRR ThE,  (3)
TE3sR, 1 XTI BRI T 2

i

s
Difficulty Level: 0.7
Domain: Classical Mechanics
Module: Mechanical Energy and Its Conservation
Law
Chapter: Work and Power
Standard Solution
(1) HFEE _EFEE: F = ma, 3sHXT
RN e = at®, W FAE3sHNYIERT
WD AW = Fo, BRILAIHS: W =90J.
(2) NFAE3sNN D EMIHIFHTIRAP =
W —=30W.
(3) E3sKWEIEE R NN = at, N
TE3sAR , NEX PRI BN TR AP =
Fuv, BRSLA[#: P = 60W -

A EEZ B EE  FRMI R AKX AEF
5118,

[] RIS i -

(1) B4WE _EETEHZshrnEE, F
AR H3s AW ALRS, EEEE K 1 FAE3s A
S BT AT -

(2) HRHEP = YRR H ) FIE3sAXT )45
EPFEIThE .

(3) SEHEHBTESsRYMARAEE K/, RIEP =
Fol ] B H7E3sHK 1 W4 A Th i) B st o

Figure 16: An example of a physics Q&A question.

Figure 15: The English translation of the math Q&A
question example in Fig. 14.
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Question

Question (Q&A): As shown in the figure, on a smooth
horizontal plane, a mass m = 5kg object is acted
upon by a horizontal force F* = 10N and starts
moving from rest. The motion time is t = 3s. Find:
(1) The work done by force F' on the object within
3s; (2) The average power of force F' in doing work
on the object within 3s; (3) The instantaneous power
of force F' in doing work on the object at the end of
3s.

-

W TrrrrrrrTie

Difficulty Level: 0.7

Domain: Classical Mechanics

Module: Mechanical Energy and Its Conservation
Law

Chapter: Work and Power

Standard Solution

(1) From Newton’s second law, FF' = ma. The
displacement of the object within 3s is z = %atQ.
Therefore, the work done by force F' on the object
within 3sis W = Fz. Solving these equations yields
W =90J.

(2) The average power of force /' in doing work on
the object within 3s is P = % = 30W.

(3) At the end of 3s, the velocity of the object is
v = at. Therefore, the instantaneous power of force
F' in doing work on the object at the end of 3s is
P = Fv. Solving these equations yields P = 60WV/.

This problem primarily tests the application and cal-
culation of Newton’s second law and power formulas.
Problem Solving:

(1) Using Newton’s second law, the acceleration of
the motion can be calculated, which allows us to
find the displacement of the object within 3 s. This
displacement can then be used to calculate the work
done by force F' on the object within 3s.

(2) Using P = %, the average power of force F' in
doing work on the object within 3s can be calculated.
(3) First, calculate the velocity of the object at the
end of 3s. Then, using P = F'v, the instantaneous
power of force F' in doing work on the object at the
end of 3s can be calculated.

Figure 17: The English translation of the physics Q&A
question example in Fig. 16.
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D The Distribution of Choices of MCQs

Table 7 shows that over 99% of MCQs in MM-
SciBench have 4 choices.

Subject Image 4 Choices Other Total

Physics X 2230 27 2257
Physics v 448 2 450
Math X 500 0 500
Math v 260 0 260
Total 3438 29 3467

Table 7: Distribution of choice numbers in MCQs in
MMSciBench by subject and image presence.
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E Qualitative Study Examples for
LLM-as-a-Judge

This section provides examples from our qualita-
tive study on GPT-40’s performance as a judge,
illustrating both correctly and incorrectly judged
cases. Each example is presented first in its original
Chinese version, followed by its English translation
in a separate figure.

E.1 Correctly Judged Examples

Examples in this section (Fig. 18, Fig. 19, Fig. 20,
Fig. 21) illustrate cases where GPT-40 correctly
judged models’ answer.

E.2 Incorrectly Judged Examples

Examples in this section (Fig. 22, Fig. 23, Fig. 24,
Fig. 25) illustrate cases where GPT-40 incorrectly
judged the models’ answer.
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Question

B () . WECHF R CRIETh AR, HEEREMREWARES T —MREFKFE . S
AR R RO = o AREE e R AT, MIERRIE AR, HUEIARIE NS E g, SIEENG, K.
(1) #EkpImE; (2) WHE LREFEHGE LSt EEET -

Standard Solution ,

(1) WEEAMAETNHEE, AGLE =mg, #5: M=%

(2) EHIBREE M, WHEE m, WHEPLEREE N, Wr = R+ A, WRENE LETR, TH

SIARMILS, BEmY = mimr, @3 T =2n )/ E°

Model Response (Gemini 1.5 Pro 002)

T LI R

XEAER T 5 AR Rz RRR -

(1) HERA L& -

FEHEREE, BAETHEIN, W mg=GYXp B, mEVENRE, MEMKNTE.
WHAHERFRM: M = &

) KAREAT T B _
WARTEBEHU AT BEREOHGE EAEAT, BUEEERR + he TTHSIRE URBERZHE R ON: G2l =
mopy B o WA OSEE -

WHAE: 0= /CM

BT AT ST IE A KRR T = 22

KrofRA LS, B3] T = omy/ ELth)?

FZRREBIOM = L RALRK, B8 T =2 [EEP — o, [BEP
G

R, AR = YRR E LT EAT = 2ny/ “’;’T’f .

Judgment Analysis

GPT-40 Judgment

ST ZEHEEFAFEE: (1) REROREM; Q) RREREHE LETHEHT.
NTFEE (1), PEBERGEHOHIRFEREANS: M= & XEREERTOAMER . Fit, %24
S HER T & LS 10 2 IR Y -

WHTFFAEE () FEERAMGIETARARY: T = on/EHT 3 R SIREERF AR —
B Wb, PERTANBIT AR MR IERR -

TR A5 R

TR FIMT SR B

T RIR2AMTAE R B

HIWreE R 1B

Human Meta-Judgment: GPT-40’s judgment is correct.

Analysis

The GPT-40 judge can compare the final answer of the evaluated model’s response with the standard solution.

Figure 18: An example of a correctly judged physics Q&A question.
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Question
Question (Q&A): The successful launch of China’s “Shenzhou” series spacecraft marks a high level of development in
China’s aerospace industry. It is known that a certain spacecraft is orbiting in a circular orbit at an altitude h above the
ground, the Earth’s radius is R, the gravitational acceleration at the ground is g, and the gravitational constant is G.
Find: (1) The mass of the Earth; (2) The period 7" of the spacecraft’s orbit in the aforementioned circular orbit.
Standard Solution

(1) The gravitational force at the ground is equal to the universal gravitational force, so G

M=

=@
(2) Let the Earth’s mass be M, the spacecraft’s mass be m, and the radius of the spacecraft’s circular orbit be r,
then 7 = R + h. When the spacecraft is orbiting, the universal gravitational force provides the centripetal force, so

(R+h)3
gR?2

Mm __
R2 T

mg, solving gives:

2 L
G”;IQW = m%r, solving gives: T' = 27

Model Response (Gemini 1.5 Pro 002)

“Shenzhou” spacecraft orbit problem solution:

This question examines the knowledge of the universal law of gravitation and circular motion.

(1) The mass of the Earth:

At the Earth’s surface, the gravitational force equals the universal gravitational force, i.e.: mg = G
mass of the object, and M is the mass of the Earth.

Mm

T2~ Where m is the

Simplifying gives the Earth’s mass M: M = %
(2) The orbital period 7' of the spacecraft:
The spacecraft orbits at an altitude h above the ground, with an orbital radius of R + h. The universal gravitational force

provides the centripetal force for the spacecraft’s circular motion: G’% = mR”—_HL where v is the linear velocity of
the spacecraft.
Simplifying gives: v = %

The orbital period 7" of the spacecraft equals the orbit circumference divided by the linear velocity: 7" =
Substituting v into the above equation gives: 1" = 21/ (Rgiﬁ)g
Substituting the previously derived M = 982 into the above equation gives: 7' = 2w /M = o/ B0

27 (R+h)
v

Therefore, the period of the spacecraft orbiting at an altitude h above the ground in a circular orbit is 7' = 27 UZ‘;};)
Judgment Analysis

GPT-40 Judgment
Analysis: This question consists of two sub-questions: (1) Find the mass of the Earth M; (2) Find the orbital period 1’
of the spacecraft in the circular orbit.

2

For sub-question (1), the student’s answer provides the Earth’s mass formula as: M = %, which is identical to the

formula in the standard solution. Therefore, the student’s conclusion for the Earth’s mass is correct.
. . . . 3 -
For sub-question (2), the student’s answer provides the orbital period formula as: 7" = 27 (R;%g) , which is also

consistent with the formula in the standard solution. Therefore, the student’s conclusion for the orbital period is correct.
Sub-question judgment results:

Sub-question 1 judgment result: Correct

Sub-question 2 judgment result: Correct

Judgment result: Correct

Human Meta-Judgment: GPT-40’s judgment is correct.

Analysis

The GPT-40 judge can compare the final answer of the evaluated model’s response with the standard solution.

Figure 19: The English translation of the correctly judged physics Q&A example in Fig. 18.
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Question

[i] 7 (ﬁ”” )+ (RANEHS8s) BAlfEp: KTzl 2 + (t — 2)x + 1 = OCER, Mg 77
a2 + ty_ = 1R Sy AR - E-pSp A RIS DB, SREEE R ETEHE -

Standard Solution

Hidlp: KTzl + (t—2)z+1 = OLER, HA=(t—-2)°-4<0, H0<t<4, fidlg J7
a2 + ;1 = RSy EROE, Mt —2> 1, Bl ¢t > 3; Z-pSp A oFRAEGE, NHEpEeh
B, FTLl0 < ¢t < 4Ht <3, MR150 <t <3, FTLUMBUETEERO <t < 3-

Model Response (Gemini 1.5 Pro 002)

E ESR—p Flp A g [FIBS B AR -
ﬁf‘aﬁﬁﬁfﬁ@p KFe MR +(t — 2z +1 =0 BELER. IBHKREZHTEMAFRA < 0. A =
(t—2)2 —4(1)(1) =2 — dt+4- 4=1>—4t <0, t(t— )<0ﬁ$ﬁ0<t<4
RIG S M nfllg: 77 FEa® + ;1 =1 RESEy #EAOME . XEWEt—2>1, 8t >3, Ht—2+#0,
Bt # 2. BTLAt > 3o
gﬁ;ﬁlﬁﬁp%@zﬁi, Mp AE, Blo<t<4. FlpAqg R HTp HE, ZffipAqg hER, NgLHRE g h
%, Blt < 38it=2.
Hh—p Fip A q RIS AR, Frllp WEHq BB p HE: 0<t<dq B t <38t =2
ﬁiﬂ]%%:*fﬂ’]mt FIEEE F 1i1e0<t<4ﬂ(t§3jat:2)o HF0<t<4, ATllt=28/8%H. XA
Ht <3, Bh0<t<4, BEO<t<3o
é%L tEﬁEX{E/BIE(o 3].

wAEZE: (0,3]

\

Judgment Analysis

GPT-40 Ji udgment

ST ARSCEEE TR, RO X B R T AT - SRS SRS H A RIBUETL R0 < ¢ < 3, 1M
LA HERN(0,3]- KPR B AR R, B h BB AR K TO BNF B T3 . X F A I
Eﬁg‘(tﬁ@?ﬂﬂ, —MERAEXFR, MA—PMERAXAFRRE, BE#HirOEEE2ER LR
HIWreE R 1B

Human Meta-Judgment: GPT-40’s judgment is correct .

Analysis

The final answer provided by Gemini 1.5 Pro 002, expressed as (0, 3], differs in notation from the standard solution,
given as 0 < t < 3. Despite the difference in presentation, both expressions are semantically equivalent. GPT-40
accurately recognizes this equivalence and delivers a correct judgment.

Figure 20: An example of a correctly judged math Q&A question.
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Question

Question (Q&A): (This question is worth 8 points) Given proposition p: The equation 2 + (¢ — 2)x 4+ 1 = 0 with
respect to 2 has no real roots, and proposition ¢: The equation > + ty_—zz = 11is an ellipse with foci on the y-axis. If —p
and p A\ q are both false propositions simultaneously, find the range of values for the real number ¢.

Standard Solution

From proposition p: The equation x? + (t — 2)z 4+ 1 = 0 with respect to z has no real roots, so A = (t —2)? —4 < 0,

which gives 0 < t < 4. Proposition ¢: The equation 2> + % = 1 is an ellipse with foci on the y-axis, sot — 2 > 1,
ie.,t > 3. If =p and p A g are both false propositions simultaneously, then p must be true and ¢ must be false, so
0 <t<4andt < 3, solving gives 0 < t < 3. Therefore, the range of values for ¢is 0 < ¢t < 3.

Model Response (Gemini 1.5 Pro 002)

The problem requires that —p and p A g are both false propositions simultaneously.

First, analyze proposition p: The equation 2 + (¢t — 22x + 1 = 0 with respect to z has no real roots. This means
the discriminant A < 0. A = (t —2)? —4(1)(1) = t* —4t + 4 — 4 = t* — 4t < 0, t(t — 4) < 0 Solving gives
0<t<4 )

Next, analyze proposition ¢: The equation 2% + %5 = lis an ellipse with foci on the y-axis. This means ¢t — 2 > 1,
ie,t>3,andt —2#0,ie.,t#2 Sot > 3.

Now consider that —p is false, so p is true, i.e., 0 < ¢t < 4. At the same time, p A q is false. Since p is true, for p A g to
be false, ¢ must be false. g is false, i.e.,t < 3ort = 2.

Since —p and p A g are both false simultaneously, p must be true and ¢ must be false. p is true: 0 < ¢t < 4 q is false:
t<3ort=2

We need to find the range of ¢ such that 0 < ¢t < 4 and (¢t < 3 ort = 2). Since 0 < t < 4, t = 2 satisfies the condition.
Also, since t < 3, combined with 0 < ¢t < 4, we get 0 < ¢t < 3.

In summary, the range of values for ¢ is (0, 3].

Final answer: (0, 3]

Judgment Analysis

GPT-40 Judgment

Analysis: This question does not include sub-questions, so only the final answer needs to be judged. The standard
solution gives the range of ¢ as 0 < ¢ < 3, while the student’s answer is (0, 3]. These two expressions have the same
meaning, as both represent ¢ greater than 0 and less than or equal to 3. The two expressions differ only in notation—one
uses inequality notation, while the other uses interval notation—but they describe exactly the same range and are
mathematically equivalent.

Judgment result: Correct

Human Meta-Judgment: GPT-40’s judgment is correct .

Analysis

The final answer provided by Gemini 1.5 Pro 002, expressed as (0, 3], differs in notation from the standard solution,
given as 0 < t < 3. Despite the difference in presentation, both expressions are semantically equivalent. GPT-40
accurately recognizes this equivalence and delivers a correct judgment.

Figure 21: The English translation of the correctly judged math Q&A example in Fig. 20.
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Question R
mE (R . BHEEd, b, ?%EQ¥EWE@E/\D?J5 Hipq = (1 -1). (1) &|¢| = 3v2,

B2/)d, RARTHL. ) £(D|=1, BTL(T -20), K505 KM
Standard Solution
(1) %7 = (z,y), BA|T|=3V2, FﬁU\\/mQ—I—y _3f® AT =(1,-1), || @, Fllxy—

zx (-1)=00, K1OO, @i’w{z:igﬁ{x L (3T (<3,3)+
) [ = (=i, FIe|= \/ﬁ_\[ FXd L(d - D), BT (@ —28) =0, B

D727 0 b—O Fibl| @ 2—2/@|| D |cos6 =0, EH[T| = v2, |b|—1 FTLA(v/2)%—2v/2cos 6 = 0,
flfGcosd = L2, NENO<O <7, FiLlo=1.

Model Response (DeepSeekMath-7B-Instruct)

(1) BFC | @, U eSdM A mMERESMER - Bit, FE— P Lk, #1587 = kd. HF|7| =
3f fmﬁ)lk?l—?)f Bk @] = 3v2- BF|| = 12+ (—1)2 = V2, Frlljk| = 3. Bk, @ =
3d = (3,-3

) aﬁm(a_zb) RITAT (- 2%) =0- BFEST- 7275 =0. EET?-?:WP:&
Fitlz—2@-5 =0, G- 5 =1. FEI, Cos@-lg”l;l—\fll—f BTLIO =
FRLL, (1) MR LIRS, -3); (2) a’%bm%ﬁaajﬂ

Judgment Analysis

GPT-40 Judgment

T XA FEERATRE, 250E (1) .

T (1) - FEEREARG IR HIALTTHN(S, ~3). STEERTPRIATRER 2 —HER - RIBETREE
FL R T AT BERIRE (2, y) = (-3,3), FEERGEHH %ﬁmEEﬁE’J*?’FqﬂA“T&F - B, FEFEE—
TR A %%Eﬁﬁi .

WM (2) ;- FEBEREH = I, XSTPEERETTE b NRAONER—F. FIt, $EESE AT
[ E’J&%Jﬂmﬁﬁﬁi H7.

TIAN A W45 R

TR L AT EE R IER

TRR2FIMT A R 1B

HIWreE R B

Human Meta-Judgment: GPT-40’s judgment is incorrect.

Analysis

For sub-question (1), the GPT-40 judge misinterprets the standard of correctness, which requires that the evaluated
model’s final answer be semantically equivalent to the standard solution, rather than a subset of it. As a result, the judge
renders an incorrect judgment.

A

Figure 22: Example 1 of an incorrectly judged math Q&A question.

14646



Question .
Question (Q&A): Given that vectors @, b,and ¢ are three vectors ir)l the same plane, where_?) =(1,-1). () If
€] = 3v2 and_)? | @, find the coordinates of vector . (2)If |b| = 1 and @ L(d — 2 ), find the angle 0

between @ and b .
Standard Solution

(1) Let @ = (x,y). Since | €| = 3v/2, we have \/z2 + 42 = 3v2 D. Since @ = (1,—1) and ¢ || @, we

=3 = —
have 1 x y — z x (—1) = 0 @. Solving Dand @together, we get {x g or {m . Thus, @ = (3,-3) or
Yy=—- Yy

7 =(-3,3).

(2) Since @ = (1,—1), we have | @| = /12 + (—1)% = /2. Since 7J_(E>—2?), we have 7~(7—2€>) =0,s0
— — —

@?—27d-b =0,andthus |@|>—2|d|| b | cos@ = 0. Since | @'| = v/2and | b | = 1, we have (v/2)?> —2v/2cos 0 =

0, solving gives cos = g Since 0 < 0 < 7, we getld = =

™
1

I
w

Model Response (DeepSeekMath-7B-Instruct)

(1) Since <z I 7, the directions of @ and @ are either the same or opposite. Thus, there exists a real number k such
that @ = k'd. Since | €| = 3v/2, we have |[k'd| = 3v/2, i.e., |k||@| = 3v/2. Since | @ | = /12 + (—1)2 = V2,
we get |k| = 3. Theref0£e>, ¢ =3d = (3,-3). - R

(2) Since @ 1(d —2b), wehave @ - (¢ —2b) = 0. Expanding, we get @ - @ — 2@ - b = 0. Since

= — -
d-d=|d>=2wehave2—-2d - b =0,ie,d - b :1.Thus,cos0:%:ﬁ:g,soﬂzl.
%

Therefore, (1) the coordinates of vector ¢ are (3,—3); (2) the angle 6 between @ and b is %o

\

Judgment Analysis

GPT-40 Judgment

Analysis: This problem consists of two sub-questions, (1) and (2).

For (1): - The student’s final answer gives the coordinates of vector @ as (3, —3), which matches one of the possible
solutions in the standard answer. Although the standard answer also provides another possible solution (z,y) = (=3, 3),
the student’s answer is a correct possibility. Therefore, the student’s answer for the first sub-question is correct.

For (2): - The student’s answer gives § = 7, which is consistent with the standard answer for the angle 6 between a

and ? Therefore, the student’s answer for the second sub-question is also correct.

Sub-question judgment results:

Sub-question 1 judgment result: Correct

Sub-question 2 judgment result: Correct

Judgment result: Correct

Human Meta-Judgment: GPT-40’s judgment is incorrect.

Analysis

For sub-question (1), the GPT-40 judge misinterprets the standard of correctness, which requires that the evaluated
model’s final answer be semantically equivalent to the standard solution, rather than a subset of it. As a result, the judge
renders an incorrect judgment.

Figure 23: The English translation of the incorrectly judged physics Q&A example 1 in Fig. 22
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Question
FEE (g - (RANERS125r) EEEES(z) = mz — 2L —lnz, m € R. EHlg(z) = L5 +
In27E[1, +o00) bR, HO € [0,Z). (1) Hm = 30, Kf(@)EAPQ, FQ))LEMIILTRE;, (2)
KOWEUE:  (3) Hh(z) = f(z) — g(a)EHE IH EHHBRHRE, KmAHRETEHE -
Standard Solution

(1) Hm =30, fz)=3cx-2-Inz, f(z)=3+3F - 1. iRPVERERL=(1) =4, f(1)=1, BT
Mly—1=4(z—1), BETERNIz—y—3=0- (2) EHHg(x)7E[l, +o0) LHIEEEL. FTLlg' () = — L5
L + 1> 07z € [1,+o0) LML, Bl Ly < affw € [1,+00) AR, FTLAL; < 1. BN € [0,%),
Fillcos > 1, XHHcosd < 1, Fillcosd = 1, ATl = 0. (3) B (2) #I, EHh(z) = f(z) — g(x)
=mer—"2-Inz— (2 +Inz)=mz— 2 -2Inz, Fﬁ[«/{h():mﬁ;# A h(x)7E (O—|—oo)
Tﬂzﬁ Ffo\mx — 22 +m > 08ima? — 2z +m < 0%z € (0,+o00) HIEM ., Bz € (0, +00)if,
RS, BF(e) = 8255 = 2 (>0, Fibla+ 1 >2 (HAM Sz = 1ET &

+ 2+1 241

> F)TL/LO<F( )< 1, Fillm > 18im <0, RImAEETERE N (—oco, 0] U [1, +00) -

Model Response (Gemini 1.5 Pro 002)

B

(1) Zm =38, Kf(z) ZEHEP(L, (1) LBIVIETTIE -

Hm =30, flz)=3z—2—-Inz. f(1)=3-2-In1=1, FFLLEAPKEIEN(,1). f(z) =3+ F —
F()=3+2-1=4FYIEIENy - 1=4(x—1), Bly=42-3-

(2) 3k HIBUE -

9(z) = 2 + Inz TE[1,+o0) LHEEL, Mg/ (x) > 0 7E[1, +oo) LML g'(2) = — L5+ 2 =
m;ozgs L Fohe > 1 He € [0, Z). Frlla? cos > 0 HIL, Effig'(x) >0, RfFzcosd—1>0, Blcosd >
L%z € [1,+o0) HIEAIL - BT L HIBRKENL (e = 1B, Fllcosd > 1. XHHcosd < 1, BT
U\cosﬁzl, Blo =0-

(3) &h(z) = f(z) — g(z )Tﬁﬁxij&iﬁﬁﬁ—ﬁ@é& Fom BIBUETEH -

h(x):f(w)—g(x)—mx—T Inz — L1 — lnx—mx—m—l—f—ﬂnx.jo—O Bt LAh(z) =

x cos 0
mz — 2 —2Inz, EXHH(0,+o0)e h(z) =m+ B — 2 = m= —2w+m Bfin(z) HEEEL, WA ()
7E(0, +oo) FAEAEMABAEIEIE . Blmaz®* — 2z +m >0 ﬁmx — 2z + m < 0 7£(0, +oo) FAERL . Hm =0

i, h'(z) = —2 < 0, h(z) BFBHE, FEHEE. dm # 05, FTEE B~ R Bma® — 22 + m 1

e
m =
SR

8=

HIFIRA = 4 — 4m®e BEm > 0, BEffima® — 2z +m > 0 B, MEEA <0, B4 — 4m? < 0,
fBBm > 18m < —1. HFm > 0, Film > 1 7Em <0, Effima® — 2 +m < 0 EM, &
BEA<O, Bl4—4m2 <0, @BBm > 18m< —1- BTm <0, Fillm < —1. &F, m WBUETERE
XZE(—OO 1]U{0} U1, +o0) -

BAERE: Dy=4r—-312)0=0@3)m € (—oo,—1]U {0} U1, +o0)

Judgment Analysis

GPT-40 Judgment

ot RBEE=DFEE, 2AROVLTERRE, QAEIE, LLEEG)EE (x) BRI
S B R (85 - }

L X TFRR): - LEEREHMTE TNy = 40 - 3, SMEER—B ARE Nz -y-3=0, W
HREME . B, ?lﬂ@(l)ﬁ’]ﬁﬁmﬁﬁﬁﬂﬁ

2. W TFFARQ): - FEERGHMLEL0 =0, SIREER—E FHiit, TREBQIEZREIER] -

3. WFFIEEG): - %4 2 % HmBUETE B J(—o00, —1) U {0} U [1,+o0), T AR 2 K MimIL{E7E B
H(=00,0] U [1,+00) . BMFKTy FIE AR, HAEFREREA{0}EIEI T, REWHESREER—
B, AR = OB BT A ATEE R, FILRALEE LS RIRRIER -

T [AREA W 45 2R

FRIFAMTEE R E#

T RIRR2AIMTAE R IR

FRIFBAMTAE R E

FIWTEER: IER

Human Meta-Judgment: GPT-40’s judgment is incorrect .

Analysis

The GPT-40 judge erroneously equates the sets (—oo, —1] U 0 U [1, +00) and (—o0, 0] U [1, +00), demonstrating a
flaw in mathematical reasoning and leading to an incorrect judgment.

Figure 24: Example 2 of an incorrectly judged math Q&A question.
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Question

Question (Q&A): (This question is worth 12 points) Given the function f(z) = maz — == — Inz, m € R. The function g(z) = ——5c5 +Inz
is increasing on [1, +00), and 6 € [0, % ). (1) When m = 3, find the equation of the tangent line to f(x) at the point P(1, f(1)); (2) Find the value
of 0; ) If h(z) = f(x) — g(z)isa monotonic function on its domain, find the range of values for m.

Standard Solution

()Whenm = 3, f(z) = 3z—2 —Inw, f'(z) = 3+z%—%. The slope of the tangent lineis k = f’(1) = 4,and f(1) = 1,s0y—1 = 4(z—1),

which gives the tangent line equation asdz —y — 3 = 0. (2) Since g(ac) is increasing on [1, 4+00), we have g’ (z) = — =25 - 3%2 + L > 0for
all z € [1, +o00), which implies Cose L zforallz € [1,400), so coss < 1. Since 6 € [0, 5 ), we have cos @ > 1, and since cos 6 < 1, it
follows that cos = 1, s0 8 = 0. (3) From (2), since h(z) = f(z) — g(x) = mz_l —Inz— (% +Inz)=ma— 2 —2Inz, wehave
K (z) = "””_722""" Since h(x) is monotonic on (0, +oo) we have mz? — 2z + m > 0orma? — 2z 4+ m < Oforallz € (0, +00),
which implies thal forz € (0, 4+00), m > 2 T orm < —5%— holds. Let F'(z) = 2+1 = 1 ( > 0),s0z+ 1 > 2 (with equality when
z = 1),thus 0 < F(x) < 1. Therefore, m > 1 or 0, 50 the range of m is (—oo, 0] U [1, +oo)

Model Response (Gemini 1.5 Pro 002)

Solution:

(1) When m = 3, find the equation of the tangent line to f(x) at the point P(1, f(1)).

When m = 3, f(z) = 3z — 2 —In=z. f(1) = 3 —2—Inl = 1, so the coordinates of point P are (1,1). f'(z) = 3 + m% — 1
f'(1) = 3+ 2 — 1 = 4 Thus, the equation of the tangent lineisy — 1 = 4(z — 1), i.e.,y = 4z — 3.

(2) Find the value of 6.

g(z) = =t + Ina is increasing on [1, +-00), s0 g’ (z) > 0 holds forall [1, +00). ¢’ (z) = ——5Lt— + 1 = 2=0=1 §jnce x> 1 and

22 cos 6 T z2 cos 6
0 € [0, 5 ), we have z% cos@ > 0. Thus, for g/ () > 0, we need z cos § — 1 > 0, i.e., cos 6 > 1 forall & € [1,+00). Since the maximum
value of% is 1 (when z = 1), we have cos 6 > 1. Also, since cos § < 1, it follows that cos = 1,i.e., 0 = 0.
B)If h(xz) = f(x) — g(x) is a monotonic function on its domain, find the range of values for m.

=i —1 .
h(z) = f(z) —g(z) = me — "— —Inz — Inz =mz— "% — 1 —2InzSince § = 0, we have h(z) = mz — 2 —2Inz,
2

1
Tcosl ] @

with domain (0, +oc0). h'(z) = m + % — 2 = mﬁgmﬂ For h(z) to be monotonic, k() must be consistently non-negative or non-positive
on (0, +0o). Thatis, mz? — 2z + m > 0 or ma® — 2z + m < 0 must hold for all (0, +-00). Whenm = 0, &/(z) = —2 < 0, so h(z)
is monotonically decreasing, which satisfies the condition. When m # 0, consider the discriminant of the quadratic function ma? — 2z + m,
A =4 —4m? Ifm > 0, forma? — 2z +m > 0tohold, we need A < 0, i.e., 4 —4m? < 0, which givesm > lorm < —1. Sincem > 0,
we have m > 1. If m < 0, for ma:?2 — 22 4+ m < 0to hold, we need A < 0, i.e., 4 — 4m? < 0, which givesm > lorm < —1. Sincem < 0,
we have m < —1. Thus, the range of m is (—oo, —1] U {0} U [1, +00).

Final answer: (1) y =42 —3(2)0 =03)m € (—o0, —1] U {0} U [1, +00)

\

Judgment Analysis

GPT-40 Judgment

Analysis: This problem consists of three sub-questions: (1) finding the equation of the tangent line, (2) determining the value of 6, and (3) evaluating the
monotonicity of the function h(z) and the range of values for the parameter m.

1. For sub-question (1): - The student’s answer gives the tangent line equation as y = 4a — 3, which is consistent with the standard answer, expressed as
4z — y — 3 = 0; both are equivalent. Therefore, the answer for sub-question (1) is correct.

2. For sub-question (2): - The student’s answer gives & = 0, which is consistent with the standard answer. Therefore, the answer for sub-question (2) is
correct.

3. For sub-question (3): - The student’s answer for the range of m is (—oo, —1]JU{0}U[1, +00), while the standard answer gives (—oo, 0]U[1, 4+00).
Although the expressions differ slightly, when considering the single point {0}, the student’s answer includes m = 0 separately and aligns with the
standard answer’s range, making the final conclusion correct.

Sub-question judgment results:

Sub-question 1 judgment result: Correct

Sub-question 2 judgment result: Correct

Sub-question 3 judgment result: Correct

Judgment result: Correct

Human Meta-Judgment: GPT-40’s judgment is incorrect .

Analysis

The GPT-40 judge erroneously equates the sets (—oo, —1] U {0} U [1, +00) and (—o0, 0] U [1, +00), demonstrating a flaw in mathematical
reasoning and leading to an incorrect judgment.

Figure 25: The English translation of the incorrectly judged math Q&A example 2 in Fig. 24

14649



F The Relationship Between Model
Performance and Difficulty Levels

Table 8 presents the performance of evaluated mod-
els across different human-annotated difficulty lev-
els. The analysis reveals a general trend where
most models exhibit higher accuracy on questions
with a difficulty score of 0.7 compared to those with
a score of 0.8. This suggests that as the complex-
ity of the problems increases, model performance
tends to degrade.

Notably, ol demonstrates a different pattern. Its
performance on text-image math questions is re-
markably consistent across both difficulty levels
(67.24% for difficulty 0.7 and 68.75% for diffi-
culty 0.8). This consistency, and even slight im-
provement on higher difficulty problems in this
subset, highlights its robust capabilities in handling
more challenging multimodal mathematical reason-
ing tasks.
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Math Physics Overall

Models
Difficulty 0.7 Difficulty 0.8 Difficulty 0.7 Difficulty 0.8 Difficulty 0.7 Difficulty 0.8

Llama-3.2-90B-Vision-Instruct 17.68% 9.62% 37.20% 10.34% 32.12% 9.73%
Gemini 1.5 Pro 002 59.91% 33.97% 66.95% 24.14% 65.12% 32.43%
Claude 3.5 Sonnet 39.29% 23.72% 61.00% 10.34% 55.34% 21.62%
GPT-40 37.68% 23.72% 57.22% 20.69% 52.13% 23.24%
Qwen2-VL-72B-Instruct 37.77% 19.23% 64.72% 20.69% 57.69% 19.46%
DeepSeekMath-7B-Instruct 23.77%* 9.26%* - - - -
Qwen2.5-Math-72B-Instruct 61.60%* 29.63%* - - - -

ol 67.24%!* 68.75%" - - - -
Claude 3.7 Sonnet 39.85%" 18.75%1 - - - -

Table 8: Model accuracies across different difficulty levels (0.7 and 0.8). Values marked with * indicate accuracies
reported only on text-only questions. Values marked with T indicate accuracies reported only on text-image

questions.
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G Error Type Distribution and Examples

Table 9 presents the distribution of error types
across all evaluated models. Examples of each
error type and their corresponding English transla-
tion are also presented (Fig. 26, Fig. 27, Fig. 28,
Fig. 29, Fig. 30, Fig. 31, Fig. 32, Fig. 33, Fig. 34,
Fig. 35).
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Question

giﬁg zéﬁg;é? FEREHE X AT HEFEHF R, BEYLAE T 10000X M B8 rERS, B2 N EEAREIR
R %] .

(1) fETHZH XX P B PSR, (F—E8dEZX R SEERE)  (2) Mz elh
X B AL T X B] [20, T0)AOMEZE;  (3) ELANZHL XX RS B M B R N0.1%, %X SR
T X (8][40, 50) AT A D& 1% H X S A D E16%, MIZi XS 1A, #F L ARG T X [F][40, 50), KUt
NBRXFERPEER  (F%10.0001) -

0.023 |-==eemsenen —
0.020 |----------= N
0.017
0.012
0.006 [------| -4
0.002 -~

0.001 —'_

010 20 30 40 50 60 70 80 90  fEuA (%)

Standard Solution

(1) “FHFERT = (5% 0.001 4 15 x 0.002 425 x 0.012 4 35 x 0.017 + 45 x 0.023 +55 x 0.020 + 65 x 0.012 +
75 x 0.006 +85 x 0.002) x 10 = 47.9 (%) -

(2) A = {— NBIXFER SR AEX 8[20,70)}, MIP(A) =1 — P(A) = 1 — (0.001 + 0.002 + 0.006 +
0.002) x 10 =1—0.11 = 0.89 -

(3) B = {{Fik— NERAT X H[40,50)}, C = {fEiE— ABXFEREL, W H SR A

8P(C|B) = 5T} = 21%xp028x10 — 0.001x0.23 — (0014375 ~ 0.0014-

AL B SRR A .
(1) FIFASE BT B SRIE RN .
(2) BA = {— NBXFREIFERAE X [F[20,70)}, AABER AT HEIH .
(3) &B = {{Ek— AFRATXE[40,50)}, C = {{Ek— ABXFER}, HFEHRAXRI AR -

Model Response (Qwen2-VL-72B-Instruct)

. (1) HIES M E R RS % KX R B R PSR N: T =5 x 0.001 x 10 + 15 x 0.002 x 10 +
25 x 0.012 x 10 + 35 x 0.017 x 10 + 45 x 0.023 x 10 + 55 x 0.020 x 10 + 65 x 0.012 x 10 + 75 x 0.006 x
10 + 85 x 0.002 x 10 4+ 95 x 0.001 x 10 = 47.4. (2) HFRASME T EEIZHLX DUAIX Fpas B E AL
FXIAI20, 70) BIFAZET:  (0.00240.012+0.017+0.023+0.020+0.012) x10=0.86, . .fhiTiZH X LA X P
I FBE WAL T X [B][20, 70) FOMEZR80.86. (3) MBI IXFER B R EN0.1%, %l X FER AT
X B[40, 50) BN COEGIZH RSN DEHI16%, MIZHKEH 1A, Eitb NFERA T X A[40, 50) , M
I N R PR M 28 P=0-1% X 16% =0 001 .

Error Analysis

Error Type: Visual Misinterpretation

Analysis

The model inaccurately interpreted the image by identifying a bar for the interval [90, 100) with a frequency of 0.001,
which is not present, in (1). Additionally, it erroneously identified the bar for the interval [10, 20) as belonging to the
interval [20, 70) in (2).

Figure 26: An example of Visual Misinterpretation.
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Question

Problem (Q&A): In a certain region, a survey on a specific disease was conducted, randomly surveying the ages of 100
patients with this disease. The frequency distribution histogram of the sample data is shown below.

(1) Estimate the average age of patients with this disease in this region; (use the midpoint value of each interval as the
representative value for that group of data) (2) Estimate the probability that the age of a patient with this disease in
this region lies within the interval [20, 70); (3) Given that the prevalence rate of this disease in the region is 0.1%, and
the population aged within the interval [40, 50) accounts for 16% of the total population in the region, if one person is
selected from this region and their age is within the interval [40, 50), find the probability that this person has the disease
(accurate to 0.0001).

il

0.023 |-~ o
0.020 |-~ -]

0.017
0.012
0.006 - ---| i i et et et

soot
010 20 30 40 50 60 70 80 90  4pgh (%)

Standard Solution
(1) Average age T = (5 x 0.001 + 15 x 0.002 425 x 0.012 + 35 x 0.017 + 45 x 0.023 +55 x 0.020 + 65 x 0.012 +
75 % 0.006 +85 x 0.002) x 10 = 47.9 (years).
(2) Let A = { the age of a person with this disease lies within the interval [20, 70) }, then P(4) = 1 — P(A) =
1 — (0.001 + 0.002 + 0.006 + 0.002) x 10 =1 —0.11 = 0.89.
(3) Let B = { arandomly selected person’s age lies within the interval [40, 50) }, C' = { a randomly selected person
has this disease }, then by the conditional probability formula, P(C|B) = £(8C) — 0.1%x0.023x10 _ 0.001x0.23 _
0.0014375 ~ 0.0014.

P(B) 16% 0.16

This question mainly tests events, probability, and using a sample to estimate the population.

(1) The mean can be calculated using the frequency distribution histogram.

(2) Let A = { the age of a person with this disease lies within the interval [20, 70) }, and calculate using the probability
formula.

(3) Let B = { arandomly selected person’s age lies within the interval [40, 50) }, C' = { a randomly selected person
has this disease }, and solve using the conditional probability formula.

Model Response (Qwen2-VL-72B-Instruct)

Solution: (1) From the frequency distribution histogram, the average age of patients with this disease in the region
is: T = 5 x 0.001 x 10 4 15 x 0.002 x 10 + 25 x 0.012 x 10 4 35 x 0.017 x 10 + 45 x 0.023 x 10 + 55 X
0.020 x 10 4+ 65 x 0.012 x 10 + 75 x 0.006 x 10 + 85 x 0.002 x 10 4+ 95 x 0.001 x 10 = 47.4. (2) From the
frequency distribution histogram, the frequency of patients with this disease whose age lies within the interval [20, 70)
is: (0.002 + 0.012 4+ 0.017 4+ 0.023 4+ 0.020 4 0.012) x 10 = 0.86, Therefore, the estimated probability that a patient
with this disease has an age within the interval [20, 70) is 0.86. (3) The prevalence rate of this disease in the region is
0.1%, and the population aged within the interval [40, 50) accounts for 16% of the total population in the region. If one
person is selected from this region and their age is within the interval [40, 50), the probability that this person has the

disease is P = %@;6% = 0.001.

Error Analysis

Error Type: Visual Misinterpretation

Analysis

The model inaccurately interpreted the image by identifying a bar for the interval [90, 100) with a frequency of 0.001,
which is not present, in (1). Additionally, it erroneously identified the bar for the interval [10, 20) as belonging to the
interval [20, 70) in (2).

Figure 27: The English translation of the example of Visual Misinterpretation in Fig. 26.
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Question

FE ()« QOMEZETFERITRE RN E SR, — i EiliEEize b B Em S HELZEE), HEAR/ N v - TRl
?F%WiTﬁEAET BRI SRR NN R B S, ERFFE T A « FpE—B Al 5, NRNRRg R, ERFH RN,
LRI — B S, MREEEhEIBA - EAMEER N Ng. (1) WFEEHEBANEE, () REKEHESMERRAD: IR
IEJE R RS HUFORIR, A A AE R Ay Fllvo RLTH R HIZRA: - EAINEAERIZN, W DI Bvo S B Iz B = B 1A 4T
ETB- AW ARIEER PG -

Standard Solution

(1) B B A AT & 5 B m g, IR EE 77 (0] bW IE « VTR ISR KN By 1S BRI S B B 5, Eﬂl’??ﬁ%%
JimE £ fEt = ORf, EIZIRERMMNE MEE R, MFEMEE R LS EEE), EETTEE L, KD a iR gE; — mg =
may OMMFHTERN Zlt FIEER: v1 = vo + a1ty @%%ﬁ)“fﬂﬁﬂtlxﬁk}iﬁ /EH(WEI’TE)ELZJJ JJHEF??I‘EJFEJ'F K J\az/m
B: qE> + mg = may OHTEENZty = 20KEEN: vy = v — asty uEEAAOQ_EH vy = wo — 29ty ) HEE,
fEt = ONZIEIH: qB1 = mg ©MHM = OQJETTEIJME’JH@?? s1 = vot1 + ait] @(EE/F?T})\HT?ME'J T7U t2 = 2t1EI’JETIEJIETJ
AR : s = vit1 — taot? @BBAKME: of = 2g(2h) @‘HﬂhmB AW R AR RS - EBIETA£ZJ: iR

H: s+ 52 = hOHOQOOOOQURS: Bz = [2 - 278 + §(5£)%EL FEE, > Br, BA: 2 - 2.8 + 1 (g2)° >1M

gty gty
. 0<t1 < (1— %)Ujo B ot > (1+ \F)UO AEATRERY: S RFIR A BN RLT oo > 0Flvs < OFFHEDL - Z‘:‘Bﬁ?'EAﬁ_ZF
KEBER: s1+ s2 = —h HOQ@®D®OHE: Er = [2 — QE -1 g“tol V2 E1 WEE, > By, BH: 2 — 2@ -7 911 042 > 1
Bt > (32 +1)% B—@hfi, FAEE, S&E.

[P R SK fife -
(1) SHTIMERE SRR, AlanEsetm B sEE% R, BIAALE R HIZ58E B SR KT e il B SR B2, Fidt e
BHZORR I, TG M W D), AT RE R o TS MR A S IR B 5 ) - S oL G AT P ot 12 99 3151 2 3
:méﬁ& BRTSRAGHI AT AR AP RO, Tty SR— N CAIE, B2 BRI 52 A BN AT 5K H v A/ o
) B R T REMUR M RS IR B %25, I EAATARE EB A A B R BEEAS LA EREAS T, SFHEES AF ST
1@ XTHEPJ@#%EF GO, RILEEEARTI MR, H5ZE EMEARHTENL, BIR 5 BRI FAE T 58 Ex R/ - TiARIER
, hiRHit Sl RIS, RFEME, > BB, BEARA DERARKE 6 Svo AR R -

Model Response (Llama-3.2-90B-Vision-Instruct)

(1) SRS, WHINEZ B A NFMENHNT], BSOS ENFMER - RIHEAREIm, BEEAg. WEEALN, B
BENE,, BN NgE:, BHlmg. AT HEERGTHOHELZY), M SENES, BB = mg- HFEEE v - LH
%Eifﬁé’e%iﬁjéﬂ%ﬁEzﬁi BN B qE, - HTHIZEER K, B HHEA, WEZENEIZNgE, — mg- R EINEZD

o FREERTIAlL J5, BRRRIA, BRFEHEKNALE . BB N—qEs, ENEHN—qE> — mg - WEFIEHEZE - HFEZEhEIBA
Hj‘ EERv - HTHEES SRR PR ELZE), BERARRIE, M =vg.

) B IZ BB A TR AT F At T IMBES RS TS EERIZE, B Hs = vot o TERIFERGET, T AYIHE oo M5
EJ:MLEfJE’JH‘j(mrj]h = v2/(29)- HFBRABERTETB . AW SHESNOFME, Bh = 2s- ¥h = 2sRAR = v2/(29)F.,
B2 /(2g9) = 2vot- Bt = vo/(4g) - EREGH, WMEBHEIBEIHEREING = t1 +t1 = 2t - ¥t = 26110t = vo/(49)F,
1#2t, = vo/(4g) - BIt1 = vo/(8g) - LT, WHZBIHEHHFENFHANT] - BHFEKTE  Im, BEENg. BF 1 hqE,, &
T Hmg - ATHEERS PN EERZE), BHHEENHEE, BgE: = mg- HqBy = mgfiAgE, = mgH, BE> = E,- BT
R GBELERIOK, Ex > E1. B, Moo SRSt > vo/(8g) - G LT, JHIEIZNEIBAN AIHE o = vy, B
RIS IR NN Ey = By, ty Flug Bl RSt > vo/(89g) -

Error Analysis

Error Type: Textual Misunderstanding

Analysis

The model’s response demonstrates a fundamental textual misunderstanding of the problem’s core physical scenario, leading to entirely incorrect
derivations and conclusions. The model repeatedly misinterprets the described motion: it incorrectly assumes that the oil drop continues in uniform
linear motion even after the electric field changes at point A, stating for part (1) that the velocity at B is vo because "the oil droplet moves uniformly in a
straight line within a uniform electric field, with zero change in velocity." This ignores the explicit statements about the field strength increasing and then
reversing, which necessarily cause accelerated motion. For part (2), it continues this misunderstanding by asserting ¢ 2 = mg (implying uniform
motion under the new field E2), which leads to the absurd conclusion E2 = Ej, directly contradicting the problem’s condition that E5 is an increased
field strength and the task of finding conditions for Eo > E;.

Figure 28: An example of Textual Misunderstanding.
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Question

Problem (Q&A): (20 points) In a vacuum, there exists a uniform electric field with strength E;. A charged oil droplet moves vertically upward in this
field with uniform linear motion at a speed of vo. When the oil droplet is at position A, the electric field strength is suddenly increased to a certain value
while maintaining its direction. After a duration ¢, the electric field is suddenly reversed, but its magnitude remains unchanged. After another identical
duration, the oil droplet reaches point B. The gravitational acceleration is g. (1) Find the velocity of the oil droplet when it reaches point B; (2) Determine
the magnitude of the increased electric field strength; to ensure the subsequent electric field strength is greater than the original, find the conditions that
t1 and vo must satisfy. It is known that in the absence of an electric field, the maximum height of the oil droplet’s vertical upward motion with initial
velocity vg is exactly twice the distance between points B and A.

Standard Solution

(1) Let the mass and charge of the oil droplet be m and g, respectively, with upward velocity as positive. The oil droplet moves with uniform linear
motion in a uniform electric field of strength E'1, so the electric field direction is upward. At ¢ = 0, when the electric field strength suddenly increases
from E; to E>, the oil droplet undergoes uniform accelerated motion vertically upward, with acceleration a; satisfying: ¢E2 — mg = may @.
The velocity of the oil droplet at time 1 is: v1 = wvo + a1t @). At time t1, the electric field suddenly reverses, and the oil droplet undergoes
uniformly accelerated motion with acceleration downward, with magnitude as satisfying: ¢E2 + mg = mas ). The velocity of the oil droplet at
time to = 2t is: vo = v1 — azt; @. From equations D@D, we get: vo = ’U(] — 2gt1 5. (2) From the problem, before t = 0: gE1 = mg
®. The displacement of the oil droplet from ¢ = 0 to time ¢ is: s1 = vot1 4+ 1 alit1 (. The displacement from time ¢ to time to = 2¢; is:

S2 = vit1 — —agtl (®. From the given condition: UO = 2g(2h) ©, where h is the distance between p01nt§ B and A. If point B is above point A,
from the problem: s1 + so = h (0. From equations DRED® @), we get: Ex = [2 — 2 :tol + qtl 0)21E, . For E5 > Ej, it must satisfy:
2 — 2;;’1 + 1 (g”t"1 )2 > 1,ie,when: 0 < #; < (1 — L)”—0 or: t1 > (1+ ﬁ)"—0 which correspond to v2 > 0 and v2 < 0, respectively.
If point B is below point A, from the problem: s; 4 s3 = —h . From equations D@3 ®D®(D), we get: Ey = [2 — QE — l gtl) ]E1 . For
E> > Ej, it must satisfy: 2 — 2 2o, l )2 > 1,ie,t;1 > (‘F + 1) 20 The other solution is negative and does not satisfy the problem, so

I gty gtl
it is discarded.

Problem Solving:

(1) Analyzing the motion of the oil droplet, it initially undergoes uniform linear motion upward. Upon reaching point A, due to the sudden increase in
electric field strength, it begins uniformly accelerated linear motion upward. After time ¢1, the electric field suddenly reverses, and the oil droplet begins
uniformly decelerated linear motion, possibly followed by uniformly accelerated linear motion in the opposite direction after its velocity reaches zero. By
applying Newton’s second law to the two processes after the field change, the accelerations can be determined. Since ¢; is a known quantity, the velocity
v2 can be found directly using kinematic equations.

(2) Since the oil droplet may undergo uniformly accelerated motion in the opposite direction, we cannot determine whether point B is above or below
point A, so we need to consider both cases. For each case, equations are set up using kinematic formulas and combined with the equation for vertical
upward motion to solve for the field strength E'> in each scenario. According to the problem, to find the conditions for ¢1 and vg such that E5 > Eq,
the relationship between ¢, and v can be derived.

Model Response (Llama-3.2-90B-Vision-Instruct)

(1) In a uniform electric field, the charged oil droplet is subject to the electric field force and gravity, with the electric field force opposite to gravity. Let
the mass and charge of the oil droplet be m and g, respectively. At point A, the electric field strength is E1, the electric field force is g E'1, and gravity is
mg. Since the oil droplet undergoes uniform linear motion in the electric field, the electric field force equals gravity, i.e., gE1 = mg. The velocity of
the oil droplet is vo. When the electric field strength suddenly increases to E'2, the electric field force becomes g E'2. Due to the increased field strength,
the electric field force increases, and the net force on the oil droplet becomes g E2 — mg. The oil droplet begins accelerated motion. After time ¢1, the
electric field suddenly reverses but maintains its magnitude. The electric field force becomes —q E, and the net force becomes —gE2> — mg. The oil
droplet begins decelerated motion. When the oil droplet reaches point B, its velocity is v. Since the oil droplet undergoes uniform linear motion in the
uniform electric field, the change in velocity is zero, i.e., v = vg.

(2) Let the time required for the oil droplet to move to point B be ¢. Since the oil droplet undergoes uniform linear motion in the uniform electric field, the
displacement is s = vot. In the absence of an electric field, the maximum height of the oil droplet’s vertical upward motion with initial velocity vg is
h = v /(2g). Since the maximum height is exactly twice the distance between points B and A, i.e., h = 2s, substituting h = 2s into h = v2 /(2g),
we get vg/(Zg) = 2wvot. Solving, we obtain ¢ = v /(4g). In the electric field, the time required to reach point B is t = ¢1 + ¢t1 = 2t;. Substituting
t = 2ty into t = vo/(4g), we get 2¢1 = vg/(4g). Solving, we obtain t; = vg/(8¢). In the electric field, the oil droplet is subject to the electric
field force and gravity. Let the mass and charge of the oil droplet be mm and q. The electric field force is g E2, and gravity is mg. Since the oil droplet
undergoes uniform linear motion in the electric field, the electric field force equals gravity, i.e., g 22 = mg. Substituting g2 = mg into g1 = mg,
we get £ = E;. Since the subsequent electric field strength is greater than the original, E2> > FE;. Therefore, t; and vo must satisfy the condition
t1 > vo/(8g). In summary, the velocity of the oil droplet at point B is v = v, the magnitude of the increased electric field strength is E2 = E7, and
t1 and vy must satisfy the condition ¢1 > v /(8g).

Error Analysis

Error Type: Textual Misunderstanding

Analysis

The model’s response demonstrates a fundamental textual misunderstanding of the problem’s core physical scenario, leading to entirely incorrect
derivations and conclusions. The model repeatedly misinterprets the described motion: it incorrectly assumes that the oil drop continues in uniform
linear motion even after the electric field changes at point A, stating for part (1) that the velocity at B is v because "the oil droplet moves uniformly in a
straight line within a uniform electric field, with zero change in velocity." This ignores the explicit statements about the field strength increasing and then
reversing, which necessarily cause accelerated motion. For part (2), it continues this misunderstanding by asserting g 2 = mg (implying uniform
motion under the new field E7), which leads to the absurd conclusion E2 = Eq, directly contradicting the problem’s condition that E5 is an increased
field strength and the task of finding conditions for Eo > E;.

Figure 29: The English translation of the example of Textual Misunderstanding in Fig. 28.
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Question
A (BE) - EUEWEEMER N RAEREGROEHNSRAE, AAEE— I EEEN LA E
. BESHEHEFERVNKR - EUEFRNAARET, HUA. B. O D EAERKEZAEANERD

o, BIEZl _ v5-1, T3 AP =ABG (\eR) , M= () . #W: A 5t B v5-1 C _vBil ]
\AT\

Standard Solution: D

T B P R B
dEE, B3| = |RC|, |4P|=|QC), \Zl = X2

~1BGI
FFLIES — AP = RC - QC = RG.
Y IEQl — 1PTI _ vEo1

|BO| — |AT|
Fﬁ[«/{@ W1Q? 1— ‘/53@
FIUES — AP = 1555
WA REIEERAD -

Model Response (Claude 3.5 Sonnet)

LEFATT 3 — 5 R PIX A (7] R
1) HE, ﬁﬁﬂLL%—AEEﬁE E%WGEW&EEL%
2) MRAER H 44 B 55 'ﬁ' = V51 AN HAESERT E bR B S I RIS

) EERAES, %ﬁ%%@mmmmmnm B VL = IFQL — /oo

col
4 BEFEER: ES— AP = \BO
$f£§§E¢ HTFESIRME, XLm &2 BFAEE R 6L R *ﬁﬁlﬁm%%'émwﬁlﬂm
|
6) FHitt, A= Y5l
;?%%ﬂuﬁﬁﬁﬁﬁémﬂﬁﬁﬁﬁﬁﬁﬁ%%%%ﬁﬂﬁﬁo
R A

Error Analysis

Error Type: Reasoning Error
Analysis
The model exhibits a significant reasoning error by misapplying the properties of the golden ratio and failing to

perform correct vector manipulations. It incorrectly assumes the given ratio @ f L

directly applies to other
unrelated segment ratios and then makes an unsubstantiated leap to connect the vector difference ﬁ ﬁ with @
using the golden ratio ‘f'*'l . The model overlooks crucial vector equivalences (like 179) I@ and ﬁ Q?) which

simplify the expression to @ and then fails to correctly relate }@ to @ using the given ratio and appropriate vector
direction, ultimately arriving at an incorrect magnitude and sign for A.

Figure 30: An example of Reasoning Error.
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Question

Problem (Multiple Choice): The solemn and beautiful five-pointed star on the national flag and emblem symbolizes
revolution and brightness. The five-pointed star is a very elegant geometric figure and is closely related to the golden
ratlo In the five-pointed star shown in the figure, the polygon with vertices A, B, C, D, F is a regular pentagon, and

:Af’;: Y51 1 FS — AP = A\BQ (A € R), then A = (). Options: A. Y3t1 B, Y5=1 ¢ _¥5&1 p 1-V5

Standard Solution: D

This question mainly tests linear operations with plane vectors.

From the problem, |ﬁ| = \}@\ |ﬁ| = |Q?| 'P_ﬂ %
Thus,ﬁ ﬁ ﬁ Q?’:

Since % % ‘[ 1

Therefore, @ ‘f 1@
Thus, ﬁ A = 1 f@

Hence, the correct answer is D.

B4,

Model Response (Claude 3.5 Sonnet)

|

Let’s solve this step by step:
1) First, we know this is a regular five-pointed star, where ABCDE forms a regular pentagon.

2) According to the given condition: % = ‘/52*1

. This ratio is actually the reciprocal of the golden ratio.

|BS| _ |BG|

3) In a regular five-pointed star, all segment ratios are the same, so: B2 — ool E=l

4) According to the vector relation: ﬁ ﬁ ?

5) In a regular five-pointed star, due to its symmetry, there is a fixed proportional relationship between these vectors.
The difference between ﬁ and ﬁ is proportional to Bﬁ exactly by the golden ratio.

6) Therefore, A = %

This result can be verified through the geometric properties of the regular five-pointed star and its relation to the golden

ratio.
Choice: A

Error Analysis

Error Type: Reasoning Error

Analysis
The model exhibits a significant reasoning error by misapplying the properties of the golden ratio and failing to
perform correct vector manipulations. It incorrectly assumes the given ratio % f L directly applies to other

unrelated segment ratios and then makes an unsubstantiated leap to connect the vector difference ﬁ ﬁ with @
using the golden ratio f‘*'l . The model overlooks crucial vector equivalences (like ﬁ = }@ and ﬁ = Q?) which

simplify the expression to @ and then fails to correctly relate @ to @ using the given ratio and appropriate vector
direction, ultimately arriving at an incorrect magnitude and sign for .

Figure 31: The English translation of the example of Reasoning Error in Fig. 30.
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Question

FE (BE) - (RS 1009y) ERERY L, REEESERN (B—RONEE) BHEFPEYZE GCEMA) BB TRR
EEXNTE T . REZKREFRBRTEAESERN, LW —ARFEHM AR ZEHERREREA: R mE R 77 @ EE A
MbrRzoy, MMy Or) TR EziXREABCEAIELH ARy = asin(wz + @) + b (0 < ¢ < m)KHR, NCHEFISR
D5, REGTURME, MSRHEITHEHIRSERINE, EDAMCOSIERFATHESRL : o = 340 . EKFTHX LBRSRRH
EBWMETREIR, XEDERSABCRRTERINE, EF BEBRMELED BRIEY HfE) E3XE EATHNRSHEF - I
TEEIRRERURA(0,22), MB(12,19), HD(44, 16)RIEBIXFHFEa, b, w, ¢, HAEERBw = 5 - (1) FHERFEKE
tHa, b, w, HEZERMELARELIT (BISKF SEEAFR) (1) ZRWEEES KD SR ENZEEES000/k, B I F A
ks 2, NMIHERE, XUHRIEMmEERRE DT?

¥
’ oeF
4 E
»’P
o b
(44,16)
P | ;
Standard Solution

(1) BHhC, DETELINK, FrUCSBIRN(2 x 34 — 44,16), B1(24,16), BA. B CHIMAEIMUNBTR, 5

22 =asingp +b (@)
19=asin(Z +¢)+b @
16:asin(%+cp)+b @

@-O, Fafsin(Z +¢)—sing] = =3, @-O, Fa[sin(F +¢)—sinp] = —6, FTA2sin(F +¢) —2sinp =sin(F +¢) —sinp, FF
Lleos ¢ + V/3sinp = %2 cosp + S singp, FTLA(1 — ?)Cosgp = (2 —V3)sinp = \/g(g —1)singp, FTLA, tangp = 7§,
Mo<p<m, Fillp=n—% =35, RAQ@, #b=19, BHD, Ba=6, filla=6, b=19, ¢ = 3. T&, ABCERNEN
KNy = 6sin(So+ 3Z)+19. HNHEE. DEF BRI Ny = 6sin[5 (68 —2) + 3Z]+19, T E (68 —zr)+ 3E = %,
fEfGer = 92, PFrllfe = 920, RMGAIM. (1) B (1) W%, yr = 6+ 19 = 25, HUXRERIEZKAEMS000 x (25 — 16) =
450007C -

ZEK%EEE%%QE%%%I« (1) B RBMELAN M, B @=mRs, REEf. (D & (1) BSEK@R, T
Yy BJIH -

Model Response (Qwen2-VL-72B-Instruct)

22=a+b
2 19=—a+b

Sa=-3,b=4, "D4,16), w = 5%, .16 = —3sin(FH x4d+9)+ 4, 0< o< 7w ¢ =7% DER

S5ABCBATELL : x = 343, EFRERNELEDERMES ME) EBLXE EFTHENREAF, . FAfBELIRR6s;

(ID) M (1) &1, y=—3sin(Ho+5)+ 4L, . o=680, y=25 . XUR(EMAN(25 — 16) x 5000 = 450007 -

g (1) BER. £ =12, "T =24 T =2 " w=5=, ""A0,22). B(12,19), w = &, {

Error Analysis

Error Type: Integration Failure

Analysis

The model exhibits an integration failure due to its inadequate synthesis of information from both the provided text and the image. The entire textual
description of this problem involves multiple instances that correspond to different parts of the image content, with various textual descriptions aligning
with distinct positions in the image. This places a high demand on the integration of information from both modalities. Faced with this challenge, the
model was unable to respond effectively. Firstly, the model fails to incorporate a critical piece of textual data: the given value of w = 5. Instead of
using this provided constant, the model attempts to calculate w independently and arrives at an incorrect value (w = {5 ), which derails all subsequent
parameter calculations for the function y = a sin(wz + ¢) + b. Secondly, the model misinterprets the textual description of point F' as the peak of the
continued trend of segment D E, which is also visually supported by the image showing F' beyond E. The model incorrectly identifies the x-coordinate
of F" as 68, which is the x-coordinate of point E (the end of the symmetric segment D E), rather than the x-coordinate of the actual peak F' that continues
the upward trend. This signifies a failure to correctly integrate the definition of point F' from the text with the overall graphical and mathematical context.

Figure 32: An example of Integration Failure.
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Question

Problem (Q&A): (This question is worth 100 points) In the stock market, investors often refer to the changes in a stock’s moving average (denoted as
M A) to decide whether to buy or sell stocks. Investor Lao Zhang, while studying a stock’s chart, noticed that the M A line of a particular stock has
been behaving distinctively recently: If a Cartesian coordinate system xoy is established as shown in the figure, the stock price y (in yuan) and time
« relationship in the ABC' segment can be approximately described by the equation y = a sin(wz + ¢) + b (0 < ¢ < ). From point C to
today’s point D, the stock is in a bottoming-out phase, and today there is a clear sign of the end of this bottoming phase. Points D and C are exactly
symmetric about the line [ : @ = 34. Lao Zhang predicts the future trend of the stock as shown by the dashed line in the figure, where the D E segment
is symmetric to the A BC' segment about the line [, and the E'F’ segment continues the trend (pattern) of the D E' segment to reach the peak of this
upward rally at point F'. Now, Lao Zhang decides to use points A (0, 22), B(12, 19), and D (44, 16) to determine the constants a, b, w, ¢ in the
equation, and has already obtained w = 5. ( [ ) Please help Lao Zhang calculate a, b, w, and determine when the stock price peaks (i.e., find the
x-coordinate of point F); (I]) If Lao Zhang can buy 5000 shares of this stock at the price at point D today and sell all of them at the price at point F',
without considering other fees, how much profit can he make from this operation in yuan?

xa

(44, 16)

P | ;
Standard Solution

() Since points C and D are symmetric about the line I, the coordinates of point C are (2 X 34 — 44, 16), i.e., (24, 16). Substituting the coordinates
of points A, B, and C into the equation, we get:

22 =asinp + b @)
19:asin(%+ap)+b ®
16:asin(%+cp)+b ®

Subtracting Dfrom (2), we get a[sin(% + o) —sin ¢] = —3. Subtracting Dfrom ), we get a[sin(% + @) —sin ] = —6. Thus, 2sin(E +¢) —
2sin ¢ = sin( 5 +¢)—sin ¢, so cos p+/3sinp = g cos ga+% sin ¢, and thus (1—?) cos p = (%—\/5) sinp = \/5(%—1) sin .
Therefore, tan p = — @ Since 0 < p < m,wehavep =7 — & = 57". Substituting into @), we get b = 19, and from (D, we get a = 6. Thus,

a=6,b=19,¢ = %‘. Therefore, the equation for the ABC' segment is y = 6 sin(Z5 + %‘) + 19. By symmetry, the equation for the DE F'
segment is y = 6 sin[Z5 (68 — ) + %’] + 19. Thus, %5 (68 — zr) + %’ = T, solving to get x o = 92. Therefore, the stock price peaks when
x = 92. (I[) From ( ] ), we know y» = 6 + 19 = 25. Hence, Lao Zhang’s profit from this operation is 5000 x (25 — 16) = 45, 000 yuan.

This question mainly tests trigonometric functions. ( [ ) Through the symmetry of the function and the line, the equation can be determined by solving
trigonometric functions. (I]) Using the equation obtained in ( | ), the value of 4= can be determined.

Model Response (Qwen2-VL-72B-Instruct)

Solution: ( [ ) From the problem, £ = 12, thus T' = 24. Since T' = 27, we have w = ;. Given A(0, 22), B(12,19), w = %, we obtain:

19=—-a+b g2
get p = % Since the D E' segment is symmetric to the ABC' segment about the line [ : = 34, and the E F’ segment continues the trend (pattern) of
the D E segment to the peak of this upward rally at point F', the x-coordinate of point F" is 68.
(ID From (1), weknow y = —2 sin (& z + Z) + 4L. Thus, when © = 68, y = 25. Therefore, the profit from this operation is (25 — 16) x
5000 = 45000 yuan.

= b
{ ey Jthusa = —3,b = 47 Given D(44,16),w = %5, wehave 16 = —3 sin ({5 x 44+ ¢) + 4. Since 0 < ¢ < m, we

\

Error Analysis

Error Type: Integration Failure

Analysis

The model exhibits an integration failure due to its inadequate synthesis of information from both the provided text and the image. The entire textual
description of this problem involves multiple instances that correspond to different parts of the image content, with various textual descriptions aligning
with distinct positions in the image. This places a high demand on the integration of information from both modalities. Faced with this challenge, the
model was unable to respond effectively. Firstly, the model fails to incorporate a critical piece of textual data: the given value of w = 5. Instead of
using this provided constant, the model attempts to calculate w independently and arrives at an incorrect value (w = 75 ), which derails all subsequent
parameter calculations for the function y = a sin(wz + ¢) + b. Secondly, the model misinterprets the textual description of point F' as the peak of the
continued trend of segment D E, which is also visually supported by the image showing F' beyond E. The model incorrectly identifies the x-coordinate
of F' as 68, which is the x-coordinate of point £ (the end of the symmetric segment D E), rather than the x-coordinate of the actual peak F' that continues
the upward trend. This signifies a failure to correctly integrate the definition of point F' from the text with the overall graphical and mathematical context.

Figure 33: The English translation of the example of Integration Failure in Fig. 32.
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Question

ﬁﬂ% () . (A2 135) H?ﬂlilaﬁHﬁ@?ﬁlﬁﬁﬁ~??tti~17£W AR HE R I 2R : a1, a2 a3 a4,

ag a7 ag ag, ----- ERERNE—Far, az, as, - HH— A ZERT], iLhb,, Hby = 4, by = 10, FHG—17
EEPIETJE’] THar, as, AIREFIC,, ERnTAINS, . (1) KETb, METAR; () HLEs, NE-HFE S—7F

0% A2 345 1) nmriqmm%ttw AHHE—AES, Hars = 1. OKS,; @IEM = {n| (n + )Cr > X, n € N*}. £k
AMBITCENRCN3, SRABUETER -
Standard Solution

(1) FHRb, WEEED, HEHby =4, by = 10, HEAZENC, Hby +d = 4,b) +4d = 10, f#Fb, = 2,d = 2, FTLEFb, 1@
Iﬁ//_\\fﬁ:bn =2n.

2) ORE—ITARMELESI A g, HAnfTHEL +3+5+ - +(2n — 1) = n® 4 H3® < 13 < 4%, fillaio = bs =
8, a13 = a1’ =8¢° =1, Bg=3, ARC, =2n-(J)" ' = 5=
BiblSn = AT+ H+ 3+ st S =+ E At Ao+, FRMEERLS, =
2%14’2%4’2%*‘1’ *‘rﬁfwi_l_‘l* 1;’41217 ﬁ‘SnZS* ;:Lt22°
@HEOMC, = 2y, P < 228D . 5f(n) = 20 HEBF1) = 4, f(2) = F8) =6, f(4) =5, f(5) = L&,
Hf(n+1) = f(n) = CEDEM | R, > 30, f(n+1) < f(n)-
B MEITTEANECH3, FTL € (4, 5] -

Kﬂfﬁ%ﬁgﬁﬁil % G -
) BT, AEEHF], MARIECAESL - d, NTEEEGb, FEHAT;
2) D1 Faro = by = 8, XK Barz = 1, NTiEElq, MATEEEFIC, HETAR, ATLIE HC,, % HEGIRI S E BT THUG
Fost, R AR RN AT S B AT n RIS,
Q@HEEMAEN < 20D B f(n) = 20ED AR £ (n) ISR AT N BUETER -

on—2 on—2

Model Response (Claude 3.5 Sonnet)

(1) REGF{ b, } FRETAT
BB {by VEEEHT, WHAEND. Clbs = as =4, bs = as = 10 RILEEHFIMUR, bs = by + 3d, FTLI10 = 4 + 3d, fi#
ﬁ‘d(:jg NEHNby = by —d =4 —2 =2, FTLEFI{b,} ERAKNb, = b1 + (n — 1)d=2+2(n — 1) =2n-
(2) DKS,
B AT A g - HIC, TS HRFZ P EGATIHEAT, BIC: = as, 02 — g, Ol = @y E{M%:ﬁi
%B Hﬁ@lﬁﬂ ﬂa13=1ybg§§'§zi€ al—b1=2a=b2—4 a3= .q=4q, as = asz - q _4q

-q = 6q, ar = as - q¢>. = 6¢°, ag = a5 - ¢° = 6q°, :as- 4—6qua13hﬂ;¥4ﬁ %41T7§7/\§5(
*“ﬂmgﬁ“, Hlass = b1 - ¢ = 86° = 1, Bilie® = &, q :% B G = ba g0 = 2m - (3)") = m - (§)"~2 =
An-(3)" > Sn =35y Ok = sy 4k(3)" =430, k(3)" - FIRBIEIERA: S = zk L kaP = 2+20% 4323+ .. +na”

n n n z(l—=z n z(l—z ng"t1!
2S = 2®+22%+ ...+ (n—Daz" +nz"t! (1-2)8 = x+a> +a° +... 42" —na"t! = 2022 _pnil g — W T

- 1 Ta-(H™) n(G)nt 1\n 5@ 5@
Ho = 3, Sn=4] a-D? ~ i1 1=8[1—-(3)"] —4n(3)" =8—(n+8)(3)"-
(2) @R BUETE R

={n|(n+1)Cn 2 A, n eN"}, [M|=3: (n+1)Cp = (n+1)-4n(3)" =4n(n+1)(3)" = f(n)- f(1) =8, f(2) = 12,
’;(ZQK_ 12, f(4) = 10 f(5) = 7.5, f(6) = 5.3... f(n)FEHEW, Hf(2) = f(3) FR|M| =3, FLNKEIETEEH7.5 < A < 10-
BXEY n:v7v<

Lb,=2n2 DS, =8—(n+8)(3)" @75 <A< 1

Error Analysis

Error Type: Calculation Error

Analysis

The model exhibits significant calculation errors in Part (2) of its response, which propagate to affect the final answers. Firstly, when determining

the sum S,,, after correctly setting up the arithmetic-geometric series summation 4 >}’ k(%)]C and applying a general formula, the model’s

20-(PH™  n Gt
a-1)2 -1

be 8 — (4n + 8)(%)", which is equivalent to the standard solution’s S,, = 8 —

simplification S,, = 4 [ results in 8 — (n + 8)(3)"™. The correct simplification of its own intermediate steps should

n+2

n—2°
during the calculation. Secondly, when calculating f(n) = (n 4+ 1)Cy, = 4n(n + 1)(3)™ for part (2)2), the model correctly states the formula for
f(n), but then lists numerical values f(1) = 8, f(2) = 12, f(3) = 12, f(4) = 10, f(5) = 7.5. These listed values are exactly double the correct
values that its own formula f(n) = % would produce (f(1) = 4, f(2) = 6, f(3) = 6, f(4) = 5, f(5) = 3.75). These specific numerical

miscalculations are central to the incorrect range derived for .

This discrepancy arises from an error in combining terms

Figure 34: An example of Calculation Error.
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Question
Problem (Q&A): (This question is worth 13 points) Arrange all terms of the sequence {a, } into a table where each row has two more terms than the
previous row: ai, a2z a3z a4,as ag Q7 ag Ag, - . It is known that the first column of the table, a1, a2, as, - - -, forms an arithmetic
sequence, denoted as {b,, }, with bo = 4 and b5 = 10. The numbers in the middle of each row, a1, as, a7, - - -, form the sequence {C), }, with the
sum of its first n terms denoted as .S,,. (1) Find the general formula for the sequence {b,, }; (2) If, starting from the second row, the numbers in each row
from left to right form a geometric sequence with the same common ratio, and a13 = 1, find: DS,,; @Let M = {n| (n +1)Cp, > \,n € N*}. If
the set M has exactly 3 elements, find the range of \.

Standard Solution

(1) Since {b,, } is an arithmetic sequence with bo = 4 and b5 = 10, let the common difference be d. Then, b1 + d = 4 and by + 4d = 10. Solving,
we get by = 2, d = 2. Thus, the general formula for the sequence {b,, } is b, = 2n.

) (DLet the common ratio of the geometric sequence in each row be g. The total number of terms in the first n rowsis 1 +3+5+- - -+ (2n — 1) = n2.

Since 32 < 13 < 4%, wehave a19 = by = 8,and a13 = a10q° = 8¢° = 1,s0q = . Therefore, Cp, = 2n - (%)"—1 = itz

Thus, S, = 2_% + 2% + 2% + 4 27;7_13 + 5tz Then, S = % + 2% + 2% + -4 2’:;12 + gmtr- Subtracting, we get
%Sn:ﬁ+2%+2%+~-+y+727;—11:47 2EZ Thus, S, = 8 — A%

(@From Q\ we know Cr, = 75,50 A < nz(:fl) Let f(n) = "("+1) . Calculating, we get f(1) = 4, f(2) = f(3) = 6, f(4) = 5,
f(5) =1 andf(n+1)—f(n) w Thus, when n > 3 f(n+1) < f(n).

Since M hdb exactly 3 elements, A € (4, 5].

This question mainly tests arithmetic and geometric sequences.

(1) Since {b,, } is an arithmetic sequence, we can use the given conditions to solve for b1 and d, thereby obtaining the general formula for {b,, };

(2) DSince a19 = by = 8 and itis given that a13 = 1, we can find g. Then, we can obtain the general formula for the sequence {C, }, which is in the
form of a product of an arithmetic and geometric sequence. Using the method of staggered subtraction, we can find the sum of the first n terms, S,, ;

(2From the given conditions, we have A < M .Let f(n) = M . Based on the monotonicity of f(n), we can determine the range of \.

Model Response (Claude 3.5 Sonnet)

(1) Find the general formula for the sequence {b,, }

The sequence {b,, } is an arithmetic sequence with common difference d. Given by = az = 4, b5 = as = 10. By the properties of an arithmetic

sequence, bs = ba + 3d, so 10 = 4 + 3d, solving gives d = 2. Also, by = bo —d = 4 — 2 = 2, so the general formula for {b,,} is

bp,=b1+(n—1)d=2+2(n—1) =2n.

(2) DFind S,

Let the common ratio of each row be g. The terms of the sequence {C', } are the middle terms of each row, i.e., C1 = a1, C2 = a3, C3 = az,
. Since, starting from the second row, each row forms a geometric sequence and a;3 = 1, observe the table: a; = by = 2, a2 = by = 4,

as =as-q=4¢ a4 = az-q°> = 4q°. a5 = by = 6,a6 = a5 - ¢ = 6q,a7 = a5 - ¢° = 6¢°,as = a5 - ¢° = 6¢>, a9 = a5 - ¢* = 6¢".

aq3 is in the 4th row, which has 7 numbers, with the middle term being the 4th, i.e., a13 = by - q3 = 8q3 =1, s0 q3 = %, q = % Thus,

Cr=ba-q" ' =2m- (3)" = n-(3)"2 = an- (3)" Su = Dp_, Ok = Doy 4k (3)* = 437, & (3)". Using the

staggered subtraction method: S = 77, kx* =x + 222 + 323+ ... +ne" xS =224+222 + ...+ (n— 1)z" + nz" T (1 —z)S =

n " 1 (1™ nt1
etz 4z’ 4. o —ngttl = 20220 et g o % - mff:l Whenz = 3,5, =4 2((%(%2))2 ) _ (3 —)%
8[1-(3)"] —4n(3)" =8-(n+8)(3)"

(2) @Find the range of A

M = {n|(n+1)Cp 2 A,n €N}, M| =3. (n +1)Cp = (n+ 1) -4n (3)" = 4n(n +1) (3)" = f(n). (1) = 8 f(2) = 12,
f(3) = 12, f(4) = 10, f(5) = 7.5, f(6) = 5.3... f(n) increases then decreases, and f(2) = f(3). Since |M| = 3, the range of X is
7.5 < X < 10.

Final Answer:

Lb, =2n2 DS, =8—(n+8)(3)" @75 <A< 10

Error Analysis

Error Type: Calculation Error
Analysis
The model exhibits significant calculation errors in Part (2) of its response, which propagate to affect the final answers. Firstly, when determining

the sum S,,, after correctly setting up the arithmetic-geometric series summation 4 > 7| Ic(%)’c and applying a general formula, the model’s

. F0=(P™  n(FHmH! . 1 N : . .
simplification S, = 4 | 2 a 12)2 — 12 T results in 8 — (n + 8)(5)™. The correct simplification of its own intermediate steps should
T2 2
be 8 — (4n + 8)( %)", which is equivalent to the standard solution’s S, = 8 — 277‘L+2 This discrepancy arises from an error in combining terms

during the calculation. Secondly, when calculating f(n) = (n + 1)Cy, = 4n(n + 1)(3)™ for part (2)2), the model correctly states the formula for

f(n), but then lists numerical values f(1) = 8, f(2) = 12, f(3) = 12, f(4) = 10, f(5) = 7.5. These listed values are exactly double the correct
values that its own formula f(n) = ";Zf;) would produce (f(1) = 4, f(2) = 6, f(3) = 6, f(4) = 5, f(5) = 3.75). These specific numerical
miscalculations are central to the incorrect range derived for A.

Figure 35: The English translation of the example of Calculation Error in Fig. 34.
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Model Visual Misinterpretation Textual Misund di R ing Error Integration Failure Calculation Error Total Cases

GPT-4o 7.5%(3) 2.5%(1) 67.5%(27) 7.5%(3) 15.0%(6) 40
Claude 3.5 Sonnet 5.0%(2) 2.5%(1) 82.5%(33) 0.0%(0) 10.0%(4) 40
Gemini 1.5 Pro 002 7.5%(3) 0.0%(0) 75.0%(30) 5.0%(2) 12.5%(5) 40
Llama-3.2-90B-Vision-Instruct 5.0%(2) 2.5%(1) 85.0%(34) 0.0%(0) 7.5%(3) 40
Qwen2-VL-72B-Instruct 5.0%(2) 0.0%(0) 80.0%(32) 2.5%(1) 12.5%(5) 40
Qwen2.5-Math-72B-Instruct -(-) 0.0%(0) 100.0%(10) -(-) 0.0%(0) 10
DeepSeekMath-7B-Instruct -(-) 10.0%(1) 90.0%(9) -(-) 0.0%(0) 10
ol 20.0%(2) 0.0%(0) 60.0%(6) 0.0%(0) 20.0%(2) 10
Claude 3.7 Sonnet 40.0%(4) 0.0%(0) 40.0%(4) 0.0%(0) 20.0%(2) 10
Overall Average 7.5%(18) 1.7%(4) 77.1%(185) 2.5%(6) 11.3%(27) 240

Table 9: Error distribution across different categories for evaluated models. Percentages are followed by absolute
counts in parentheses. Categories with -(-) indicate an impossible combination of model and error type.
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