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Abstract

Conversational assistants are increasingly pop-
ular across diverse real-world applications,
highlighting the need for advanced multimodal
speech modeling. Speech, as a natural mode
of communication, encodes rich user-specific
characteristics such as speaking rate and pitch,
making it critical for effective interaction. Our
work introduces DAMSEL, a data-centric cus-
tomization approach for efficiently enhancing
multimodal understanding in conversational
speech modeling. Central to our contributions
is a novel multi-task learning paradigm that
involves designing auxiliary tasks to utilize a
small amount of speech data. Our approach
achieves state-of-the-art performance on the
Spoken-SQuAD benchmark, using only 10%
of the training data with open-weight models,
establishing a robust and efficient framework
for audio-centric conversational modeling. We
also introduce ASK-QA, the first dataset for
multi-turn spoken dialogue with ambiguous
user requests and dynamic evaluation inputs.

1 Introduction

Real-world adoption of intelligent multimodal con-
versational agents has progressed quickly in recent
years due to the impressive capabilities of Large
Language Models (LLMs). However, despite nu-
merous applications, including smart home sys-
tems, contact centers, customer support/service,
personalized education etc. (Hemphill et al., 1990;
Khatri et al., 2018b; Li et al., 2017; Von Ahn, 2013;
Fatima et al., 2024; Li et al., 2023; Zheng et al.,
2024), there has not been the same rapid progress
in adapting Multimodal LLMs (MLLMs) to spoken
contexts due to several fundamental challenges.
Speech data constitute high-dimensional signals
that are difficult to model even for frontier mod-
els (e.g., Whisper-based models are limited to 30
seconds; Chu et al. (2024); Radford et al. (2023))
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S Spoken Context

1) ...the logo could prominently
featured the Arabic numerals fifty

Text Question
Rather than Roman numerals, what
did the NFL decide to use?

Standard tuning: misheard context!
arboreal nummular X
DAMSEL tuning: good "hearing"! J
arabic numerals
Figure 1: Automatic speech recognition is a necessary
implicit skill for MLLM in end-to-end spoken question
answering. We propose DAMSEL, a data-centric multi-
task learning approach which explicitly teaches these

skills, as exemplified by this QA pair from Spoken-
SQuAD.

and Gemini 1.5 represents 1 second of audio using
25 tokens'). These are temporal signals which
include acoustic phenomena (e.g. background
noise Mehrish et al. (2023)) and important par-
alinguistic information such as speaking rates or
pitch (Hirschberg, 1993; Bhattacharya et al., 2023).
Performance on speech understanding tasks is thus
greatly affected by the ability to robustly compre-
hend the semantic contents of the input speech (Li
et al., 2017), as illustrated in Fig. 1. This is further
complicated by the long-standing issue of models
overfitting to individual speakers (Jung et al., 2018;
Wang et al., 2020). These can be viewed as a short-
coming of insufficient training data coverage (Yang
et al., 2024b). However, large-scale speech data
collection is notoriously difficult due to privacy
concerns (Nautsch et al., 2019; Qian et al., 2018).
Despite the difficulty of large-scale collection,
task-specific data is increasingly the most effective
approach to guarantee use-case customization for
state-of-the-art MLLMs like Gemini or GPT (Gem-

1https://ai.google.dev/gemini—api/docs/audio?
lang=python
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ini Team et al., 2023; Brown et al., 2020). These
models are closed-source, but offer commercial tun-
ing APIs, which typically do not permit modifica-
tions to the model or learning objective. Even with
smaller open-weight models, it can still be compu-
tationally intractable to iterate on architectures and
train from scratch due to the expensive compute
resource demands (Groeneveld et al., 2024). These
motivate the design of efficient data-centric meth-
ods (Seedat et al., 2022) which maximize models’
ability to overcome the aforementioned challenges
of long speech understanding reliably.

In this work, we take a data-centric perspective
towards addressing the varied challenges of adapt-
ing multimodal LLMs for speech. Our contribu-
tions can be summarized as follows:

* We bring a multi-task learning paradigm to
improve speech understanding implemented
via a simple but effective data-centric ap-
proach called DAMSEL (DAta-centric Multi-
task SpEech Learning). Rather than using
additional datasets, we instead design auxil-
iary tasks to maximize cross-modal learning
from a fixed set of recorded speech.

* We propose Ambiguous Spoken Conversa-
tional Question Answering (ASK-QA), a
novel dataset which combines the challenges
of multimodal speech modeling and mixed-
initiative interaction. ASK-QA features con-
textually ambiguous questions along with
long multi-turn speech and diverse accents,
speaking rates, and pitches.

* We validate the proposed data-centric ap-
proach on three spoken question answering
(SQA) corpora: ASK-QA, Spoken-SQuAD,
and SD-QA, representing various combina-
tions for whether input questions and knowl-
edge context are represented as text or speech.
Our approach applied even to open-weight
models is able to outperform the existing state-
of-the-art on Spoken-SQuAD using only 10%
of the available training data.

2 DAMSEL: Data-centric, Multi-task
Speech Learning

We consider the setting of customizing an MLLM
for use in request-based end-to-end speech model-
ing, similarly to Shih et al. (2024). An MLLM is
provided as input an audio recording and textual
context. The backbone of many MLLM architec-
tures is a textual decoder-only LLM (Liu et al.,

2024), so the textual context usually contains an
instruction. These settings involve reasoning about
some contextual knowledge and conversation his-
tory. The model aims to provide a correct answer
to a target question (i.e. the last conversation turn).
Different applications may involve spoken conver-
sations about written information (e.g. document-
grounded QA), or written conversations about spo-
ken information (e.g. meeting summarization).

Tuning MLLMs with cross-entropy loss is ad-
vantageous as it can be used to unify diverse
tasks as a single text-to-text objective (Raffel
et al., 2020). Many recent studies find that multi-
task learning (Caruana, 1997) using additional
datasets greatly improves downstream task per-
formance (Aghajanyan et al., 2021; Padmakumar
et al., 2022; Chen and Yu, 2023). Recent MLLM
efforts such as Qwen2-Audio or SALMONN rely
on similar intuitions by training their models on
many large-scale audio datasets prior to down-
stream use (Chu et al., 2024; Tang et al., 2024).
Here, we design auxiliary tasks within the same
dataset to maximize cross-modal learning gains
from a fixed set of audio recordings for a tar-
get dataset, rather than collecting any additional
recordings for generic improvements. DAMSEL
involves breaking down our problem into three in-
termediate goals: 1) correctly representing the spo-
ken context, 2) learning to reason across all input
modalities, and 3) coherently producing the correct
answer.

1) Listening Comprehension is an auxiliary
task to help the SLM “hear” the spoken context.
It has been consistently reported in traditional
cascade-style systems that SQA performance is
greatly affected by automatic speech recognition
(ASR) errors (Li et al., 2018), and thus we design
a task to specifically address this point. The objec-
tive is for the MLLM to predict a ground-truth (or
pseudo-labeled) audio transcription, given a record-
ing and a task instruction as input.

2) Cross-Modal Commonsense Reasoning is
an auxiliary task designed to unify the contents
of the spoken and textual inputs. We reframe dia-
logue response selection (Henderson et al., 2019)
as a multiple-choice reasoning task (Talmor et al.,
2019). The answer options consist of the correct
answer (e.g. “It was recovered a few months later”)
and commonsense negative answer choices sam-
pled from other training QA pairs (e.g. “Do you
mean the popular generic name?”’), as shown in
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Table A8. The objective is to solve this multiple-
choice reasoning task by selecting the correct an-
swer given the recording, conversation context,
knowledge, answer options, and a task instruc-
tion. This auxiliary task is intentionally simple
(the incorrect choices are each easy negatives) as
the goal is to supplement MLLMs’ cross-modal rea-
soning abilities which may not be explicitly learned
from the ingested data during pre-training. This
approach is also inspired by work in contrastive
learning which seeks to highlight the benefits of
correct selections (e.g., the data generation phase
in Chen et al. (2025)).

3) Response Generation is the primary objec-
tive of providing a correct answer. The inputs are
what is expected to be provided to an MLLM at in-
ference time for SQA: the recording, conversation
context, information context, and a task-specific
instruction. An example is shown in Table A11.

These tasks can be fully implemented as mod-
ifications to tuning data mixtures. As shown in
Sec. 3, this simple modification is observed to be
highly effective in improving an MLLMSs’ ability
to complete downstream tasks, particularly in the
limited data regime. We provide implementation
details for our approach in Appendix D.1.

SD-QA S-SQuAD  ASK-QA (Ours)

Avg. Audio Len. 4.8s 59s 1m 41s
Speakers/Audio 1 1 3
Knowledge Text Speech Speech
Conversation Speech Text Speech
Unique Voices 248 1 64
Avg. Turns 2 2 5.1
Answer Type Span Span Free-form
Ambiguous X X v
Dynamic Eval X X v
Disfluencies X X v

Table 1: Comparison of ASK-QA against existing
popular SQA training datasets used for experimen-
tation here. ASK-QA features ambiguous requests
and long audio context. See Appendix 3.3 for SD-QA.

3 Experiments

We evaluate our approach on SQA datasets with
different combinations of context modalities (see
Table 1). We prompt and fine-tune two closed-
source models, Gemini Pro and Gemini Flash, on
the Vertex AI platform®>. We also use Speech-
Qwen, which we built by pre-training an 17.8M
parameter projection layer between a frozen au-
dio encoder (WavLM-Large) and a frozen LLM

2https ://cloud.google.com/vertex-ai/
generative-ai/docs/models/tune_gemini/audio_tune

Original Text Conversation

[Story] The driver of a Toyota Prius says he was taken
on a wild ride Monday ...

[Turn 1] Question Asker: What road?

[Turn 2] Question Answerer: The incident occurred

on ... _
+ storyy 0> =
TS

Narrator
Voice T

l»)k
+|Turn1] E> '["; [:> .

Spoken

User

Voice TTS Multi-Turn

=+ [Turn 2] d> l'lﬂ' Conversation
Assistant s ]

Voice

Figure 2: Simplified summary of the pipeline for
constructing ASK-QA. For each text conversation in
Abg-CoQA, we construct three speaker profiles with
randomly sampled voices, speaking rates, and pitches.
We use TTS to synthesize the story context as a spo-
ken narration, then each individual dialogue turn. The
resulting audio files are joined as a single recording.

decoder (Qwen 2.5 7B-Instruct). See Appendix C
for details on Speech-Qwen. Our main findings for
ASK-QA and Spoken-SQuAD are reported in this
section. Full results and extended details for each
experimental setting are reported in Appendix E.

3.1 ASK-QA: Spoken Knowledge and
Multi-Turn Spoken Dialogue

We develop a novel corpus for speech-based mixed-
initiative conversation: Ambiguous Spoken Con-
versational Question Answering (ASK-QA). The
contextual inputs for ASK-QA are fully spoken.

Dataset Construction: We construct ASK-QA
starting from Abg-CoQA (Guo et al., 2021), a span-
based textual conversational QA task. Given a story
as context, each conversation consists of dialogue
turns where a user asks questions and an assistant
is supposed to provide the correct answer or ask a
clarifying question if the user’s request is ambigu-
ous. Our data construction pipeline is summarized
in Figure 2. The data generation process is de-
tailed in Appendix B. In total, ASK-QA contains
221.8h of speech. The training, validation, and test
sets contain 5,985, 500, and 1,345 conversations.
The average audio input length of ASK-QA is 1
minute and 41 seconds (see Table 1), which sur-
passes the input length of many MLLMs such as
Qwen2-Audio (Chu et al., 2024).

Evaluation: Following recent work (Chen et al.,
2025; Risch et al., 2021), we apply embedding-
based semantic similarity (Reimers, 2019) to allow
for flexible free-form QA evaluation. We apply
this metric to a standard single-turn setting as well
as a novel multi-turn setting which combines TTS
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Figure 3: DAMSEL, our multi-task tuning approach,
improves upon Single-task (ST) tuning with Gemini
and Speech-Qwen on ASK-QA’s multi-turn evaluation.

with the dynamic input evaluation for Abg-CoQA
in Chen et al. (2025). See details in Appendix B.2.

Findings: We benchmark end-to-end perfor-
mance on ASK-QA in Table A6 using DAMSEL
(as described in Section 2) and baseline single-
task tuning (which represents standard end-to-end
speech-to-text modeling (Shih et al., 2024)). The
listening comprehension sub-task separately mod-
els the story and conversation transcripts, inspired
by speaker diarization (Anguera et al., 2012; Gu
et al., 2021; Yu et al., 2022). With Speech-Qwen,
we see as much as 13.3% relative improvement
over standard fine-tuning depending on the amount
of available data on trajectory-level similarity in
Figure 3. Surprisingly, with Gemini Pro, we also
see relative improvements of 5.7% with 1% of the
available training data and 1.6% when using full
data, despite frontier MLLMs already having large-
scale multi-modal pre-training and the full ASK-
QA corpus containing large-scale, in-distribution
data (over 200 hours). This finding is significant
because it specifically indicates that the MLLM
is better learning to model the available speech
data. It is well-documented that 1) high benchmark
scores achieved by frontier LLMs on older corpora
may be confounded by data contamination (Roberts
et al., 2023; Qian et al., 2024), and 2) several stud-
ies demonstrate the efficacy of direct fine-tuning
given abundant data (Sharma et al., 2024; Yu et al.,
2024). Since ASK-QA is newly synthesized, Gem-
ini cannot have been trained on this exact version of
the data. This accurately highlights the difference
between direct single-task tuning and multi-task
tuning with our proposed auxiliary tasks. The im-
provements with full data indicate the applicability
of the approach for scaled data.

Percentage of Available Data

DDNet (SotA) ! 82.36
100% g mmm Speech-Qwen ST (ours) ; 80.92
17 sreceoven wr v [ NI
1 1
40 50 60 70 80 90

F1 Score

Figure 4: DAMSEL applied to Speech-Qwen outper-
forms the state-of-the-art approach on Spoken-SQuAD
using only 10% of the available data.

3.2 Spoken-SQuAD: Spoken Knowledge and
Textual Questions

Spoken-SQuAD (Li et al., 2018) is a speech version
of SQuAD (Rajpurkar et al., 2016). Rather than
span-based classification, we solve the task using
our end-to-end generative approach. Each instance
has a textual question and spoken knowledge.

Findings: In Figure 4, we benchmark DAMSEL
against single-task tuning via Speech-Qwen. Our
performance is evaluated in terms of exact match
and F1 score using the SQuAD evaluator. Our
approach, applied to an open-weight model like
Speech-Qwen, outperforms the existing state-of-
the-art model proposed in You et al. (2022) using
just 10% of the available training data, indicating
that it is highly efficient and effective for cross-
modal learning. Our expanded results which in-
clude an additional MLLM are shown in Table A7.
We see similar trends (up to 52.8% improvement
given limited data) on the multi-lingual SD-QA
corpus in Section 3.3.

3.3 SD-QA: Textual Knowledge and Spoken
Questions

We examine the setting where the single-turn QA
context is provided in the recorded speech, and
the knowledge necessary to answer the question
correctly is provided in the text.

3.3.1 Dataset

SD-QA (Faisal et al., 2021) is a large single-turn
SQA benchmark with diverse data — spanning 5
languages (Arabic, Bengali, English, Kiswahili,
and Korean) and 24 regional dialects. SD-QA is
also proposed as a span-based QA task, but we
apply our end-to-end generative approach as in
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Base Model Objective ~Data EM1 F17
Gemini Pro - 0% 4244  64.18
Gemini Pro Single 1% 46.33 67.74
Gemini Pro DAMSEL 1% 55.24 70.73
Gemini Pro Single 10% 62.79  77.80
Gemini Pro DAMSEL 10% 63.04 79.02
Gemini Pro Single 100% 63.10 78.15
Gemini Pro DAMSEL 100% 64.17 79.06
Speech-Qwen  Single 1% 13.44  25.28
Speech-Qwen DAMSEL 1% 2470  38.63
Speech-Qwen  Single 10% 29.70 43.84
Speech-Qwen DAMSEL  10% 39.92 54.35
Speech-Qwen  Single 100% 46.83 61.76
Speech-Qwen DAMSEL 100% 49.54 64.94

Table 2: Experimental results comparing single-task
SFT and our proposed multi-task approach on SD-
QA’s test set.

Section 3. We tune our models on up to 9,008 of
the 10,0008 samples made available for training,
withholding the remaining samples for validation.
We evaluate our approach on the 12,975 evaluation
samples.

Findings: We evaluate performance on SD-QA
in terms of exact match and token-based F1. Con-
sistent with our findings in Section 3, we see
that our multi-task approach is able to outperform
single-task tuning in all evaluation settings. This
is inclusive of experiments with Gemini Pro as the
base MLLM for tuning. We see a large 16.13% rel-
ative improvement (46.33 to 55.24) for exact match
in the limited data setting with Gemini.

We observe that Gemini Pro is already a strong
base MLLM, achieving competitive zero-shot per-
formance on this corpus. This is likely due to
it having a strong initialization on multilingual
ASR. We see that our Speech-Qwen model is able
to outperform zero-shot Gemini using our multi-
task approach with full data. We also observe up
to a 52.8% relative improvement over single-task
tuning with Speech-Qwen in the 1% data regime.
This is consistent with findings from Chen and Yu
(2023) in which pre-finetuning yields strong im-
provements in the extremely limited data regime.
Overall, the particularly large performance im-
provements on this particular corpus may be an in-
dication that the base models have not been trained
on as much multi-lingual data.

3.4 Ablation Studies

In Table 3, we systematically remove each indi-
vidual task: Dialogue Listening Comprehension
(DLC), Story Listening Comprehension (SLC), and
Response Selection (RS). The removal of each aux-
iliary task results in performance degradation rela-
tive to full multi-task tuning, indicating their impor-
tance towards improved cross-modal understand-
ing. We observe that removing SLC results in the
most performance degradation, which follows the
intuition in Figure 1 and Li et al. (2018).

Approach Data Single-Turn Sim. T Multi-Turn Sim. 1
DAMSEL w/o DLC 1% 53.77 53.10
DAMSEL w/o SLC 1% 52.32 51.89
DAMSEL w/o RS 1% 53.53 52.67
DAMSEL 1% 54.54 53.60
DAMSEL w/o DLC  10% 65.09 64.19
DAMSEL w/o SLC  10% 64.75 64.24
DAMSEL w/o RS 10% 66.89 66.01
DAMSEL 10% 68.27 67.58

Table 3: Systematic ablations of each individual task
type on ASK-QA in the limited data setting using
Speech-Qwen.

4 Conclusion

We propose a data-centric multi-task learning ap-
proach which helps improve speech data utilization
for MLLM tuning. Tuning on various corpora with
Gemini and open-weight MLLMs, we observe con-
sistent performance improvements regardless of
model scale and tuning access, surpassing state-of-
the-art performance on Spoken-SQuAD with open-
weight MLLMs. Future work may build upon our
insights by designing new auxiliary tasks, incorpo-
rating more expressive TTS approaches (e.g., emo-
tion modeling), or examining action optimization
strategies for ASK-QA. Our dataset and synthesis
process can also be contributed to post-training data
mixtures to improve construction of MLLMs’ for
improved long-context speech modeling abilities.
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Limitations

Transcription supervision: One of the crucial
auxiliary tasks in our approach is listening com-
prehension, as demonstrated by the performance
degradation in our ablations (Table 3). In our im-
plementation, we use ground-truth transcriptions as
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the target for this generation task. These transcrip-
tions may not be available — for instance, the ones
provided by Spoken-SQuAD and SD-QA were ob-
tained via ASR. Our transcription for ASK-QA is
not guaranteed to perfectly match the generated
speech either, despite our efforts to filter the data
quality (see Appendix B). It is not clear whether the
possibility of slight transcription errors improves
model robustness to noise or degrades performance,
and this warrants further study in future work.

TTS quality: Our data generation approach is
bottlenecked by current capabilities of TTS soft-
ware. While TTS has greatly improved in recent
years in terms of WER, we do still witness gener-
ation errors and naturalness issues when working
with long context (hence the need for filtering). We
are also not at the point in which we have perfect
controllability in paralinguistic attributes.

Generalization to paralinguistic tasks: We
propose a multi-task approach which can be used to
greatly improve performance in SQA. In the three
corpora here, listening comprehension proves to
be crucial as the primary objective is auditory se-
mantic understanding. However, in more nuanced
contexts like task guidance (Schlager and Feiner,
2024), it is more important to monitor different par-
alinguistic aspects of the user such as frustration.

Use in large-scale model post-training: We
believe that our overall data generation process
can be useful for improving MLLM post-training.
However, verifying this claim is beyond the scope
of this work due to computational constraints. We
see improved performance on our downstream task
after supervised fine-tuning of Gemini, which does
indicate positive signal that there are correlations
between our training and evaluation data.
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A Additional Related Work

Spoken question answering is a fundamen-
tal skill for intelligent spoken conversational
agents (Khatri et al., 2018a; Zheng et al., 2024).
Many tasks have been proposed in order to mea-
sure models’ ability to understand spoken con-
text (Li et al., 2018; Shih et al., 2024) and spoken
requests (Faisal et al., 2021). There have also been
recent works which propose newer SQA bench-
marks in the post-LLM era such as Nachmani et al.
(2024), but the ones there do not have a train-
ing set and so they are not directly applicable to
customization approaches like DAMSEL. Previ-
ously, most approaches to SQA focused on span
prediction using “cascade” approaches which in-
clude an intermediate step invoking an Automatic
Speech Recognition (ASR) module followed by
a fine-tuned a text classification model Chuang
et al. (2020); Li et al. (2018); Su and Fung (2020)
like BERT (Devlin, 2018). It is increasingly de-
sirable to develop end-to-end pipelines to solve
SQA tasks (Shih et al., 2024), particularly with
the rise of generalist MLLMs (Wu et al., 2024).
Such end-to-end models are desirable in speech as
they afford opportunities to directly encode useful
information in acoustic signals such as speaking
rate, pitch, or emotions. In our work, we focus on
improving methods for end-to-end SQA using both
closed-weight and open-weight MLLMs.

Mixed-initiative conversations require each in-
terlocutor to control the interaction flow (Horvitz,
1999) through the use of various pragmatic ac-
tions (Chen et al., 2023) such as clarifying ques-
tions, which can lead to to better goal completion
outcomes (Guo et al., 2021; Min et al., 2020; Wu
et al., 2023b). Many works focus on planning these
explicit pragmatic actions (Deng et al., 2024; Yu
et al., 2023), whereas other works focus on im-
plicit (Chen et al., 2025) and continuous space
actions (Wu et al., 2023a), and end-to-end gener-
ation capabilities in such settings (Li et al., 2020;
Deng et al., 2022). While there have been recent
efforts in designing multi-turn SQA corpora (You
et al., 2022), to our knowledge, there is not yet
any mixed-initiative conversation environment for
speech, despite there being many additional acous-
tic features which may introduce ambiguity (Ku-
rata et al., 2011; Mulholland et al., 2016). In our
work, we develop the first-ever conversational SQA
corpus which requires the ability to disambiguate
requests and reason about clarification questions.

Adapting models with limited speech data has
received much attention due to well-known prob-
lem of speaker overfitting across a variety of tasks
ranging from grammatical error correction (Wang
et al., 2020) to speaker verification (Jung et al.,
2018). This problem is frequently addressed with
the assistance of multi-task learning (Caruana,
1997). Pironkov et al. (2016) proposed a multi-
task objective in which they simultaneously train
a network for both ASR (their downstream task)
and speaker classification. Chen and Yu (2023)
found large downstream task performance improve-
ments on speech classification tasks following a
stage of multi-task pre-finetuning. In our work, we
view multi-task learning through a data-centric lens.
While multi-task pre-finetuning relies on additional
datasets (Aghajanyan et al., 2021; Padmakumar
et al., 2022), our approach improves the utilization
of a fixed set of speech recordings by introduc-
ing auxiliary tasks designed to improve the cross-
modal understanding capabilities of MLLM:s.

B Additional Details on ASK-QA

Here, we provide several additional details on
ASK-QA. First we describe the construction of
the dataset in detail. Then, we demonstrate the
quality of our corpus quantitatively as well as qual-
itatively. Specifically, we find that the audio quality
is very high with strong faithfulness to the original
transcript.

B.1 Dataset Construction

Overview As mentioned in Section 3, ASK-
QA is constructed using Abg-CoQA as a starting
point (Guo et al., 2021). Abg-CoQA is a textual
conversational QA task, but as it is span-based, it
does not provide very natural dialogue. Each in-
stance consists of a passage which serves as some
necessary contextual knowledge, and each conver-
sation consists of dialogue turns where a user asks
questions and an assistant is supposed to provide
the correct answer or ask a clarifying question if the
user’s question is contextually ambiguous. The first
step we take is to paraphrase each question using
Gemini 1.5 Pro to convert the task into free-form
QA generation.

Setting speaker roles Each written conversation
can be considered a machine reading comprehen-
sion task. We break them down into three compo-
nents: a story, the set of user questions, and the
set of corresponding assistant responses. Our goal
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Concatenate Original Spoken Context with Synthesized Audio Containing Model and User Response

3

Spoken Context
.. Narrator: The driver of a Toyota
0 Prius says he was taken on a wild ride
Monday ...
[intermediate conversation turns|
User: Who helped?

Speaker Metadata

ser Voice: en-AU-Standard-C
Assistant Voice: en-US-News-N
User Speaking Rate: 0.8
User Pitch: 1.

Do you mean
who initially

tried to help?

=

Scenario B: Model attempts to resolve User's request with an answer

Scenario A: Model asks a clarifying question

Text Context

The driver of a Toyota Prius
says he was taken on a wild
ride Monday ...

User: Who helped?
Assistant: Do you mean who

_User —> TS
':> Simulator

Evaluated Model's Trajectory Resolution:
A California Highway Patrol officer was

No, I mean who
was successful.
User: Who helped?

Assistant: Do you mean who ...
User Voice: en-AU-Standard-C ']JL
Assistant Voice: en-US-News-N

Trajectory Score

Similarity: 1.0

successful
'::> Ground Truth Trajectory Resolution:
S A California Highway Patrol officer was
Evaluated A California successful
Model Highway Patrol | | > Task
officer was Metrics

successful

Figure AS5: Multi-turn evaluation pipeline for ASK-QA. A model is given an audio recording containing the
spoken story and spoken conversation. It is tasked with providing the correct response. While the model response
is a clarifying question (as determined by a prompted Action Classifier), the model-generated response is appended
to a textual version of the conversation history and shown to a user simulator. The user simulator provides a
coherent response to the clarifying question, and these two generated turns are synthesized using TTS to create a
new spoken context. This process repeats until the model response is not a clarifying question.

is to convert this into a listening comprehension
task with two speakers having a conversation about
some spoken context. Thus, for each conversation,
we construct three unique speaker profiles to repre-
sent a story narrator, a user, and an assistant.

Speaker profiles Earlier works (Li et al., 2018;
You et al., 2022) used commercial text-to-speech
(TTS) software to synthesize speech, but at the time
there were relatively high word error rate (WER)
with limited options for customization. As a result,
such corpora only feature a single synthetic voice
without varied acoustic features (e.g. speaking rate,
pitch). Here, we construct a much more diverse
corpus using modern TTS solution from Google
Cloud?. To create user speaker profiles, we aim
to maximize diversity and thus sample from 38
unique voice types spanning four different accents
from English-speaking countries (US, AU, GB, IN).
We also randomly sample user speaking rates and
pitches from a truncated normal distribution. The
mean of each is set to the default value of the API
endpoint. For the assistant and narrator speaker
profiles, we aim to create professional-sounding
dialogue, instead sampling from 26 different “news”
and “studio” voices.

3https://cloud.google.com/text-to-speech

Text-to-Speech pipeline As per Figure 2, we
then apply TTS to synthesize the story and each
dialogue turn sequentially, using the appropriate
speaker profile. We then concatenate the resulting
audio files into a single spoken conversation. We
do not adjust the default speaking rates and pitches.
Following the suggestions of earlier work in text-
based data synthesis (Chen et al., 2022a; Kim et al.,
2023), we apply weakly supervised filtering to en-
sure that the synthesized speech is high quality. If
any synthesized speech exceeds a WER of 0.20 (as
determined by Whisper-Large v3; Radford et al.
(2023)), we retry the synthesis process. If it fails
three times, we discard the conversation sample.
We finally randomly insert white noise into the au-
dio by drawing from a Gaussian distribution (with
an average signal to noise ratio of 21.75dB). The
result is a unique speech CQA dataset with disflu-
encies, multiple speakers, and long audio context.
The contributions of ASK-QA compared to other
existing SQA datasets are in Table 1.

B.2 Additional Evaluation Details

Single-turn evaluation: We follow the standard
single-turn evaluation setting with pre-determined
inputs similar to existing conversational QA tasks
Guo et al. (2021); Deng et al. (2022). For an eval-
uation instance, an agent must produce a correct
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response conditioned on the speech recording. In
ASK-QA, the speech recording contains both the
knowledge context and a multi-turn conversation
context. We compare the generated answer against
the ground truth response.

Multi-turn evaluation: Chen et al. (2025) pro-
pose an automatic multi-turn evaluation for Abg-
CoQA, in which an agent dynamically interacts
with a user simulator to work towards the goal of
a conversation. Inspired by this idea, we design
the first ever dynamic speech evaluation, which is
summarized in Figure AS.

The evaluation starts by providing the evaluated
MLLM with the audio file (see “Spoken Context”
in Figure AS) and the text instruction. Next, an
action classifier determines whether the agent re-
sponse is a clarifying question or a direct answer.
The action classifier is an LLM which is directly
prompted with the textual conversation context,
the candidate response, and the action candidates
(CLARIFY/ANSWER). In this work, we use Gem-
ini 1.5 Pro. If it is a clarifying question, we sim-
ulate a user-side response to the clarifying ques-
tion using a user simulator. This user simulator
is a high-capacity LLM (here, Gemini 1.5 Pro as
well) provided with the textual conversation con-
text, and a summarization of the user’s ground truth
information-seeking intent. Our implementation of
these is the same as for Abg-CoQA in Chen et al.
(2025).

In the text setting, they concatenate the original
context with the newly simulated trajectory and pro-
vides this as a new prompt to the evaluated agent.
Here, we apply the same TTS process as in Sec-
tion 3.1 using the same speaker profiles for this
conversation to dynamically create another fully
spoken input. We then sample another response
from the evaluated agent until a direct answer at-
tempt is provided, or the maximum rollout depth
is reached (here, we set this to three clarification
turns). We apply the evaluation metric to the final
response.

B.3 Conversation Examples

In Table A4, we provide a simple example of how
a conversation in ASK-QA is paraphrased from
the original conversation in Abg-CoQA (with the
passage context omitted). One turn is grammaically
incorrect and so it is paraphrased using Gemini 1.5
Pro.

In Table A5, we provide an example of a conver-

Version Turn Speaker Content

No.
Abg- 1 User what was the others reac-
CoQA tion?

2 Assistant  Everyone was happy

3 User was he hungry?

4 Assistant Do you mean at first?

S5a  User Yes

6a  Assistant Yes

5b  User No, I mean ultimately.

6b  Assistant No, he was not hungry any-

more.

ASK- 1 User what was the others reac-
QA tion?

2 Assistant  Everyone was happy.

3 User was he hungry?

4 Assistant Do you mean at first?

S5a  User Yes

6a  Assistant Yes, he was hungry at

first.
5b  User No, I mean ultimately.

6b  Assistant No, he was not hungry any-

more.

Table A4: Comparison of the dialogue turns from
a conversation in Abg-CoQA and the paraphrased
version in ASK-QA. Bold: text paraphrased using
Gemini. We do not perturb the user turns in order to
maintain the original linguistic diversity. However, for
the Assistant turns, we paraphrase the language con-
cisely if necessary in order to ensure that the speech
is grammatically correct. Here, the only dialogue turn
that differs is 6a. (a) and (b) denote differing trajecto-
ries, which are the turns that the Assistant has to navi-
gate successfully during evaluation.

Version Turn Speaker  Content
No.
Abg- 1 User Are they related?
CoQA
2 Assistant  yes
3 User How?
4 Assistant  brothers
5 User Where do they put the
lemonade stand?
6 Assistant by the sidewalk
ASK- 1 User Are they related?
QA
2 Assistant  Yes, they are related.
3 User How?
4 Assistant  They are brothers.
5 User Where do they put the the
lemonade stand ?
6 Assistant They put the lemonade

stand by the sidewalk.

Table A5: A modified conversation in ASK-QA.
Bold: paraphrased text using Gemini. Italics: repeat
disfluency injected using LARD (Passali et al., 2022).

sation in ASK-QA with more perturbations from
Abg-CoQA. Turn 4 is rephrased as a complete sen-
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tence. Turn 5 injects a repeat disfluency into the
User-side speech. Turn 6 is also rephrased as a
complete sentence.

Table A11 provides a full example of a full ex-
ample from the ASK-QA dataset. We include the
passage context, as well as the provided dialogue
excerpt. We denote the input modalities as well as
our instruction for response generation using the
MLLM.

Our supplementary material contains an example
of an evaluation instance in our dataset.

C Efficient Multimodal Adapters via
Audio Representation Projection

As demonstrated in Section 3, our data-centric ap-
proach is easily applicable to both settings with ac-
cess to tuning APIs for closed-source MLLMs like
Gemini, and settings with access to open-weight
models for each modality. Here, we describe our
approach in the open-weight scenario.

Textual instructions serve as a highly control-
lable interface, and as such, recent work has
found much success in unifying multiple modalities
with large pre-trained decoder-only language mod-
els (Liu et al., 2024; Arora et al., 2024; Kong et al.,
2024). These works aim to leverage the impressive
instruction-following capabilities of LLMs to in-
terpret additional modalities (e.g. vision, speech,
video etc.) by effectively mapping their representa-
tions to LLM input space.

Architecture: In our work, we consider the high-
level architecture presented in Ma et al. (2024). We
projecting the speech input represented by an audio
encoder into the embedding space of an LLM to
improve performance on ASR tasks, only tuning
the weights of a linear projection layer and freezing
the other model components.* As described in Sec-
tion 3, our speech encoder is WavLM-Large (Chen
et al., 2022b). We primarily experimented with tun-
ing Qwen 2.5-Instruct (Yang et al., 2024a) with 7B
parameters as our base decoder-only LLM. We also
experimented with Phi 3.5 Mini (Abdin et al., 2024)
with 3B parameters in Table A7. These MLLMs
are referred to as Speech-Qwen and Speech-Phi,
respectively. We tune this adapter using standard
cross-entropy loss. Details on our tuning experi-
ments are provided in Appendix C.

“As in Ma et al. (2024), the projection layer consists of
merely 17.8M parameters for the proposed models.

Projection Layer Pre-training: While this pro-
jection layer is tuned directly on the target ASR
task in Ma et al. (2024), we find that this approach
may struggle with direct single-task fine-tuning on
our more difficult SQA tasks which do not have the
same abundance of data. Similarly to how visual
MLLMs are often pre-trained on image caption-
ing (Liu et al., 2024), we pretrain the projection
layer for one epoch on large-scale ASR data.

D Additional Details on Data-Centric
Multi-Task Learning

Figure A6 provides a high-level overview of our
multi-task learning approach. On the left, we show
examples of each of our SQA corpora used for
experimentation. At a high level, each corpus con-
sists of passage and a conversation. In ASK-QA,
the contextual inputs are fully spoken. In Spoken-
SQuAD, the knowledge is spoken while the ques-
tion is written. In SD-QA, the knowledge is written
while the question is spoken (in multiple languages
and regional dialects).

Regardless of the input modalities, each instance
can be mapped to new data instances representing
the auxiliary tasks in Section 2. The visible exam-
ples on the right side of Figure A6 are our multi-
task instances for Spoken-SQuAD. The top-right
panel is our Listening Comprehension task, our
middle-right panel is our Cross-Modal Common-
sense Reasoning task, and our bottom right task
is the standard QA task (which is just reorganized
from the middle-left panel).

D.1 Multi-Task Training Examples for
ASK-QA

We provide concrete examples of the auxiliary
tasks for a single instance of ASK-QA in Ta-
bles A8, A9, A10, A11. Each of these tables has
the exact same speech recording. Table A8 demon-
strates how the ground-truth answer is joined to
negatively sampled answers from other QA pair-
ings to form the response selection task. Table A11
is similar and demonstrates the textual instruction
used to steer the MLLM to directly generate the
ground-truth answer. As stated in Section 3.1, we
break the Listening Comprehension task into two
components since each recording comprises a nar-
rated story and a conversation. Table A9 demon-
strates steering the MLLM to transcribe the con-
versation. Table A10 demonstrates steering the
MLLM to transcribe the narrated story.
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mK-QA: Mixed-Initiative Conversational QA
[Audio] Story: The driver of a Toyota Prius says he was
taken on a wild ride Monday ...
[Audio] Conversation: ...
Voice 1: What road?
Voice 2: The incident occurred on a southern California

interstate.

Voice 1: Who helped?
Qesponse: Do you mean who initially tried to help? /
Y §poken-SQuAD: Spoken Context QA N

[Audio] Context: ... Although Bell was not one of the 33
founders of the National Geographic Society, he had a
strong influence on the magazine while serving as the
second president ...

[Text] Question: Bell was the second president of what
magazine?

\\Answer: national geographic society

SD-QA: Multilingual Spoken QA

[Text] Context: ... Huanza kuota mtoto anapokuwa na umri
wa miezi sita ...

[Audio] Question: je mtoto huanza kumea meno akiwa na
miezi mingapi?

Answer: sita

/ N\
Input ASR Instruction: Transcribe the speech in the audio.

Output: ... Although Bell was not one of the 33 founders of
the National Geographic Society, he had a strong influence
on the magainze while serving as the second president
from January 7, 1898 until 1903.

\ S

/ N\
( Input Reasoning Instruction: Answer the user's question |
by selecting the correct answer choice.
Question: Bell was the second president of what magazine?
A. national geographic society.
B. george bush intercontinental airport
C. land air and water
D. houston
| Output: A. national geographic society

/S N
Input QA Instruction: Answer the question using the
information from the passage in the audio.

Question: Bell was the second president of what magazine?

Output: national geographic society
N ,/

Figure A6: Creating multi-task data from individual SQA training instances. Left: examples of instance
metadata from the three SQA datasets used in this paper. Right: for each speech-QA pairing, we are able to form
three tasks designed to teach MLLMs’ cross-modal reasoning ability.

E Extended Experimental Results

Due to space constraints in the main text, we de-
scribe our additional experiments in this section.
In particular, we apply DAMSEL to a third corpus
which features multi-lingual SQA scenarios, and
we look at additional baseline comparisons and
base MLLMs.

E.1 Additional Experiments on ASK-QA

Our main findings and results are presented in Sec-
tion 3.1. Here, we present our full results on ASK-
QA. Specifically, we additionally examine the ef-
ficacy of our approach with an additional closed-
source MLLM, Gemini Flash. Our results in Fig-
ure 3 also highlight trajectory-level similarity, and
here, we also present results on single-turn evalua-
tion.

E.2 Additional Experiments on
Spoken-SQuAD

In Table A7, we provide our extended results on
the Spoken-SQuAD corpus.

Additional Models and Baselines: We addition-
ally examine experiments with Speech-Phi, which
we train as described in Appendix C. This model

Base Model Approach Data  Single-Turn Sim. T Multi-Turn Sim. 1
Gemini Flash ~ Prompt 0% 65.10 64.45
Gemini Pro Prompt 0% 63.20 62.85
Gemini Pro Single 1% 74.10 72.29
Gemini Pro DAMSEL 1% 77.64 76.66
Gemini Pro Single 10% 75.82 74.60
Gemini Pro DAMSEL 10% 79.13 77.62
Gemini Pro Single 100% 80.26 78.85
Gemini Pro DAMSEL 100% 81.40 80.12
Gemini Flash ~ Single 1% 70.43 70.60
Gemini Flash DAMSEL 1% 73.88 73.01
Gemini Flash ~ Single 10% 76.21 74.89
Gemini Flash DAMSEL 10% 77.38 75.49
Gemini Flash ~ Single 100% 79.10 77.94
Gemini Flash DAMSEL  100% 80.47 79.30
Speech-Qwen  Single 1% 47.63 47.31
Speech-Qwen DAMSEL 1% 54.54 53.60
Speech-Qwen  Single 10% 63.43 62.71
Speech-Qwen DAMSEL  10% 68.27 67.58
Speech-Qwen  Single 100% 69.63 68.80
Speech-Qwen DAMSEL  100% 71.85 71.09

Table A6: Comparing single-task tuning to
DAMSEL, our multi-task fine-tuning approach, on
ASK-QA’s test set.

uses Phi 3.5 Mini as the base decoder-only LLM,
with up to 128k context.

We also provide the full experimental results of
several baselines: FusionNet from Huang (2017),
QANet from Lee et al. (2019), DDNet which is
the state-of-the-art open-source model from You
et al. (2022), and Whisper-Qwen, which is a
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Base Model Approach Data EM1 F171
FusionNet (Huang, 2017) - 100% 46.51 60.06
QANet (Lee et al., 2019) - 100% 49.60 61.85
DDNet (You et al., 2022) - 100% 64.10 77.10
Whisper-Qwen Prompt 0% 59.13  74.08
Whisper-Qwen Prompt 20-shot  70.00  79.50
Gemini Pro Prompt 0% 67.41 82.21
Speech-Phi Single 1% 15.08 25.03
Speech-Phi DAMSEL 1% 2291 35.02
Speech-Phi Single 10% 3143 44.69
Speech-Phi DAMSEL 10% 49.32  63.09
Speech-Phi Single 100% 50.53 64.46
Speech-Phi DAMSEL 100% 62.14 74.31
Speech-Qwen Single 1% 60.25 73.24
Speech-Qwen DAMSEL 1% 63.15 75.40
Speech-Qwen Single 10% 62.69 75.94
Speech-Qwen DAMSEL 10% 66.38 78.80
Speech-Qwen Single 100% 68.75 80.92
Speech-Qwen DAMSEL 100% 72.13 82.36

Table A7: Experimental results comparing single-
task SFT (ST) and our proposed multi-task ap-
proach (MT) on Spoken SQuAD’s test set.

cascade-style system which uses uses Whisper-
Large v3 (Radford et al., 2023) to first transcribe
the audio then passes the transcription as context
to Qwen 2.5 7B Instruct (Yang et al., 2024a) (the
same model used for tuning in our experiments).
We use this modular Whisper-Qwen system with
both 0-shot prompting and 20-shot in-context learn-
ing. The in-context examples are given using fully
textual gold transcription examples.

Findings: In Table A7, we consistently see that
in the end-to-end speech setting, multi-task learn-
ing improves upon single-task learning. We see
a particularly strong improvement using Speech-
Phi. We also note that the final ability of the
adapter-trained MLLM to complete the down-
stream SQA task may depend on the base de-
coder’s performance on textual QA. If the projec-
tion layer is tuned to perfectly represent the audio,
then the bottleneck on performance may be the de-
coder model’s task performance on SQuAD since
Spoken-SQuAD is a fully semantic task with lim-
ited acoustic diversity — the focus in the corpus
construction at the time was on discrepancies be-
tween TTS and ASR (Li et al., 2018). We see
that providing Qwen with golden transcripts for in-
context learning in a modular system can achieve
very strong performance for this very reason.

F Training Details

Open-weight models: Our tuning experiments
using open-weight models are conducted on a sin-
gle node with 8 NVIDIA A100 80GB GPUs. We
rely on Deepspeed ZeRO-3 (Rasley et al., 2020)
and build on top of HuggingFace (Wolf et al.,
2020), PyTorch (Paszke et al., 2019), and SLAM-
LLM (Ma et al., 2024). For both Speech-Qwen and
Speech-Phi, we achieve our best results using an
initial learning rate of le-4. With Speech-Qwen,
we use a total batch size of 8 given our hardware
constraints. For Speech-Phi, the total batch size
is 16, 16, and 32 for ASK-QA, Spoken-SQuAD,
and SD-QA, respectively. Our models are tuned
on downstream tasks for up to 20 epochs in the
limited data setting, with early stopping based on
validation loss.

Closed-weight models: We perform supervised
fine-tuning on “gemini-1.5-flash-002” and “gemini-
1.5-pro-002” using adapters on Google Cloud’s
Vertex Al platform. We obtain best results using a
learning rate multiplier of 1. We tune our models
for a maximum of 20 epochs in the limited data
setting.

G Risks and Ethical Considerations

There are significant privacy concerns around
speech data collection (Nautsch et al., 2019), and
so in this work, we rely on synthetically generated
speech. However, as previously mentioned, one
limitation of our work is on TTS quality. It is pos-
sible that generating long-context speech at scale
will allow for hallucinations depending on the qual-
ity of the chosen TTS model. Even with automated
filtering efforts, it may still be possible for these
hallucinations to bypass the filtering mechanism.
In our corpus, the Word Error Rate should be rather
low due to the aforementioned filtering mechanism,
but this still poses risk — especially if such synthetic
data are contributed to large-scale model training.

H Artifacts Used
I Assets Used

All resources used have been cited appropriately in
the paper. In this section, we enumerate each of the
existing artifacts used in our work along with their
license.

Existing Models
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* Gemini 1.5 Pro (gemini-1.5-pro-002), Gemini
1.5 Flash (gemini-1.5-flash-002) (Gemini
Team et al., 2023): Accessed through
the Google Cloud Vertex Al Platform.
https://cloud.google.com/products/
gemini?hl=en

* MiniLM-L6-v2 (Reimers, 2019):
Apache 2.0. https://huggingface.
co/sentence-transformers/
all-MiniLM-L6-v2

* Qwen2.5-7B-Instruct  (Yang et al,
2024a): MIT Open-Source License.
https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

e WavLM (Chen et al.,, 2022b): MIT
Open-Source  License. https:
//github.com/microsoft/unilm/blob/
master/wavlm/README.md

¢ Phi-3-mini-128k-instruct (Abdin et al.,
2024): MIT Open-Source License
https://huggingface.co/microsoft/
Phi-3-mini-128k-instruct

Existing Datasets

* Abg-CoQA (Guo et al., 2021): MIT Open-
Source License. https://github.com/
MeiqgiGuo/AKBC2021-Abg-CoQA

* Spoken-SQuAD (Li et al, 2018):
Open-Source. https://github.com/
Chia-Hsuan-Lee/Spoken-SQuAD

* SQuAD (Rajpurkar et al., 2016): CC-BY-SA
4.0 License. https://rajpurkar.github.
io/SQuAD-explorer/

Existing and Software

* Google Cloud Pipeline Components:
Apache 2.0. https://cloud.google.
com/vertex-ai/docs/pipelines/
components-introduction

* HuggingFace Transformers (?): Apache
2.0. https://github.com/huggingface/
transformers/tree/main

e PyTorch (Paszke et al., 2019): PyTorch
Open Source License. https://github.
com/pytorch/pytorch/tree/main
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* Vertex Al SDK: Apache 2.0. https:
//cloud.google.com/vertex-ai/docs/
python-sdk/use-vertex-ai-python-sdk

e SLAM-LLM: MIT License. https:
//github.com/X-LANCE/SLAM-LLM/tree/
main
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Usage

Modality

Content

Input

Input

Speech

Text

Speaker 1: A few years ago, an Englishman called Roy Jones went on holiday to a small
seaside town in the west of England. He was swimming in the sea one day when, as
he opened his mouth, his false teeth fell out and floated away. The following year, Mr.
Jones returned to the same town. As he was having dinner in a local cafe one evening,
he mentioned the story of his lost teeth to the manager. The manager looked surprised.
He explained that he had found a set of false teeth on the beach last month. Then he
asked Roy Jones if he wanted to try them on. OK, said Mr. Jones. I suppose it won’t do
any harm. When the manager brought him the teeth, Mr. Jones put them into his mouth,
and laughed and laughed. They were his. In 1987, an American couple called Jane and
Robert Bentley went for a picnic on a beach in California. When they returned home,
Mrs. Bentley realized that she had lost her wedding ring. It wasn’t a lot of money
but it was valuable to Jane Bentley. The Bentleys drove straight back to the beach,
and searched for the ring for three hours, but could not find it. A few months later,
Mr. Bentley went fishing off the same beach. As he pulled a large crab out of the sea,
he noticed that there was something attached to one of its claws. It was his wife’s
wedding ring! At the end of the 19th century, a young woman called Rose Harcourt was
on her honeymoon in Barmouth, North Wales, when she lost a gold bracelet her husband
had given her as a wedding gift. Feeling very upset, she went straight to the police stations
and asked if anyone had found her bracelet. Unfortunately, no one had. Twenty-five years
later, the Harcourts returned to Barmouth. They were sitting on the beach one day when
Mrs. Harcourt noticed something gold in the sand by the edge of the sea. She walked
down to see what it was, and discovered her gold bracelet that had been missing for 25
years.

Speaker 2: Was it expensive?

Speaker 3: No, it was not expensive.

Speaker 2: Was it recovered?

Speaker 3: Yes, it was recovered.

Speaker 2: When?

The audio recording contains a story followed by a conversation between a User and
an Assistant. You will continue the conversation for the Assistant by selecting the most
appropriate response from the following: A. Do you mean the popular generic name? B.
Are you asking why the dog was looking at Sue or why Jack walked up to Sue? C. More
Chinese people can afford cars because of them. D. It was recovered a few months later.

Output

Text

D. It was recovered a few months later.

Table A8: Example of the commonsense Response Selection auxiliary task for ASK-QA.
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Usage

Modality

Content

Input

Input

Speech

Text

Speaker 1: A few years ago, an Englishman called Roy Jones went on holiday to a small
seaside town in the west of England. He was swimming in the sea one day when, as
he opened his mouth, his false teeth fell out and floated away. The following year, Mr.
Jones returned to the same town. As he was having dinner in a local cafe one evening, he
mentioned the story of his lost teeth to the manager. The manager looked surprised. He
explained that he had found a set of false teeth on the beach last month. Then he asked Roy
Jones if he wanted to try them on. OK, said Mr. Jones. I suppose it won’t do any harm.
When the manager brought him the teeth, Mr. Jones put them into his mouth, and laughed
and laughed. They were his. In 1987, an American couple called Jane and Robert Bentley
went for a picnic on a beach in California. When they returned home, Mrs. Bentley
realized that she had lost her wedding ring. It wasn’t a lot of money but it was valuable to
Jane Bentley. The Bentleys drove straight back to the beach, and searched for the ring for
three hours, but could not find it. A few months later, Mr. Bentley went fishing off the
same beach. As he pulled a large crab out of the sea, he noticed that there was something
attached to one of its claws. It was his wife’s wedding ring! At the end of the 19th century,
a young woman called Rose Harcourt was on her honeymoon in Barmouth, North Wales,
when she lost a gold bracelet her husband had given her as a wedding gift. Feeling very
upset, she went straight to the police stations and asked if anyone had found her bracelet.
Unfortunately, no one had. Twenty-five years later, the Harcourts returned to Barmouth.
They were sitting on the beach one day when Mrs. Harcourt noticed something gold in the
sand by the edge of the sea. She walked down to see what it was, and discovered her gold
bracelet that had been missing for 25 years.

Speaker 2: Was it expensive?

Speaker 3: No, it was not expensive.

Speaker 2: Was it recovered?

Speaker 3: Yes, it was recovered.

Speaker 2: When?

The audio recording contains a story followed by a conversation between a User and an
Assistant. Transcribe the conversation but not the story. Provide your answer in the format
User: [Utterance]

Assistant: [Utterance]

and so on.

Output

Text

User: Was it expensive?

Assistant: No, it was not expensive.
User: Was it recovered?

Assistant: Yes, it was recovered.
User: When?

Table A9: Example of the Dialogue Listening Comprehension auxiliary task for ASK-QA.
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Usage

Modality

Content

Input

Input

Speech

Text

Speaker 1: A few years ago, an Englishman called Roy Jones went on holiday to a small
seaside town in the west of England. He was swimming in the sea one day when, as
he opened his mouth, his false teeth fell out and floated away. The following year, Mr.
Jones returned to the same town. As he was having dinner in a local cafe one evening, he
mentioned the story of his lost teeth to the manager. The manager looked surprised. He
explained that he had found a set of false teeth on the beach last month. Then he asked Roy
Jones if he wanted to try them on. OK, said Mr. Jones. I suppose it won’t do any harm.
When the manager brought him the teeth, Mr. Jones put them into his mouth, and laughed
and laughed. They were his. In 1987, an American couple called Jane and Robert Bentley
went for a picnic on a beach in California. When they returned home, Mrs. Bentley
realized that she had lost her wedding ring. It wasn’t a lot of money but it was valuable to
Jane Bentley. The Bentleys drove straight back to the beach, and searched for the ring for
three hours, but could not find it. A few months later, Mr. Bentley went fishing off the
same beach. As he pulled a large crab out of the sea, he noticed that there was something
attached to one of its claws. It was his wife’s wedding ring! At the end of the 19th century,
a young woman called Rose Harcourt was on her honeymoon in Barmouth, North Wales,
when she lost a gold bracelet her husband had given her as a wedding gift. Feeling very
upset, she went straight to the police stations and asked if anyone had found her bracelet.
Unfortunately, no one had. Twenty-five years later, the Harcourts returned to Barmouth.
They were sitting on the beach one day when Mrs. Harcourt noticed something gold in the
sand by the edge of the sea. She walked down to see what it was, and discovered her gold
bracelet that had been missing for 25 years.

Speaker 2: Was it expensive?

Speaker 3: No, it was not expensive.

Speaker 2: Was it recovered?

Speaker 3: Yes, it was recovered.

Speaker 2: When?

The audio recording contains a story followed by a conversation between a User and an
Assistant. Transcribe the story but not the conversation.

Output

Text

A few years ago, an Englishman called Roy Jones went on holiday to a small seaside town
in the west of England. He was swimming in the sea one day when, as he opened his
mouth, his false teeth fell out and floated away. The following year, Mr. Jones returned to
the same town. As he was having dinner in a local cafe one evening, he mentioned the
story of his lost teeth to the manager. The manager looked surprised. He explained that
he had found a set of false teeth on the beach last month. Then he asked Roy Jones if
he wanted to try them on. OK, said Mr. Jones. I suppose it won’t do any harm. When
the manager brought him the teeth, Mr. Jones put them into his mouth, and laughed and
laughed. They were his. In 1987, an American couple called Jane and Robert Bentley
went for a picnic on a beach in California. When they returned home, Mrs. Bentley
realized that she had lost her wedding ring. It wasn’t a lot of money but it was valuable to
Jane Bentley. The Bentleys drove straight back to the beach, and searched for the ring for
three hours, but could not find it. A few months later, Mr. Bentley went fishing off the
same beach. As he pulled a large crab out of the sea, he noticed that there was something
attached to one of its claws. It was his wife’s wedding ring! At the end of the 19th century,
a young woman called Rose Harcourt was on her honeymoon in Barmouth, North Wales,
when she lost a gold bracelet her husband had given her as a wedding gift. Feeling very
upset, she went straight to the police stations and asked if anyone had found her bracelet.
Unfortunately, no one had. Twenty-five years later, the Harcourts returned to Barmouth.
They were sitting on the beach one day when Mrs. Harcourt noticed something gold in the
sand by the edge of the sea. She walked down to see what it was, and discovered her gold
bracelet that had been missing for 25 years.

Table A10: Example of the Story Listening Comprehension auxiliary task for ASK-QA.
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Usage

Modality

Content

Input

Input

Speech

Text

Speaker 1: A few years ago, an Englishman called Roy Jones went on holiday to a small
seaside town in the west of England. He was swimming in the sea one day when, as
he opened his mouth, his false teeth fell out and floated away. The following year, Mr.
Jones returned to the same town. As he was having dinner in a local cafe one evening,
he mentioned the story of his lost teeth to the manager. The manager looked surprised.
He explained that he had found a set of false teeth on the beach last month. Then he
asked Roy Jones if he wanted to try them on. OK, said Mr. Jones. I suppose it won’t do
any harm. When the manager brought him the teeth, Mr. Jones put them into his mouth,
and laughed and laughed. They were his. In 1987, an American couple called Jane and
Robert Bentley went for a picnic on a beach in California. When they returned home,
Mrs. Bentley realized that she had lost her wedding ring. It wasn’t a lot of money
but it was valuable to Jane Bentley. The Bentleys drove straight back to the beach,
and searched for the ring for three hours, but could not find it. A few months later,
Mr. Bentley went fishing off the same beach. As he pulled a large crab out of the sea,
he noticed that there was something attached to one of its claws. It was his wife’s
wedding ring! At the end of the 19th century, a young woman called Rose Harcourt was
on her honeymoon in Barmouth, North Wales, when she lost a gold bracelet her husband
had given her as a wedding gift. Feeling very upset, she went straight to the police stations
and asked if anyone had found her bracelet. Unfortunately, no one had. Twenty-five years
later, the Harcourts returned to Barmouth. They were sitting on the beach one day when
Mrs. Harcourt noticed something gold in the sand by the edge of the sea. She walked
down to see what it was, and discovered her gold bracelet that had been missing for 25
years.

Speaker 2: Was it expensive?

Speaker 3: No, it was not expensive.

Speaker 2: Was it recovered?

Speaker 3: Yes, it was recovered.

Speaker 2: When?

The audio recording contains a story followed by a conversation between a User and an
Assistant. You will continue the conversation for the Assistant by providing the next
response. If you do not have enough information or context to answer the User’s last
question, you should ask a clarifying question.

Output

Text

It was recovered a few months later.

Table A11: Example of the Response Generation task for ASK-QA.
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Usage Modality Content

Input Speech Alexander Graham Bell. March 3. 1847 August 2. 1922. Was a Scottish-born. N3.
Scientist. Inventor. Engineer and innovator who is credited with patenting the first
practical telephone.

Input  Text The audio contains a passage providing some information. Follow the User’s request.
User: Transcribe the speech in the passage.

Output  Text Alexander Graham Bell. March 3. 1847 August 2. 1922. Was a Scottish-born. N3.
Scientist. Inventor. Engineer and innovator who is credited with patenting the first
practical telephone.

Table A12: Example of the Listening Comprehension auxiliary task for Spoken-SQuAD.

Usage Modality Content

Input  Speech Alexander Graham Bell. March 3. 1847 August 2. 1922. Was a Scottish-born. N3.
Scientist. Inventor. Engineer and innovator who is credited with patenting the first
practical telephone.

Input  Text The audio contains a passage providing some information. The user will ask a question
about some information from the audio. The assistant should answer the user’s question
by selecting the correct answer choice.

User: What is Bell most famous for inventing? Choose from the following choices: A.
britain B. telephone C. major performing arts D. london county council

Output  Text B. telephone

Table A13: Example of the commonsense Response Selection auxiliary task for Spoken-SQuAD.

Usage Modality Content

Input Speech Alexander Graham Bell. March 3. 1847 August 2. 1922. Was a Scottish-born. N3.
Scientist. Inventor. Engineer and innovator who is credited with patenting the first
practical telephone.

Input  Text The audio contains a passage providing some information. The user will ask a question
about some information from the audio. The assistant should answer the user’s question
using information which can be found in the passage.

User: What is Bell most famous for inventing?

Output  Text telephone

Table A14: Example of the Response Generation auxiliary task for Spoken-SQuAD.
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