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Abstract

Leveraging Large Language Models (LLMs)
to build domain-specific conversational agents,
especially for e-commerce customer service
chatbots, is a growing focus. While existing
methods enhance dialogue performance by ex-
tracting core patterns from dialogue data and in-
tegrating them into models, two key challenges
persist: (1) heavy reliance on human experts
for dialogue strategy induction, and (2) LLM-
based automatic extraction often focuses on
summarizing specific behaviors, neglecting the
underlying thought processes behind strategy
selection. In this paper, we present ChatMap,
which focuses on enhancing customer service
Chatbots by mining thought processes using
a Multi-Agent aPproach. Specifically, the pro-
cess begins by extracting customer requests and
solutions from a raw dialogue dataset, followed
by clustering similar requests, analyzing the
thought processes behind solutions, and refin-
ing service thoughts. Through a quality inspec-
tion and reflection mechanism, the final service
thought dataset is generated, helping chatbots
provide more appropriate responses. Offline ex-
perimental results show that ChatMap performs
comparably to manually annotated thought pro-
cesses and significantly outperforms other base-
lines, demonstrating its ability to automate hu-
man annotation and enhance dialogue capabil-
ities through strategic understanding. Online
A/B tests on Taobao, a popular e-commerce
platform in China reveal that ChatMap can bet-
ter improve customer satisfaction and address
customer requests from a business perspective.

1 Introduction

With the widespread application of Large Lan-
guage Models (LLMs), research has increasingly
focused on developing domain-specific conversa-
tional agents (Sun et al., 2024a; Zhong et al., 2024;
Zeng et al., 2024), especially customer service chat-
bots for e-commerce platforms (Sdnchez Cuadrado
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Figure 1: The overview of the proposed ChatMap.

et al., 2024; Chen et al., 2024; Zhang et al., 2024).
To achieve coherent, human-like conversations
with customers, LLMs need to align their dialogue
strategies with human behavior.

Most approaches employ supervised fine-tuning
(SFT) or retrieval-augmented generation (RAG) on
large-scale human dialogue datasets (Kong et al.,
2023; Park et al., 2023; Xu et al., 2023a). Yet, these
methods face dual challenges: (1) Models implic-
itly acquire dialogue patterns, making it difficult to
explicitly grasp core dialogue rules. (2) Human dia-
logue datasets inherently contain substantial noise,
such as pleasantries, emotional statements, and off-
topic discussions, which obstruct effective infor-
mation extraction and learning (Zhou et al., 2020).
Alternative methods inspired by human cognition
propose first extracting dialogue patterns from cor-
pora and then incorporating them into the model’s
learning (Du et al., 2020; Yu et al., 2020). However,
(1) existing dialogue strategy induction work heav-
ily relies on manual effort, requiring human reading
of large amounts of dialogue, followed by classifi-
cation and annotation of dialogue strategies, which
is labor-intensive and difficult to generalize (Cam-
bazoglu et al., 2021; Welivita and Pu, 2020). (2)
While recent LLM-based automation attempts ad-
dress this bottleneck (Thomas et al., 2024; Gilardi
et al., 2023), they predominantly focus on surface-
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level behavior abstraction, such as dialogue inten-
tions (e.g., appeasing the customer) and strategies
used (e.g., questioning the customer to understand
their needs), while neglecting the learning of how
to apply logical reasoning in different contexts to
select appropriate dialogue strategies (Ziems et al.,
2024; Ou et al., 2024). In other words, they focus
only on "what was done" without capturing "why it
was done," which is crucial for understanding the
rationale behind strategy selection.

To address these challenges, we propose
ChatMap, a multi-agent system that automatically
mines human customer service agents’ thought
processes in dialogues to enhance chatbot perfor-
mance. Based on the raw dialogue dataset col-
lected from interactions between human agents and
customers on Taobao, a popular e-commerce plat-
form in China, ChatMap follows a structured min-
ing process comprising the following steps: (1)
Extract requests and solutions from historical con-
versations. (2) Cluster similar requests. (3) Induce
higher-level service thoughts from the requests and
solutions within each cluster. (4) Post-process by
retaining representative service thoughts to reduce
their number. (5) Inspect the quality of service
thoughts and introduce a reflection mechanism for
regeneration. Ultimately, we obtain a refined and
reasonable dataset of service thoughts. During uti-
lization, the customer service chatbot generates
appropriate responses based on the dialogue his-
tory, the customer’s current request, and the cor-
responding service thought. The overview of our
ChatMap framework is illustrated in Figure 1.

The main contributions of our work can be sum-
marized as follows:

(1) We highlight the importance of mining ser-
vice thoughts to improve customer service chatbot
dialogue performance and propose ChatMap to au-
tomate this mining process.

(2) To evaluate the quality of responses gener-
ated by e-commerce chatbots from multiple per-
spectives, we design ChatEval-EC, which shows
high agreement with human evaluations.

(3) Experimental results reveal that service
thought mining via ChatMap outperforms all base-
line methods, with its automatic induction achiev-
ing performance comparable to manual induction.

(4) In real-world online A/B testing on Taobao
platform, ChatMap reduces the human agent trans-
fer rate, while improving customer satisfaction and
the immediate resolution rate.

2 Related Works

Inductive Reasoning. Large language models
(LLMs) have demonstrated powerful capabilities
across a wide range of language-related tasks (Tou-
vron et al., 2023; Chowdhery et al., 2022; OpenAl,
2023), such as the ability to draw conclusions by
going from the specific to the general from large
amounts of observations, i.e., inductive reasoning
(Lake et al., 2017). In recent years, numerous stud-
ies have emerged to enhance model induction capa-
bilities, which can be broadly categorized into few-
shot learning (Min et al., 2022; Izacard et al., 2023),
post-processing (e.g., self-consistency prompting
(Wang et al., 2022a), self-refine (Madaan et al.,
2024), hypothesis search and refinement (Wang
et al., 2023; Qiu et al., 2023)), and fine-tuning (Sun
et al., 2024b; Wang et al., 2022b). Simultaneously,
many datasets have been proposed to evaluate mod-
els’ induction capabilities, including visual abstract
reasoning (Chollet, 2019; Xu et al., 2023c; Kim
et al., 2022), relational reasoning (Li et al., 2023;
Zhang et al., 2019; Johnson et al., 2017), causal
induction (Du et al., 2022; Zhang et al., 2021), and
others (Sinha et al., 2019; Yang et al., 2022).

Automated Dialogue Strategy Learning. Lever-
aging the inductive capabilities of LLMs, auto-
mated summarization from dialogue corpora ef-
fectively enables learning high-quality dialogue
strategies, which can then be integrated into mod-
els to enhance performance (Xu et al., 2023b; Ding
et al.,, 2023). This approach is widely applied
in customer service chatbots (Kumar et al., 2023;
Bhayana, 2024), voice assistants (Pifieiro-Martin
et al., 2023; Sannigrahi et al., 2024), and smart
home devices (King et al., 2024; Bouchabou et al.,
2021), enabling coherent and natural conversations
with humans. TnT-LLM (Wan et al., 2024) is
applied to analyze user intent and conversational
domains, automating the entire process of label
generation and assignment with minimal human
effort. Hypotheses-to-Theories (HtT) (Zhu et al.,
2024) learns a rule library for reasoning with LLMs.
IDEAS (Ou et al., 2024) induces high-level strate-
gies from real instructional dialogues, which are
then deductively applied to new dialogue scenarios.

3 Method

Figure 2 illustrates the pipeline of ChatMap. In this
section, we detail ChatMap including the source
and structure of our dialogue dataset (§3.1), the
methods for mining thought processes and refining
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Figure 2: The pipeline of ChatMap under the topic name "Refund Request." The topic name serves as the natural
label for each dialogue. We group and mine the thought processes based on different topic names.

them (§3.2-§3.6), and the utilization of derived
service thoughts (§3.7). In addition, we provide the
prompts for each agent of ChatMap in Appendix D.

3.1 Raw Dialogue Dataset Structure

We construct a desensitized raw multi-turn dia-
logue dataset collecting historical conversations
between customers and human customer service
agents from Taobao e-commerce platform. The
platform assigns a short topic name to each group
of dialogues (e.g., refund requests), which reflects
the general theme of the conversation. Under the
same topic name, there exist different specific is-
sues (e.g., password changes, username changes
in topic name "account issues"). The topic name,
therefore, serves as an inherent label for each set
of dialogues, defined as V;. Since different types
of topics differ significantly, our ChatMap method
will mine and use thought processes based on the
topic name [V;.

Specifically, the raw dialogue dataset Dy, con-
tains n sets of historical dialogues (i.e., n topics),
denoted as Dryy = [T1,7T5, ..., Ty). Each topic
T; consists of a topic name N; and a multi-turn
dialogue history H;, i.e.,

T; = {N;, H;}, (D

where H; = {(qi1, ain), (¢i2, @i2), - - - (Qim; @im) }
consisting of m turns of dialogues. Each turn

includes the customer’s statement ¢;; and the
customer service agent’s response a;;.

3.2 Dialogue Extraction

Raw dialogues typically contain substantial redun-
dant or irrelevant content, which may affect both
efficiency and accuracy when directly analyzed.
Therefore, we first extract the key useful informa-
tion from the raw dialogue, namely the customer’s
requests and the corresponding agent solutions.

For each topic 7; in the raw dialogue dataset
DRaw, the dialogue extraction agent Agent g, €x-
tracts all pairs of customer requests R; and their
corresponding customer service solutions S; (here-
inafter referred to as RS pairs, denoted as F;)
from the multiple rounds of dialogue history H; in
chronological order. The customer request is lim-
ited to 20 words, and the customer service solution
includes both the resolution and specific service
statements. The resulting text pair P; is defined as
follows:

P; = Agent g, (H;) @
= {(Ri1, Si), (Ri2, Si2), - - -, (Rik, Sik) } -

where k represents the number of RS pairs ex-
tracted from the dialogue history H; for topic T7;.
Due to the noisy nature of the conversations, typi-
cally, a single (R;., S;.) pair is extracted from mul-
tiple (g;., a;.) pairs, meaning k < m.
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After the dialogue extraction for each topic
T;, the updated topic T! contains the unchanged
topic name N; and all the RS pairs extracted by
Agentpg,,:

T! = {N;, P} = {N;, (Rij,Sz‘j)?ﬂ}- 3)

Finally, output all the updated topic data to ob-
tain the dialogue dataset after dialogue extraction,
denoted as Dy = {T}, T4, ..., T}

3.3 Dialogue Abstraction

We observe that RS pairs under the same dialogue
topic name /N; exhibit similarities, differing only
in expression or details. Therefore, we divide the
original n topics into r categories based on their
topic names, and then generalize the RS pairs with
the same topic name into a higher-level cluster.
Topic Clustering. Firstly, using the BGE (BAAI
General Embedding) model (Xiao et al., 2023),
we convert the content of all £ RS pairs P; with
the same topic name N; into an embedding vec-
tor e; = BGE(F;). Afterward, we use the OPTICS
(Ordering Points To Identify the Clustering Struc-
ture)(Ankerst et al., 1999) clustering algorithm to
cluster these embedding vectors. We iteratively per-
form clustering, dynamically adjusting parameters,
and apply clustering only to data points that have
not yet been assigned to any cluster. The same clus-
tering operation is applied to all topic names until
80% of data points are assigned to a cluster, i.e., a
minimum coverage of 80%. After clustering, each
topic name [V; results in a set C'L.S;, containing [
clusters CLS;;:

CLSZ :OPTICS({el,eQ,...,ek}) (4)
= {CLS;1,CLS;,...,CLSy},

where each cluster C'LS;; contains multiple em-
bedding vectors e; with high similarity in the nu-
merical space, indicating that their corresponding
RS pairs P; are semantically similar.

Data Reconstruction. Replace each embedding
vector e; with its original RS pairs P;, thereby form-
ing [ clusters represented by RS pairs, represented
as CLSHS. Update the topic T7, including the
topic name /V; and all clusters C LSZRS :

T? = {N;, CLSF®} = {N;, (CLSE®)}_, ).
(&)
Finally, we output all the updated topics. Due
to the merge same topic names operation, we ob-
tain r distinct topic names, resulting in the dia-

logue dataset after abstraction, denoted as D 435 =
{17,713, ..., T}

3.4 Service Thought Induction

After the preliminary organization of the dialogue
data, we obtain a set of solutions used by customer
service agents when addressing similar customer
requests. We further uncover the thought processes
behind these solutions by introducing the induction
agent, i.e., Agent;, ;. Specifically, for each topic
Tiz, the goals of Agent, 4 are: (1) Summarize the
similar customer requests provided by each cluster
CLSZIJ%S , denoted as Reg;;. (2) Analyze why cus-
tomer service agents provides different responses
to similar customer requests under the current topic
name. (3) Infer the most likely order status Stat;;
based on the topic and requests. For example, for
the topic "shipment tracking not updated," the most
likely order statuses are: shipping status (shipped
but not delivered), tracking status (no info, picked
up, in transit, out for delivery), and refund status
(no refund initiated). (4) Induce the service thought
T'ho;; for each cluster, limiting it to no more than
two strategies. The specific constraints for inducing
service thoughts are detailed in Appendix D.2.
Thus, for each cluster C' LSZ-?S within each topic

Tiz, we derive the induction agent’s output O;;:

Oi; = Agent[nd(CLSi}}S) ©)
= {Req;j;, Stat;;, Tho;;}.

The output of the [ clusters form the updated
topic TZ-3:

T} = {N;; {0y | 5 € [1,U}} 7

The r topics then form the service thoughts
dataset Dy,q = {T3, T3, ..., T3}.

3.5 Post-Processing

Directly inputting all of the service thoughts into
the agent via prompts often exceeds the LLM-based
agent’s context length limit. Therefore, we prompt
the post-processing agent Agentp,, to compare
the outputs O;; extracted for each cluster CLSgS
under the same topic Ti?’, and select the most repre-
sentative service thought Tho;; € O;;, without
merging or rewriting to avoid introducing addi-
tional bias. Since the customer request Reg;; and
order status Stat;; contained in O;; mainly serve
to assist in inducing the service thoughts, we no
longer include them in the set. Ultimately, around

11930



20 service thoughts (approximately 1500 tokens)
are obtained as a set T ho; for each topic TZ.4:

Tho; = Agentp,,({0;; | O0i; € T2,V5}) ®)
= [Thoi; | j € J C{1,2,...,1},|J| ~ 20},
Ti4 = {Ni,ThOZ‘}, (9)

which forms the post-processed dataset Dp,; =
(T, T, ... Ty,

3.6 Quality Inspection

To identify and correct potential unreasonable or
inaccurate service thoughts, we further provide
several inspection criteria to the Agentg,,, as de-
tailed in Appendix D.4. If the agent deems the
service thought T'ho;; reasonable, it will be re-
tained. Otherwise, it will provide the reasons
Re for why it is unreasonable, and based on
this, instruct the induction agent Agentp,, in §3.4
to reflect and regenerate a new service thought
Tho;j = Agenty,q(Re, C’LSgS). Repeat the pro-
cess until the quality inspection is passed, at which
point ThO;j will replace the original T'ho;j, i.e.,
Tho; = (Tho; \ {Thoy;}) U {Thoj;}.
From this, we can obtain the updated topic 7;:

TP = {N;, Tho;}, (10)

where for VT'ho;; € Tho;, Tho;; passes the qual-
ity inspection by Agent -

Finally, we obtain a refined and quality-validated
dataset Dy, = {TP, Ty, ..., T2}, which includes
various topics of issues along with viable service
thoughts under each topic.

3.7 Service Thought Utilization

The final dataset Dr;;, contains service thoughts
that encapsulate the reasoning and actions taken by
human customer service agents when successfully
resolving issues. We use this to guide the customer
service chatbot (denoted as Chatbot) in adopting
appropriate dialogue strategies.

A straightforward approach is to directly use
a text prompt, providing a set of dialogue histo-
ries H; under a certain topic name N;, the cur-
rent request R, and the corresponding service
thoughts T'ho; for that topic from Dg;,.

The Chatbot is supposed to provide a warm, pro-
fessional, friendly, and positive response to address
the customer’s questions or needs. Specific require-
ments include: (1) Analyze the dialogue history
and the customer’s request to accurately compre-
hend the customer’s needs. (2) Select the most

relevant service thought to help understand the cus-
tomer’s possible issue and determine the correct
response approach. If no suitable service thought
is available, it should generate a response based
on common sense as a customer service agent. (3)
Finally, generate the solution S, in the response.
Considering the real chat scenario, the response
should be limited to no more than 30 characters.

The Chatbot’s solution S, can be obtained
as follows:

Seurr = Chatbot(H;, Rewrr, Tho;). (11

The detailed costs of the entire ChatMap process
are provided in Table 6.

4 Experiment

We are aiming to investigate the following research
questions: (1) Can ChatMap automatically mine
thought processes to achieve human-level results
and improve chatbot performance offline and on-
line? (§4.2) (2) Is our multi-agent design effective?
(8§4.3) (3) Does our evaluation method, ChatEval-
EC, show greater agreement with human evalua-
tions? (§4.4.1) (4) What is the impact of different
module orders? (§4.4.2) (5) How does the number
of service thoughts affect performance? (§4.4.3)

4.1 Experimental Setup
4.1.1 Dataset

The dataset information is mentioned in §3.1. The
training set includes 10,000 multi-turn dialogues,
while the test set contains 409 dialogues across six
common topic names. For each topic name, 20
service thoughts are manually annotated by human
agents. For each test sample under a given topic,
the most suitable service thought is selected, re-
ferred to as the Service Thought Gold Standard,
and a response is written by haman agents based
on it, referred to as the Reference Answer.

4.1.2 Evaluation

¢ Offline Metrics.

(1) We use ROUGE-1 (Lin, 2004) to compare
the chatbot’s response with Reference Answer.

(2) Since ROUGE-1 only focuses on surface-
level lexical matching and ignores semantics, in-
spired by ChatEval (Chan et al., 2023), we addition-
ally design ChatEval-EC to specifically assess the
response quality of e-commerce customer service
chatbots. It employs four review roles—Safety Au-
ditor, Linguistics Expert, Simulated Customer, and
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Table 1: Offline experimental results of ChatMap and baselines. Bold represents the optimal under the same model,
marking the optimal and suboptimal in open-source models.

with and

ChatEval-EC

Models Methods ROUGE-1
Consistency Reasonableness Problem-Solving

Closed-source Models
OpenAl ol CoT 36.76% 63.17% 96.25% 51.82%
GPTdo MATP 40.01% 72.15% 98.68 % 50.22%
ChatMap 38.07% 67.49% 98.39% 52.39%

Open-source Models

Qwen2-7B Retail-GPT  33.08% 55.29% 94.73% 43.36%
Qwen2.5-72B  AutoGen 38.66% 68.37% 97.98% 52.84%
DeepSeek-R1 CoT 37.14% 70.70% 97.29% 55.36%
SFT 28.64% 56.70% 90.63% 39.86%
Qwen2-7B CPT 27.78% 53.75% 89.68% 40.34%
MATP 42.18 % 78.45 % 98.43% 55.58%
ChatMap 38.73% 75.14% 98.24% 57.66 %
SFT 27.78% 52.30% 90.74% 38.88%
CPT 27.78% 53.73% 90.90% 39.13%
GLM-4-98 MATP 36.36% 66.05% 97.97% 47.70%
ChatMap 35.09% 68.67 % 97.33% 51.40%
SFT 40.46% 69.13% 97.57% 47.32%
Qwen2.5-72B MATP 41.31% 76.13% 98.86 % 55.06%
ChatMap 39.53% 77.90 % 98.56% 59.51%

Experienced Customer Service Agent—to evaluate
three metrics from different perspectives:

1. Consistency Rate: Whether the response fol-
lows the annotated Service Thought Gold Standard.

2. Reasonableness Rate: Whether the response
complies with Customer Service Reply Guidelines
(Taobao e-commerce platform’s risk assessment
framework detailed in Appendix A).

3. Problem-Solving Degree: Whether the re-
sponse effectively resolves the customer’s inquiry.

The final comprehensive evaluation is formed
via multiple rounds of discussions and debates
among the agents. Detailed role definitions, scoring
criteria, and an evaluation example of ChatEval-EC
are provided in the Appendix B.

e Online Metrics. We introduce three business-
related metrics used in the real-world online pro-
duction environment:

1. Human Agent Transfer Rate: The proportion
of customer conversations that are eventually trans-
ferred to human agents. A lower rate indicates that
the chatbot can handle issues more effectively.

2. Customer Satisfaction Rate: The satisfaction
score rate given by customers regarding service
quality after interacting with the chatbot. A higher

rate indicates greater satisfaction.

3. Immediate Resolution Rate: The proportion
of customer issues that are efficiently and success-
fully resolved (e.g., in refund scenarios, ensuring
that a refund is processed within 24 hours, and
in consultation scenarios, ensuring no repeated in-
quiries about the same order within 7 days).

4.1.3 Baseline Methods

For the chatbot, we use GPT-40 (OpenAl, 2024),
Qwen2-7B (Yang et al., 2024a), GLM-4-9B (GLM
et al., 2024), and Qwen2.5-72B (Yang et al., 2024b)
as foundation models, and compare ChatMap (us-
ing GPT-4 Turbo (OpenAl, 2023) as each agent)
with the following approaches: supervised fine-
tuning (SFT), continued pre-training (CPT), man-
ually annotated thought processes (MATP), out-
standing chain-of-thought (CoT) reasoning of Ope-
nAl ol (OpenAl, 2024) and DeepSeek-R1 (Guo
et al., 2025), an e-commerce platform’s chatbot
Retail-GPT (de Freitas and Lotufo, 2024), and the
multi-agent framework AutoGen (Wu et al., 2023)
that supports conversational programming. Their
detailed introduction and implementation details
are provided in Appendix C.
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Figure 3: Ablation study of the modules of ChatMap on Qwen2-7B evaluated by ChatEval-EC, where Single refers
to using only a single induction agent to directly obtain service thoughts.

Table 2: Online A/B testing results of ChatMap.

Metrics ChatMap w/o ChatMap
Human Agent Transfer Rate  18.99% 20.28%
Customer Satisfaction Rate  46.10% 45.32%
Immediate Resolution Rate  37.24% 37.16%

4.2 Main Results and Discussion
4.2.1 Offline Experiments

Offline experimental results comparing ChatMap
with other baselines are shown in Table 1. We have
the following analysis: (1) ChatMap significantly
outperforms all methods that do not employ service
thoughts, emphasizing the importance of learning
thought processes behind dialogue strategies. (2)
Since the evaluation criteria for ROUGE-1, consis-
tency, and reasonableness are all based on human
annotations, the MATP method inherently holds ad-
vantages on these metrics. Our ChatMap achieves
comparable performance on these metrics while
substantially surpassing MATP in problem-solving,
demonstrating that ChatMap actually generates
higher-quality responses. (3) Overall, ChatMap
serves as a powerful alternative to manually in-
duced service thought and proves competent for
customer service agents in e-commerce platforms.

4.2.2 Online Experiments

To evaluate the performance of ChatMap in a real
production environment, we deployed it on our
Taobao e-commerce platform and conducted A/B
tests on three online metrics from August 2024
to September 2024. Since the platform operates
within a complex multi-link strategy mechanism,
business metrics typically exhibit stable trends
without drastic fluctuations. Experimental results
in Table 2 show a significant decrease in the Human
Agent Transfer Rate and an increase in customer

satisfaction, indicating that ChatMap effectively en-
hances the chatbot’s capabilities. Meanwhile, al-
though the Immediate Resolution Rate shows only
a slight improvement, it’s important to note that
human agents generally have stronger problem-
solving capabilities than chatbots (e.g., chatbots
cannot handle certain functions like refunds). The
fact that the Immediate Resolution Rate still in-
creases despite the reduced Human Agent Transfer
Rate further demonstrates that ChatMap provides
significant assistance in resolving customer issues.

4.3 Ablation Study (RQ2)

We conduct ablation experiments on each module
of ChatMap. As shown in Figure 3, (1) using a
single agent to directly induce service thoughts
(the LLM-based automation approach in existing
works) leads to a significant performance drop, as
it fails to truly grasp the thought process behind di-
alogue strategies. (2) When any individual agent is
removed, the overall performance declines, demon-
strating that each module of ChatMap plays an es-
sential role (e.g., in practice, 10.25% of service
thoughts fail quality inspection and are sent back
for regeneration). (3) Besides, the limited mag-
nitude of performance degradation highlights the
strong robustness of the multi-agent approach.

4.4 Further Study (RQ3)

We also conduct a series of experiments to investi-
gate the effectiveness of ChatEval-EC evaluation
and the impact of different settings in ChatMap.

4.4.1 Effectiveness of ChatEval-EC

To compare with the multi-agent evaluation ap-
proach of ChatEval-EC, we also use single-agent
models (GPT-4 Turbo (OpenAl, 2023), OpenAl ol
(OpenAl, 2024), and QwQ-32B-Preview (Qwen,
2024) as referee models) to evaluate the gener-
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Table 3: Results for ChatMap with different orders of dialogue extraction and abstraction.

ChatEval-EC

Model Settings ROUGE-1
Consistency Reasonableness Problem-Solving
Qwen2-7B Abstraction + Extraction 37.36% 75.91% 97.49% 56.77%
Extraction + Abstraction (ChatMap)  38.73% 75.14% 98.24 % 57.66 %
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Figure 4: Impact of service thought quantity.

ated responses of Qwen2.5-72B using the MATP
method. For each response, we compare the model
evaluation results with the human evaluation results
one by one and calculate the agreement rate. The
human evaluations are conducted by 10 agents with
over 3 years of experience, who label each dialogue
in the test set and perform cross-sampling valida-
tion. Results in Table 4 shows that ChatEval-EC
outperforms the other referee models comprehen-
sively and shows a high agreement rate with human
evaluations, demonstrating its effectiveness.

We provide a complete example of ChatEval-
EC’s evaluation process in Appendix B.3.

4.4.2 Extraction or Abstraction First?

In ChatMap, we first extract customer requests and
service solutions from raw dialogues before per-
forming dialogue abstraction. Another approach
is to first perform abstraction based on the overall
similarity of the raw dialogues, and then extract re-
quests and solutions. The comparison between the
two approaches is shown in Table 3. We find that
the approach used by ChatMap, which performs
dialogue extraction first, yields better overall per-
formance. This may be due to the presence of a
large amount of irrelevant information in raw di-
alogues. Performing abstraction first is prone to
misclassify dialogues with different intentions into
the same cluster, further amplifying this bias in the

Table 4: Agreement rates of ChatEval-EC and other
referee models with human evaluation on responses
generated by Qwen2.5-72B using the MATP method.

Evaluation Consistency Reasonableness  Problem-Solving
GPT-4 Turbo 83.61% 88.02% 67.97%
OpenAl ol 87.04% 85.82% 70.42%
QwQ 88.02% 90.71% 74.08%
ChatEval-EC 88.26 % 93.89 % 82.15%

following processing steps.

4.4.3 Service Thoughts Quantity Selection

In the main experiment, the post-processing agent
selects 20 optimal service thoughts for each di-
alogue topic. We further investigate the impact
of varying the number of service thoughts, with
the results shown in Figure 4, where the optimal
range is between 15 and 25. Customer service
dialogues exhibit a long-tail effect: insufficient
service thoughts lead to oversimplified decisions,
while excessive service thoughts cause redundancy,
lower quality, and increased computational over-
head. This mirrors human expert decision-making
patterns—experienced agents typically store a cer-
tain number of solutions rather than mechanically
memorizing all possible scenarios.

5 Conclusion

In this paper, we introduce ChatMap, a novel multi-
agent approach that automatically induces cus-
tomer service dialogue strategies. By progressively
processing raw dialogues through extraction, ab-
straction, induction, post-processing, and quality
inspection, it obtains service thoughts to help chat-
bots generate more appropriate responses. Exten-
sive experiments validate the effectiveness of our
approach in improving offline metrics and confirm
the reliability of our ChatEval-EC evaluation de-
sign. By mining the thought process, ChatMap out-
performs other methods, showcasing capabilities
comparable to professional human agents. Addi-
tionally, online A/B experiments have substantiated
improved business performance.
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Limitations

We propose a novel thought process induction
method to improve the chatbot’s dialogue perfor-
mance and have validated its effectiveness from
multiple aspects. However, due to limitations in
manpower and time, we have not conducted a more
thorough evaluation of the model, such as manually
annotating more evaluation metrics, performing ad-
ditional human evaluations, trying more models
to mine service thoughts, and conducting longer
online A/B testing. In the future, we will conduct
more detailed testing and expansion to further en-
hance the model’s performance.

Ethical Considerations

This paper adheres to the ACM Code of Ethics and
Professional Conduct. The dataset have been desen-
sitized to protect privacy and will be open-sourced
after approval from our security department. Addi-
tionally, our method has been deployed and tested
in the real-world customer service environment
of Taobao e-commerce platform, emphasizing the
need to carefully assess potential risks in online de-
ployment and responsibly utilize this technology.
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A Specific Criteria of Customer Service
Reply Guidelines

Customer Service Reply Guidelines is a risk as-
sessment framework used by our e-commerce plat-
form to evaluate the reasonableness of generated
responses. It includes 7 criteria, which are specifi-
cally described in Table 5.

B ChatEval-EC Evaluation

Based on ChatEval (Chan et al., 2023), an LLM-
based multi-agent referee team that autonomously
discusses and evaluates the quality of generated re-
sponses, we propose ChatEval-EC, which is specif-
ically designed to evaluate the quality of responses
generated by chatbots on e-commerce platforms.
Using GPT-40 (OpenAl, 2024) as our LLM, we
define four roles: Safety Auditor, Linguistics Ex-
pert, Simulated Customer, and Experienced Cus-
tomer Service Agent. The evaluation results for
consistency rate, reasonableness rate, and problem-
solving degree are obtained through discussions
among these roles. Below are the prompts defined
for each role, the scoring criteria, and a specific
evaluation example.

B.1 Role Definition

e Safety Auditor: As a safety auditor for an e-
commerce platform, your primary responsibility
is to ensure that the dialogue between customer
service and customers is compliant and reasonable.
You are instructed that customer service responses
must never exhibit the following issues:

(1) Irrelevant Answer: The customer service re-
sponse is completely unrelated to the customer’s
question.

(2) Duplicate Information Collection: The cus-
tomer service reply repeats information that the
customer has already provided in previous mes-
sages.

(3) No Solution: When the customer’s problem
or request is clearly stated, the customer service
reply contains no answer or includes phrases like
"still learning," "unable to solve your issue at this
time," etc.

(4) High-Risk Response: The content of the cus-
tomer service reply may provoke external public
opinion or include material that violates laws, reg-
ulations, or platform policies.

(5) Inconsistent with Business Facts: The cus-
tomer service reply is inconsistent with business
processes or platform service policies.

(6) Contradictory Statements: The customer ser-
vice reply contains inconsistent information within
the same conversation.

(7) Incoherent or Incomplete Sentences: The re-
sponse contains typos, missing words, incomplete
expressions, incorrect punctuation, or uses internal
jargon, resulting in incoherent sentences.

(8) False Promises: Making promises such as
agreeing to a refund or committing to compensation
without sufficient supporting information.

o Linguistics Expert: As a linguistics expert, you
focus on the structure, pragmatics, and contextual
appropriateness of language. In this task, you will
analyze whether the customer service language is
precise, polite, and adaptable to different cultural
and social contexts. Check for ambiguity in the
statements, and assess whether the language re-
spects social etiquette and is sensitive to the context.
Provide your evaluation based on linguistic accu-
racy and social politeness in the customer service
responses.

e Simulated Customer: As a typical simulated
customer, you play the role of a demanding con-
sumer with high expectations for service. You
critically evaluate whether the customer service
responses fully address the issues raised by the
customer, not only considering the timeliness and
relevance of the response but also assessing the ef-
fectiveness and feasibility of the solution. From the
customer’s perspective, you will assess whether the
response practically meets the customer’s needs,
ensuring that each reply contains substantive con-
tent that resolves the issue. Evaluate the customer
service performance from the angles of customer
satisfaction and problem-solving capability.

¢ Experienced Customer Service Agent: With
many years of customer service experience, you
have a thorough understanding of the customer ser-
vice processes in the e-commerce industry. You
place particular emphasis on reviewing the correct-
ness of the customer service response’s reasoning
and strictly judge whether the actual reply aligns
with the service thought. Even minor deviations
are unacceptable. Ensure that your evaluation re-
flects this by providing a detailed assessment of the
customer service response from the perspectives of
business operations and professional knowledge.

B.2 Scoring Criteria

1. Consistency. Consistency evaluates whether
the [current agent solution] follows the [service
thought]. If the [service thought] is "no thought,"
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Table 5: Specific Criteria of Customer Service Reply Guidelines

Criteria

Description

Irrelevant Response
Repeated Information

No Solution Provided
Inaccurate Business Infor-
mation

High-Risk Response

Contradictory Statements

Incoherent Language

The customer service response is entirely unrelated to the customer’s request.

Asking for information that the customer has already provided earlier in the
conversation.

Despite a clear customer request, the response lacks a specific solution—e.g.,
stating "Still learning, unable to resolve your issue at the moment."

The response contradicts established business processes or platform service
policies.

The response could trigger negative public reactions or contain elements that
may violate laws, regulations, or platform policies.

The customer service agent provides conflicting information within the same
conversation.

The response contains spelling or grammatical errors, incomplete expressions,

improper punctuation, or internal jargon that is unclear to customers.

this criterion is not considered, and a score of 1 is
given directly:

¢ 0 points (Inconsistent): The response does
not align with the [service thought] or is completely
unrelated.

¢ 100 points (Consistent): The response is gen-

erally consistent with the [service thought], with
possible minor differences, as long as there are no
contradictions or conflicts. If the [service thought]
is "no thought," the score is also 100 points.
2. Reasonableness. Reasonableness evaluates
whether the [current agent solution] complies with
platform’s Customer Service Reply Guidelines (see
Appendix A), with the following principles:

¢ ( points (Unreasonable): The response con-
tains risky content or other obvious unreasonable
elements.

¢ 100 points (Reasonable): The response does
not contain any issues, and the customer service
agent responded to the consumer’s question with
enthusiasm, professionalism, friendliness, and a
positive tone.

3. Problem-solving. Problem-solving evaluates
whether the [current agent solution] resolves the
customer’s issue:

¢ 0 points (Poor): The issue is completely un-
resolved, and the customer service agent did not
provide an acceptable solution or explanation. This
includes situations where:

(1) The customer service response failed to pro-
vide an effective solution, guidance, or reasonable
explanation, leaving the issue unresolved.

(2) Even though the customer service agent re-

sponded, the content was repetitive, off-topic, or
did not specifically address the customer’s issue,
question, or need.

(3) The customer’s issue or request was ignored,
and the customer service response did not show
an understanding of the problem or an attempt to
resolve it.

¢ 50 points (Average): The issue is not fully
resolved, but the customer service agent provided
a solution or reasonable explanation, and after con-
sideration, it seems the solution is unlikely to fully
resolve the customer’s problem. This includes situ-
ations where:

(1) The customer service agent provided a so-
lution or reasonable explanation, but the steps in-
volved may not be clear enough, requiring the cus-
tomer to explore on their own or inquire further to
fully understand it.

(2) The customer service response attempted
to address the issue, but the solution was unclear
or could not directly meet the customer’s specific
needs, requiring additional information or further
communication.

¢ 100 points (Excellent): The issue is fully re-
solved, including situations where:

(1) The problem is clearly resolved, and the cus-
tomer service agent provided a direct solution, clear
next steps, or an explanation that satisfactorily an-
swered the customer’s question.

(2) If the customer did not raise a specific issue
but engaged in a simple interaction (e.g., “Okay”),
and the customer service agent responded with a
polite reply, maintaining a good customer relation-
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ship.

(3) The solution or information provided by the
customer service agent may require the customer to
take further actions, but it provides substantial help
for the customer’s issue, and the customer service
agent explained detailed follow-up steps or feasible
alternatives.

B.3 ChatEval-EC Evaluation Example

o [Topic Name]: Urging Refund
¢ [Dialogue History]:
- Agent: Please confirm the refund details

After-sales type: Refund only

Product status: Received

Refund reason: Return shipping fee

Refund amount: ¥20.00 (including shipping)

<Buttons: Modify Application>

<Buttons: Submit Application>
- Agent: Refund has been initiated.

We are sorry for the poor shopping experience.
Xiaomi will handle this for you.
- Agent: Dear, we noticed you applied for a "refund
only" due to "return shipping fee". The seller needs
to process your refund within 1 day, 11 hours, and
59 minutes. Please be patient, but Xiaomi can also
urge the seller to process it quickly.

<Buttons: Urge Refund>
- Customer: <Buttons: Urge Refund>
- Agent: After-sales upgrade notice

19.9 yuan brand discount, store closure, no re-
fund or exchange for non-quality issues

Color: 59.9; Size: One size

Price: ¥49.90 x2

Refund in progress, waiting for seller’s process-
ing

The platform customer service has urged the
seller. If the seller does not process the refund
by 18:54:05 on August 29, the platform will ap-
prove your after-sales request. Thank you for your
patience.
e [Service Thought Gold Standard]. "e. If
the user confirms or reports that the issue
has been resolved, use a thank-you and re-
assurance tone, directly generate a response:
{"Thought":"e","action":"reply","response": {re-
sponse_text}}
o [Current Customer Request]: Hmm.
o [Current Chatbot Reply]: Okay, thank you for
your understanding. If you have any other ques-
tions, feel free to contact us anytime.

Consistency Label: 1,

Reasonableness Label: 1,
Problem-solving Label: 2,

e [Debate History]
- Safety Auditor:

Consistency: The customer service reply is gen-
erally consistent with the service thought process.
The user said "Hmm" without clearly stating a prob-
lem, and the service reply was polite and expressed
thanks, which aligns with the service thought pro-
cess of using gratitude and reassurance. Therefore,
in terms of consistency, it meets the standard.

Reasonableness: The reply from customer ser-
vice is reasonable, professional, and friendly, with-
out any violations. Therefore, in terms of reason-
ableness, it also meets the standard.

Problem-solving: The user did not raise a spe-
cific issue, but instead engaged in a brief interaction.
The customer service reply maintained good cus-
tomer relations and did not ignore the user’s needs.
Thus, the problem-solving aspect is also excellent.

Overall Evaluation: Consistency: 100 Reason-
ableness: 100 Problem-solving: 100 Score: 100

- Linguistics Expert:

Consistency: Based on the information pro-
vided, the customer service reply was based on
the user’s confirmation of the refund progress. The
user’s brief response "Hmm" indicates some level
of confirmation or acceptance. The customer ser-
vice response used a thankful reassuring tone, in
line with the service thought process. Therefore,
I believe the reply is correct, and it deserves 100
points for consistency.

Reasonableness: The reply from customer ser-
vice is polite, expresses gratitude for the user’s
understanding, and invites the user to contact for
further issues. This follows the customer service
rules of the platform and general customer service
etiquette. Therefore, I think the response is reason-
able and should also receive 100 points.

Problem-solving: The user did not raise a spe-
cific issue, just a brief response. The customer
service reply was appropriate, maintaining good
customer relations, and no further issues needed
solving. In this case, the response is perfect, and
the problem-solving degree can be rated 100 points.

Overall Evaluation: Consistency: 100 Reason-
ableness: 100 Problem-solving: 100 Score: 100

- Simulated Customer:
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Consistency: The customer service reply fol-
lowed the service thought process "e", using a
thank-you and reassuring tone, consistent with the
service thought. (100 points)

Reasonableness: The reply from customer ser-
vice complies with the platform’s rules, friendly
and professional in tone. (100 points)

Problem-solving: The user only replied with
a brief "Hmm", which can be understood as con-
firmation or acknowledgment of the previous in-
formation. The customer service reply expressed
gratitude and maintained a good attitude, keeping
the customer relationship intact with no further
problem to solve. (100 points)

Overall Evaluation: Consistency: 100 Reason-
ableness: 100 Problem-solving: 100 Score: 100
- Experienced Customer Service Agent:

Consistency (0 points): The actual reply did not
fully follow the instructions in the service thought
process. The service thought process requires using
gratitude and reassurance, but the actual reply did
not clearly express gratitude or reassure the user.

Reasonableness (100 points): The reply is rea-
sonable and compliant, without any risk content,
and the tone remained polite, conveying that the
user is always welcome to contact us.

Problem-solving (50 points): The user only
replied with "Hmm", which can be interpreted as
acknowledgment or feedback that the issue has
been resolved. The customer service reply, al-
though polite, did not further reassure the user or
confirm if they had other needs. In this case, more
attention to the user and confirming if there are any
other issues would have better solved the user’s
problem.

Final Score: Consistency: 0 Reasonableness:
100 Problem-solving: 50
- Safety Auditor: Thank you all for your com-
ments. The opinions from the Linguistics Expert
and Simulated Customer suggest that the customer
service reply fully meets the standards, while the
Experienced Customer Service Agent believes that
the reply did not fully follow the service thought
process, hence the lower scores for consistency and
problem-solving.

Consistency: The service thought process
clearly indicates that gratitude and reassurance
should be used. The actual reply includes the
phrase "Thank you for your understanding," which
is a form of reassurance and polite response. Al-

though there wasn’t more specific reassurance, it
generally meets the requirements. Therefore, I be-
lieve consistency can receive a high score, though
it could be further improved with more explicit
reassurance.

Reasonableness: The reply contains no viola-
tions, expresses gratitude, and invites the user to
contact us anytime, which is very polite and pro-
fessional. - This aspect should receive a perfect
score.

Problem-solving: - The user merely replied
with "Hmm," which seems to indicate the issue
is resolved. The customer service reply, though
polite, did not further reassure the user or confirm
if they had any other needs. The reply maintained
good customer relations. - Therefore, in terms of
problem-solving, this should also receive a high
score.

Overall Evaluation: - Consistency: Although
the reassurance could have been more explicit, it
generally aligns with the service thought process. -
Reasonableness: Fully compliant with the rules. -
Problem-solving: Reasonable response.

Scores: - Consistency: 90 - Reasonableness:
100 - Problem-solving: 100 - Name: Experienced
Scorer
- Linguistics Expert: After hearing the Experi-
enced Customer Service Agent’s judgment on ser-
vice thought, I believe I need to reconsider my
evaluation.

Consistency: Based on my analysis, the reply is
a standard polite response, but it does not explicitly
express gratitude. This differs from the service
thought process, which requires the use of gratitude
and reassurance. Therefore, the consistency score
cannot be perfect. Score: 70

Reasonableness: The reply is very polite and
professional, fully compliant with the platform’s
standards, and there is no violation. It also ex-
presses friendly encouragement for the customer to
contact us anytime. This aspect is flawless. Score:
100

Problem-solving: The customer’s brief re-
sponse "Hmm" usually indicates acknowledgment
or acceptance. The reply is professional and po-
lite, but it did not further confirm if the user had
any additional issues. While no further issues were
raised by the user, it could have been improved by
ensuring the user felt heard. Score: 80

Summary Scores: Consistency: 70 Reasonable-
ness: 100 Problem-solving: 80
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Final Evaluation: I believe the customer ser-
vice performance is generally good, but there is
room for improvement, especially in making the
gratitude and reassurance more explicit. Thus, the
final evaluation is as follows: Score: 83
- Simulated Customer: Thank you all for your
comments. After considering the three aspects, we
can analyze them as follows:

Consistency: From the service thought process,
the customer service should use gratitude and reas-
surance. In fact, the customer service did use ex-
pressions of gratitude, such as "Thank you for your
understanding," and expressed that the user could
contact us anytime, which essentially includes the
intent of gratitude and reassurance. Therefore, I
believe the consistency is correct and deserves a
high score.

Reasonableness: The customer service reply is
friendly, polite, and in compliance with the plat-
form’s rules. There is no violation, and it fully
meets the standards. This aspect is clearly flawless.

Problem-solving: The user replied with
"Hmm," indicating acknowledgment or that the
problem is solved. From the reply, the customer
service did not explicitly state further follow-up,
but in such cases, this is generally unnecessary.
Thus, I believe the customer service handling was
appropriate and did not neglect the user’s needs.

Summary Scores: Consistency: 100 Reason-
ableness: 100 Problem-solving: 100
- Experienced Customer Service Agent: After
listening to the feedback from the Safety Auditor,
Linguistics Expert, and Simulated Customer, I be-
lieve my previous judgment on service thought was
not entirely accurate. Based on my analysis and the
reviewers’ discussions, and in consideration of e-
commerce customer service standards, I will adjust
the scoring accordingly.

Consistency: - The actual reply generally aligns
with the service thought process, with some level
of reassurance. Although gratitude and reassurance
were not explicitly stated, it broadly aligns with the
intent to use "gratitude and reassurance." Therefore,
I would give a relatively high score for consistency.
- Score: 90

Reasonableness: - The reply is reasonable and
compliant, without any risk content. The customer
service maintained a friendly, professional tone and
invited the user to contact us anytime. - Score: 100

Problem-solving: - The user’s brief response

"Hmm" can be seen as acknowledgment or con-
firmation. The customer service reply maintained
good interaction, but using more explicit gratitude
and reassurance could have better emphasized the
user’s importance. Overall, it addressed the user’s
issue well, but could have done more. - Score: 80

Summary Scores: Consistency: 90 Reasonable-
ness: 100 Problem-solving: 80

Final Evaluation: Consistency: 90 Reasonable-
ness: 100 Problem-solving: 80

¢ [Debate History Scoring]:

Round | Consistency | Reasonableness | Problem-solving
1 100 100 100
2 100 100 100
3 100 100 100
4 0 100 50
5 90 100 100
6 70 100 80
7 100 100 100
8 90 100 80

o Final Score: Consistency: 87.5 Reasonableness:
100.0 Problem-solving: 90.0

C Introduction and Implementation
Details of Baseline Methods

(1) Supervised Fine-Tuning (SFT): Directly fine-
tune the model using 10,000 dialogue samples from
the training set. We train for 3 epochs with a learn-
ing rate set to 2e-5, using 4 NVIDIA A800-80G
GPUs for about 3 hours.

(2) Continued Pre-training (CPT): We additionally
select 100,000 multi-turn dialogues for continued
pre-training, train for 1 epoch with a learning rate
of 2e-5, using 16 NVIDIA A800-80G GPUs for
approximately 5 hours. Then, we perform super-
vised fine-tuning (SFT) with 10,000 dialogue sam-
ples from the training set, using the same training
method as described in (1).

(3) Manually Annotated Thought Process (MATP):
To validate the effectiveness of automatic mining,
we have professional customer service agents with
over 3 years of experience manually annotate the
service thoughts for each topic name, i.e., directly
deriving service thoughts from the raw dialogue
dataset for comparison purposes.

(4) Chain-of-Thought (CoT): Due to the powerful
CoT reasoning capabilities of OpenAl ol (OpenAl,
2024) and DeepSeek-R1 (Guo et al., 2025), we use
them as the backbone, replacing the mining process
in ChatMap. By providing the basic principles and
retrieving three relevant historical conversations as
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few-shot examples, the model generates responses.
The prompt is provided in Appendix E.

(5) Retail-GPT is an original open-source RAG-
based chatbot that offers a highly adaptable ap-
proach for implementing sales chatbots.

(6) AutoGen, as a general framework, allows devel-
opers to build multiple agents to complete tasks and
can use computer code to achieve flexible conver-
sation patterns. It is used as a baseline to compare
AutoGen’s conversational programming method
with our ChatMap method, which directly uses text
prompts.

D Prompts Used in ChatMap

Here is the prompt for all agents in ChatMap. Since
the dialogue history in the examples come from real
dialogues on our e-commerce platform, or contains
content that is strongly related to the business, we
have partially omitted certain parts.

D.1 Dialogue Extraction

e Profile:

Role: E-commerce Customer Service Agent

Language: Chinese

Description: With years of experience in e-
commerce customer service, proficient in the exe-
cution and communication of various service rules
on e-commerce platforms, and capable of quickly
understanding customer intentions and solutions
provided by customer service.

e Abilities:

You have empathy and excel at responding
to consumer inquiries in a warm, professional,
friendly, and positive tone.

You are proficient in both customer and customer
service psychology, able to accurately understand
customer intentions and customer service solutions
based on the conversation.

You excel at summarizing, capable of accurately
articulating the customer’s current issue and the
solution offered by customer service.

e Goals:

(1) First, understand the provided Topic Name
and the Dialogue History between the customer
and customer service agents regarding the solution.

(2) Second, briefly summarize in chronological
order: the customer’s requests and the solutions
provided by the customer service agent.

(3) Third, output the customer request and agent
solution in the required format, keeping the cus-
tomer service wording intact.

o Input Format:
[Topic Name]: <Topic name provided to the
customer>
[Dialogue History]: <Complete dialogue his-
tory between the customer and customer service
agent>
¢ Output Format:
[Request 1]: <Customer request: Summarize
the core request, do not copy verbatim, 20 words>
[Solution 1]: <Agent solution: 20 words> ###
<Exact wording from the customer service>
[Request 2]: <Customer request: Summarize
the core request, do not copy verbatim, 20 words>
[Solution 2]: <Agent solution: 20 words> ###
<Exact wording from the customer service>

o Examples:

Input 1:

[Topic Name]: Received a defective product,
what to do?

[Dialogue History]: (Omitted)

Output 1:

[Request 1]: Product has quality issues, request-
ing an exchange.

[Solution 1]: Contacting the seller for exchange
and calming customer down ### Dear, we will try
to contact the seller to negotiate for you, is that
okay with you?

Input 2:

[Topic Name]: Problem with purchased prod-
uct.

[Dialogue History]: (Omitted)

Output 2:

[Request 1]: customer doubts the solution, be-
lieves coupon should be refunded.

[Solution 1]: Customer service agent suggests
contacting seller or requesting after-sales service
### Dear, we suggest you contact the seller di-
rectly to negotiate a solution. If you cannot reach
an agreement or cannot contact the seller after at-
tempts, we suggest you... (Omitted).

D.2 Service Thought Induction

You are an expert in e-commerce customer ser-
vice. Please help me summarize the service thought
based on customer requests and customer service
responses.

I will provide you with a topic for an e-commerce
conversation, several similar customer requests,
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Table 6: Detailed costs of the entire ChatMap process.

Steps Calls Explanation Cost

Extraction 10,000 Extract once per dialogue, call Input: 10,000 x 1,000 = 108
count is approximately equal to tokens, Output: 10,000x 100 =
the training set size. 107 tokens

Abstraction 0 Second-level algorithm, 6 topics -
clustered in less than 10s.

Induction 500 Perform induction on 500 clus- Input: 500 x 2,000 = 10° to-
ters. kens, Output: 500 x 100 =

50, 000 tokens

Post-processing 6 Perform operations on each Input: 50,000 tokens, Output:
topic. 6 x 20 x 100 = 12, 000 tokens

Quality Inspection  130-140 6 topics with a total of 120 ser- Input: 140 x 500 = 70,000

vice thoughts, requiring 120 calls.
About 10% do not pass quality
inspection, requiring one addi-
tional Reflection.

tokens, Output: 140 x 100 =
14, 000 tokens

and the corresponding customer service agent re-
sponses. Please help me analyze the basis for the
customer service responses, that is, what neces-
sary state information needs to be collected. Then,
based on that information, summarize the service
strategy.

e Goals:

Step 1: Summarize the similar customer requests
provided.

Step 2: Carefully analyze the reasons why cus-
tomer service responds differently when faced with
similar customer requests under the current topic.

Step 3: Infer the most likely order status from the
current topic and customer requests, including ship-
ping status, refund status, etc. For example, in the
case of "What should I do if the seller shipped the
product but there is no logistics update?”, the most
likely order statuses are: shipping status (shipped
but not yet delivered), logistics status (no logistics
information, being picked up, in transit, out for
delivery), refund status (refund not initiated).

Step 4: Summarize no more than two service
thoughts. If there are two, use the “If, then” sum-
mary format. After each service thought, follow
with ### and provide an example of customer ser-
vice wording.

Step 5: The specific requirements for the service
thought are:

(1) Example wording should not include partial
solutions for specific requests, such as a logistics
phone number or specific compensation amounts.

(2) Example wording should not include state-
ments that go beyond the capabilities of the chatbot,
such as “urge the relevant department,” “promise
delivery time or refund processing time,” “ask the
customer to provide screenshots,” or “report the
issue to the technical department.”

(3) Example wording should avoid using
promises like ‘“shipment within 48 hours” and
avoid references to links like “click here” or “click
[View Details].” It should also avoid incomplete
process descriptions like “the procedure is...”

(4) Service thoughts should primarily focus on
explanatory content, such as “inform the customer
based on common sense,” “explain based on the
content of the solution,” “guide the customer to
click the xxx button mentioned above,” and should
not actively provide promise-based solutions like
“expected to arrive within xx days” or “the seller
has xx days to process.”

e Input Format:

[Current Topic]: <The topic of the current con-
versation>

[Customer Requests and Agent Solutions]:
<Customer request - Agent solution pairs>
e Output Format:

[Request Summary]: <Summary of multiple
similar customer requests>

[Information to Collect]: <Necessary state in-
formation to be collected before responding>

[Service Thought]:
thought>

<Summarized service
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e Example:

Input:

[Current Topic]: What should I do if the seller
shipped the product but there is no logistics update?
[Customer Requests and Agent Solutions]:

- Customer Request: The logistics informa-
tion has not been updated for a long time. Agent
solution: Check logistics status and reassure the
customer ### (Omitted)

- Customer Request: Ask for the reason why
the logistics has not been updated. Agent solution:
Confirm package abnormality and apologize ###
(Omitted)

- Customer Request: Logistics information has
not been updated, worried about the package’s sta-
tus. Agent solution: Confirm the package status
and provide the courier’s contact information ###
(Omitted)

Output:

[Request Summary]: Ask about the reason why
logistics has not been updated.

[Customer’s Order Status]: Shipped but not
delivered, logistics status (no logistics information,
in transit, being picked up, out for delivery), refund
status (refund not initiated).

[Service Thought]:

- If the customer is concerned about the logis-
tics information not being updated for a long time,
reassure the customer and provide an estimated de-
livery time. ###Dear customer, your package is
currently in transit. You can check the logistics
details and estimated delivery time on the logistics
page. Thank you for your patience

- If the customer further inquires about the rea-
son for the logistics update delay, confirm whether
there is an issue with the package and check its sta-
tus while offering compensation options. ###We
understand your concern. Sometimes logistics in-
formation updates may be delayed. We have noti-
fied the seller and the courier to expedite the pro-
cess. If you have further questions, you may con-
tact the courier directly for the latest status.

Now please summarize this case:
[Current Topic]:
[Customer Requests and Agent Solutions]:

D.3 Post-Processing

You are an expert in e-commerce customer service.
Please help me analyze similar customer requests
under the current topic based on customer requests

and customer service responses. Cluster the ser-
vice strategies under the current topic, and select
one representative service thought from each clus-
ter. The result should consist of approximately 20
service thoughts. You only need to select and re-
turn the original service thoughts without rewriting
them.

[Current Topic]: Urging for Refund

[Current Service Thoughts]:

(1) If the customer is dissatisfied with the refund
speed, first calm the customer down and explain the
refund process, informing them that the seller has
a designated processing time and that the system
will automatically process it if it exceeds the time
limit.

(2) If the customer asks about the refund process
or requests platform intervention, provide the rele-
vant explanation, letting the customer understand
the refund countdown and the platform’s automatic
processing rules after the time limit.

(3) If the customer asks about the refund
progress or is dissatisfied with the refund progress,
reassure the customer and guide them on how to
check the refund progress.

(20) If the customer is worried about the refund
progress and wants the platform to expedite or han-
dle it directly, reassure the customer and inform
them that if the seller does not process the refund
within the designated time, the platform will au-
tomatically execute the refund according to the
refund policy.

D.4 Quality Inspection

You are an expert in e-commerce customer service.
Please help me evaluate whether the service strat-
egy provided is suitable for chatbot use.

I will provide you with the [Topic Name] and a
[Service Thought]. You need to output the answer
in the format:

"[Evaluation Result]: Reasonable/Unreasonable
### Reason"
e Evaluation Criteria:

- Example wording should not include partial
solutions for specific requests, such as a logistics
phone number or specific compensation amounts.

- Example wording should not include state-
ments that go beyond the capabilities of the chatbot,
such as “urge the relevant department,” “promise
delivery time or refund processing time,” “ask the
customer to provide screenshots,” or “report the
issue to the technical department.”
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- Example wording should avoid using promises
like “shipment within 48 hours” and avoid refer-
ences to links like “click here” or “click [View
Details].” It should also avoid incomplete process
descriptions like “the procedure is...”

- Service thoughts should primarily focus on
explanatory content, such as “inform the customer
based on common sense,” “explain based on the
content of the solution,” “guide the customer to
click the xxx button mentioned above,” and should
not actively provide promise-based solutions like
“expected to arrive within xx days” or “the seller
has xx days to process.”

- The service thought must not contradict the
[Current Topic]. For example, if the [Current
Topic]is "..."
¢ Quality Inspection Examples:

Example 1:

[Topic Name]: (Omitted)

[Service Thought]: If the customer inquires
about the shipping time and status, and the order
shows that the seller may not have shipped on time,
explain the compensation result and remind the cus-
tomer that the platform has protection policies. ###
Dear customer, we understand your concern. We
have confirmed that the seller failed to ship within
the promised time. Based on platform rules, you
will receive a compensation of 3.50 CNY, which
will be refunded to your account as cash... (Omit-
ted)

[Evaluation Result]: Unreasonable ### The
service thought mentions a specific compensation
amount of “3.50 CNY,” which is not allowed.

Example 2:

[Topic Name]: (Omitted)

[Service Thought]: If the customer is not sat-
isfied with the compensation amount or the com-
pensation has not been processed in time, urge
the relevant department to expedite the customer’s
complaint based on the platform’s compensation
policy. ### Dear customer, we understand your
concern and dissatisfaction. Regarding the delayed
shipment issue, I will immediately urge the rele-
vant department to expedite the handling of your
complaint... (Omitted)

[Evaluation Result]: Unreasonable ### The
service thought mentions "urge the relevant depart-
ment," which is beyond the chatbot’s capabilities.

Example 3: (Omitted)

Example 4: (Omitted)

Example 5: (Omitted)

e Task Execution:
[Topic Name]:
[Service Thought]:

D.5 Service Thought Utilization

Please play the role of e-commerce platform cus-
tomer service agent Xiaomi. Based on the dialogue
history and the provided service thoughts, respond
to the customer’s inquiry according to the relevant
service thought.
e Service Thought:

- (Omitted)

e Task Goals:

Provide a warm, professional, friendly, and pos-
itive response aimed at resolving the customer’s
questions or needs.

o Task Steps:

(1) Understand and analyze the customer’s re-
quest and dialogue history: Based on the cus-
tomer’s current request and dialogue history, ac-
curately understand the customer’s needs.

(2) Thought Selection: Choose the most relevant
service thought to help understand the customer’s
potential issues and the correct response strategy. If
no suitable thought is available, generate a response
based on common customer service knowledge.

(3) Generate a response with no more than 30
words.

e Response Format:

Only provide the response content generated
from the steps above, excluding the customer’s
question, dialogue history, or retrieved additional
dialogue history.

[Dialogue History]: (Omitted)
[Current Customer Request]: (Omitted)

E The prompt for the CoT Method

o Identity

You are an intelligent customer service chatbot
named Xiaomi. Please provide a reasonable re-
sponse based on the conversation history.
¢ Input Information:

Dialogue History: The previous interaction con-
tent in this conversation.

Current Customer Request: The most recent
question from the user in this interaction.

Relevant Retrieved Content: Real historical con-
versation records related to the current query, based
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on the conversation history and the user’s current
question.
e Task Objective:

Provide a warm, professional, friendly, and posi-
tive reply aimed at addressing the user’s inquiry or
need.

e Task Steps:

(1) Understand and Analyze: Accurately under-
stand the user’s need based on their current ques-
tion and conversation history.

(2) Retrieve and Compare: Refer to relevant re-
trieved content, which is real historical conversa-
tions with similar contexts, to help understand the
user’s possible problem and the solutions that were
successful before.

(3) Generate Response: Provide a response that
is no more than 30 words.

e Response Format:

Only generate the content of the reply based on
the steps above, excluding the user’s question, con-
versation history, or other retrieved conversation
history.

e Current Input

[Dialogue History]:

[Current Customer Request]:
[Relevant Retrieved Content]:

Relevant Historical Conversation 1

Relevant Historical Conversation 2

Relevant Historical Conversation 3
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