CNNSum: Exploring Long-Context Summarization with
Large Language Models in Chinese Novels

Lingxiao Wei' He Yan™ Xiangju Lu™  Junmin Zhu™
Jun Wang' Wei Zhang'**
fEast China Normal University iQIYIInc *Shanghai Innovation Institute

51265901053@stu.ecnu.edu.cn

Abstract

Large language models (LLMs) have been well-
researched in various long-context tasks. How-
ever, the scarcity of long-context summariza-
tion datasets hinders progress in this area. To
address this, we introduce CNNSum, a multi-
scale long-context summarization benchmark
based on Chinese novels, featuring human-
driven annotations across four subsets totaling
695 samples, with lengths ranging from 16k
to 128k. We benchmark numerous LLMs and
conduct detailed human assessments to sum-
marize abnormal output types. Furthermore,
we extensively explore how to improve long-
context summarization. In our study: (1) Ad-
vanced LLMs may generate much subjective
commentary, leading to vague summaries. (2)
Currently, long-context summarization mainly
relies on memory ability. The advantages of
Large LLMs are hard to utilize, thus small
LLMs are more cost-effective. (3) Different
prompt types paired with various version mod-
els may cause large performance gaps. In fur-
ther fine-tuning, these can be mitigated, and the
Base version models perform better. (4) LLMs
with RoPE-base scaled exhibit strong extrap-
olation potential; using short-context data can
significantly improve long-context summariza-
tion performance. However, further applying
other interpolation methods requires careful se-
lection. (5) CNNSum provides more reliable
evaluation results than other benchmarks. We
release CNNSum to advance future research.!

1 Introduction

Long-context large language models are advancing
rapidly (Wang et al., 2024; Pawar et al., 2024), mak-
ing complex long-context tasks that were once con-
sidered difficult achieve revolutionary progress (Li
et al., 2024a). However, long-context summariza-
tion tasks progress slowly, which is crucial for as-
sessing long-context ability and forms the basis for
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complex contextual understanding (Pagnoni et al.,
2021; Bhandari et al., 2020; Kim et al., 2024). (Pu
et al., 2023) declare that traditional summariza-
tion research is dead, but creating new high-quality
datasets remains essential. Unlike most tasks, sum-
marization is more subjective, without a gold stan-
dard. And obtaining high-quality data is challeng-
ing for long texts, which requires a global context
understanding and memory, and even human ex-
perts struggle to annotate directly (Qiu et al., 2024).

Recent studies on LLMs summarization (Tam
et al., 2023; Song et al., 2024; Li et al., 2024b)
are still based on previous short datasets (Narayan
et al., 2018; Nallapati et al., 2016). (Bertsch et al.,
2024) proposes unlimited-input transformers based
on summarization task, using only BookSum (Krys-
cinski et al., 2022) as sufficiently long data, which
remains the latest book-length dataset. The maxi-
mum length of newer Chinese long summarization
datasets (Liu et al., 2022) is only 6k. (Chang et al.,
2024; Kim et al., 2024) study book-length summa-
rization, but both are expensive in annotating their
own datasets to avoid leakage risks.

Most studies focus on hallucination-related is-
sues evaluations. However, implementing these
evaluations holds limited significance if models
cannot work properly. Although the 128k context
length has been common, LLMs exhibit large per-
formance degradation on various tasks as sequence
length increases (Hsieh et al., 2024). In this study,
we indeed find that outputs may be disorganized,
meaningless, or fail to follow the instructions. The
core is how LLMs handle long-context summariza-
tion tasks. Due to a lack of datasets, there is still
insufficient systematic research and guidance.

Despite many long-context LL.Ms benchmarks
emerging (An et al., 2024; Bai et al., 2024b; Kwan
etal., 2024; Zhang et al., 2024; Ni et al., 2024b; Qiu
et al., 2024), their summarization tasks still have
considerable room for improvement in terms of
construction. Regardless of language and domain,
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we summarize the shortcomings: (1) Building on
old datasets (Fabbri et al., 2019; Huang et al., 2021;
Sharma et al., 2019; KryScinski et al., 2022; Wang
et al., 2021) leads to high leakage risks (Xu et al.,
2024; Li et al., 2024c). (2) Data volume is small,
maybe just dozens. (3) The average and maximum
lengths are short, typically under 16k. (4) Lacking
multi-scale length-based subsets limits evaluation
in varying contexts, and our experiments indicate
a wide range of mixed lengths may lead to mis-
leading results. (5) Annotations are either collected
from the web, carrying high leakage risk and low
quality, or synthesized by LLMs and may have var-
ious errors (Chang et al., 2024; Song et al., 2024;
Kim et al., 2024). Each benchmark mentioned
above has at least two of these shortcomings.

To better explore long-context summarization
with LLMs, we introduce Chinese Novel Summa-
rization (CNNSum), a new multi-scale dataset that
improves all the above shortcomings. Based on
a newly collected corpus, we built four subsets:
L(16k), XL(32k), 2XL(64k), and 3XL(128k), total-
ing 695 samples. The annotations are completed by
human experts with assistance from LLMs. Since
prompt formats greatly impact LLMs (Sclar et al.,
2024) and beginning and ending tokens are crucial
in long contexts (Han et al., 2024; Liu et al., 2024b),
we define two prompt types for baselines: Instruc-
tion at the Beginning (Prompt-IB) and Instruction
at the End (Prompt-IE), as shown in Appendix I.1.
Although ROUGE-L (Lin, 2004) remains the pri-
mary metric in most benchmarks, it differs signif-
icantly from human preferences. Even LLMs are
not yet reliable enough to replace humans (Shen
et al., 2023). While referencing automatic metrics,
we conduct fine-grained inspection and analysis of
the outputs to categorize error types. Our observa-
tions are as follows: (1) GPT-40 (OpenAl, 2024b)
prefers more subjective narration leading to vague
summaries, so focusing on objective plots remains
the key. (2) The two prompts can result in a sig-
nificant output quality gap across various LLMs.
(3) The Chat or Instruction version may harm the
Base model’s long-context summarization ability.
(4) The large LLMs struggle to fully leverage their
advantages in reasoning and comprehension, while
small LLMs are more cost-effective.

The abnormal behaviors are usually related to
training configurations of LLMs; we further con-
duct extensive fine-tuning experiments. The LLMs
may have acquired longer-context abilities during
pre-training (Xiong et al., 2024; Fu et al., 2024),

requiring only activation. Consequently, we con-
catenate short summarization data into longer ones
for training. Our findings indicate that: (1) The
performance gaps caused by prompts can be miti-
gated, allowing models to fully perform. (2) The
Base models are better for further fine-tuning and
extrapolation than the Instruction or Chat version.
(3) Fine-tuning with short-context data can signif-
icantly improve long-context summarization per-
formance. (4) Current LLMs widely use Adjusted
Base Frequency (ABF) (Xiong et al., 2024), im-
proving the extrapolation potential and maintain-
ing decent extrapolation performance on samples
several times longer than the training length. How-
ever, when further combined with other interpo-
lation methods, they show interesting differences.
(5) CNNSum could provide more reliable evalua-
tions, as it employs a more rigorous and reasonable
length sampling strategy. The only relatively new
and large-scale Chinese summarization benchmark
is CLongEval-LStSum (Qiu et al., 2024), which
reuses BookSum (Kryscinski et al., 2022) and an-
notations are synthesized by GPT-4. However, we
find it may produce misleading results compared to
CNNSum, especially in extrapolation evaluation.
In summary, we introduce CNNSum, an entirely
new long-context Chinese novel summarization
benchmark, which is significantly superior in de-
sign and construction compared to existing datasets.
We carry out comprehensive explorations of long-
context summarization tasks for LLMs, providing
guiding insights for future research in this field.

2 Related Work

2.1 Summarization Evaluation of LLMs

ROUGE (Lin, 2004) is still popular due to its sim-
ple implementation. It measures the information
overlap between outputs and references. (Chang
et al., 2024) proposes a protocol for coherence
evaluation of book-length summaries generated by
LLMs and achieves an LLM-based automatic im-
plementation. It does not focus on faithfulness and
thus does not rely on gold summaries but advanced
LLMs like GPT-4 (Achiam et al., 2023). (Tam et al.,
2023) constructs a benchmark for evaluating fac-
tual consistency by manually re-annotating previ-
ous news summarization datasets (Nallapati et al.,
2016). (Krishna et al., 2023) proposes guidelines
for human evaluation of faithfulness. (Song et al.,
2024) introduces a prompt-guided fine-grained
evaluator for faithfulness and completeness. It
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also relies on advanced LLMs for reliable eval-
uation. (Ravaut et al., 2024) studies how LLMs
utilize entire context in summarization, still based
on those previous datasets. (Kim et al., 2024) is the
first to conduct a large-scale evaluation of book-
length summarization faithfulness, which mainly
focuses on commercial models. (Haldar and Hock-
enmaier, 2024) analyzes code summarization per-
formance of LLMs based on short-context datasets.

2.2 Long-Context Extension for LLMs

RoPE (Su et al., 2024) is widely used in LLMs, but
its extrapolation performance is limited. Position
Interpolation (Fei et al., 2024) achieves efficient
extension but still needs fine-tuning on the target
length. NTK methods (u/LocalLLaMA, 2023; r/Lo-
calLLaMA, 2024) mitigate the high-frequency in-
formation loss caused by interpolation, enabling ex-
trapolation directly. YaRN (Peng et al., 2024) com-
bines the above methods and attains 2x extrapola-
tion. CLEX (Chen et al., 2024a) achieves more effi-
cient dynamic scaling, and LongRoPE (Ding et al.,
2024) leverages RoPE’s non-uniformity to search
better interpolations for more times of extrapola-
tion, but the iteration process is complex. The
above methods are mostly implemented on early
LLMs (Touvron et al., 2023a,b) for experiments.
The Adjusted Base Frequency (ABF) (Xiong et al.,
2024) has been widely used (Yang et al., 2024;
Qwen et al., 2024; Young et al., 2024; Cai et al.,
2024), significantly improving extrapolation poten-
tial. (Liu et al., 2024c) further proposes scaling
laws for RoPE base. There is still no systematic
research on applying other interpolation methods
to ABF-scaled LLMs.

3 CNNSum Construction

3.1 Chinese Book Corpus Collection

We collect 103 books from the Chinese Internet
open-source data, each having a clear chapter struc-
ture. We remove books that are composed of mul-
tiple independent short stories or that lack main
storylines, as their long-context dependencies are
weak. Qwen2-72B-Instruct (Yang et al., 2024) is
used to detect potentially popular books, as it has a
high leakage risk (Ni et al., 2024a; Xu et al., 2024).
We randomly select chapters from each book to
generate summaries. If the model identifies source
books and outputs extra information, we remove
them as they may also be extensively leaked in
other LLMs; this filters out 27 books. Our corpus

has many web-serialized novels, often exhibiting
unique writing habits or styles of authors. Common
cases include non-standard punctuation usage and
randomly interspersed irrelevant extras, as shown
in Appendix H.1. These may disrupt the context
coherence or lead to unexpected behavior in model
outputs. We format these via regular expressions
and manual checks.

3.2 Multi-Scale Sampling

We calculate the efficiency of various tokenizers in
tokenizing Chinese text based on our corpus; de-
tails are in Appendix C.1. We use Yi (Young et al.,
2024) tokenizer to process chapters and define four
token-level target lengths T" and their ranges. Each
range has a specific lower boundary to avoid scor-
ing bias from overly short data. The upper bound-
ary is uniformly set as T' 4 2k (k = 1024), able to
evaluate extrapolation without causing score col-
lapse. The specific settings are as follows:

Ty, = 16k, Ranger, = [16k — 4k, 16k + 2k]
Txy = 32k, Rangexy = [32k — 6k, 32k + 2k|
Tox = 64k, Rangeax = [64]{3 — 10k, 64k + 2]6]

[

Tsxr = 128k, Rangesxy = [128k — 16k, 128k + 2]@}

The book B is composed of multiple chapters c,
represented as B = {cg,c1,...,c;}. For a target
range R and a book B, the sampling method is as
follows: (1) Initialize a variable sliding window w
starting from ¢y, expanding chapter by chapter. (2)
When w = [¢j, Cj41, ..., Ch—1,¢k) ( < k <i):

i. If the length of w < inf R, continue expand-
ing w with chapter ¢ 1.

ii. If the length of w € R, gather as a data point,
set w = [cp11]-

iii. If the length of w > sup R, remove chapters
sequentially from c¢; onward until i or ii.

(3) Follow the procedure until B has no remaining
chapters, then process the next book. This method
is applied to each range R across our book corpus,
yielding four candidate sets.

Despite candidate sets being large, the sample
volume gaps per book vary considerably. For ex-
ample, books with longer total lengths but shorter
chapters have more samples. Conversely, shorter
books may have no or few samples in 3XL candi-
date set. We prioritize data from books with fewer
samples to preserve the diversity. Regarding length,
we prefer data closer to the target 7'. Table 1 shows

2https://github.com/openai/tiktoken
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CNNSum-L (Count=190)

CNNSum-XL (Count=195)

CNNSum-2XL (Count=200) CNNSum-3XL (Count=110)

Model Series Source Books=76 Source Books=71 Source Books=60 Source Books=45
Min QI  Mean Max | Min QI  Mean Max | Min Ql Mean Max Min Ql Mean  Max
Yi/Yi-1.5 13,447 14,841 15,721 18,323|27,586 30,932 31,844 34,703 |56,323 63,683 64,303 67,403 |115,351 128,673 128,751 132,688

Llama3/Llama3.1 15,128 18,203 19,097 23,408|31,795 37,344 38,557 42,659|67,952 76,326 77,845 85,690 140,920 152,603 155,339 166,504
Qwenl.5/Qwen2.5 12,938 14,529 15,324 18,501 {27,130 30,189 31,026 34,104|54,760 61,718 62,526 66,844 110,373 123,792 124,995 130,707
GPT-40-2024-08-06 15,564 17,974 18,814 22,792|32,428 36,676 37,984 42,177|68,641 74,996 76,598 85,231 138,417 150,226 152,875 164,939

Table 1: Token sequence length of CNNsum. Note that GPT-40 uses tiktoken?and Q1 denotes quarter quartile.

the final statistics of CNNSum. Each subset in-
cludes shorter data to maintain moderate length
diversity, but the mean length is close to the target
T, with the first quartile also kept near it. The final
data volume is 695, based on two considerations:
(1) The Annotation cost of long-context summaries.
(2) Due to sample volume gaps across books, in-
creasing the final volume will lead to imbalance,
further introducing new biases from book content.

The key to long-context data is long dependen-
cies within content, not just long sequence length.
We assess using ProLong (Chen et al., 2024b) and
the results indicate that CNNSum performs strong
long dependencies compared to other summariza-
tion datasets. Details are provided in Appendix A.

3.3 Summary Annotation

Our approach is similar to Incremental Updat-
ing (Chang et al., 2024), but with manual efforts.
For a sample, we first generate a plot synopsis for
each chapter using the prompt in Appendix 1.3,
mainly consisting of key plots and character infor-
mation. To reduce bias from a single model, we use
various commercial LLMs as listed in Appendix B.
Annotators then read each synopsis, select key plots
by their judgment, and merge them into a final sum-
mary. If finding conflicts, annotators will ask LLMs
to locate the source plots and correct them manu-
ally. We have two requirements for annotators: (1)
Do not merely delete the unnecessary parts and
merge the rest, but rewrite in your own words. (2)
Avoid subjective commentary, focusing instead on
objective plots. Although this may sacrifice some
coherence, it increases the effective information
density. For L and XL, we limit a maximum of 500
words, and 600 for 2XL and 3XL. Adding more
words for coherence is not cost-effective, as most
models do not produce overly long summaries.
Our annotation team has 23 experts. To reduce
individual bias, each sample in 2~3XL is annotated
by one expert and then reviewed by another for
consistency. This annotation strategy leverages the
strengths of LLMs in efficiently processing multi-
ple texts concurrently, alongside the logical think-
ing and error-correction abilities of human experts.

This combination complements the weaknesses of
each other, making it one of the best annotation
strategies for long-context summarization tasks.

4 Experiments

4.1 Baselines

Chinese has one of the largest corpora, but many
advanced LLMs still support it poorly, as shown
in Appendix C.1. Such as Claude3.5 (Anthropic,
2024) and GPT-40 cannot process 3XL. We select
models as follows; details are in Appendix C.2.

Commercial Models (1) OpenAl flagship, GPT-
40-2024-08-06 (OpenAl, 2024b) and the lite ver-
sion GPT-40-mini-2024-07-18 (OpenAl, 2024a).
(2) Moonshot-v1-128k (MoonshotAl, 2024). (3)
Qwen-plus-2024-09-19 (Cloud, 2024). (4) Doubao-
pro-128k (Doubao, 2024). All the above have a
128k context length. (5) Gemini-1.5-pro (Team
et al., 2024a), with 2 million context length.

Open-Source Models (1) Yi (Young et al., 2024)
and Yi-1.5 series. (2) Qwenl.5, Qwen2 (Yang
et al., 2024), and Qwen2.5 (Qwen et al., 2024) se-
ries. (3) ChatGLM3-6B-128K (Du et al., 2022) and
special version GLM4-9B-Chat-1M (GLM et al.,
2024). (4) InternLM2.5-20B (Cai et al., 2024)
series and special version InternLM?2.5-7B-Chat-
IM. (5) Llama3.1 series (Dubey et al., 2024). (6)
Ministral-8B-Instruct-2410 (Al, 2023). (7) LWM-
Text-1M (Liu et al., 2025).

4.2 Experimental Setup

We set generation tokens to 400 for L and XL, and
500 for 2~3XL. We use jieba® for Chinese segmen-
tation and then report ROUGE-L (Lin, 2004). For
the BERTScore (Zhang et al., 2020), we use the
Chinese XLNet-Large (Cui et al., 2020). This archi-
tecture can handle long texts, and the computation
is based on the hidden states of the last layer.

Baseline Evaluation We use vLLM (Kwon et al.,
2023) for open-source models and apply greedy

Shttps://github.com/fxsjy/jieba
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CNNSum

Model Ctx. Len. L (16k) XL (32k) 2XL (64k) 3XL (128k) MSE (P-IE vs P-IB)
Commercial Models
GPT-40-2024-08-06 128k 15.5 14.2 12.5 - 0.0
GPT-40-mini-2024-07-18 128k 15.7 13.7 12.8 - 0.3
Gemini-1.5-pro 2m 19.3 18.1 16.8 14.6 0.1
Qwen-plus-2024-09-19 128k 20.5 18.5 164 14.8 0.1
Doubao-pro-128k 128k 19.6. 17.8 15.5 13.2 0.6
Moonshot-v1-128k 128k 224 20.3 18.0 15.2 0.9
Open-Source Models
Yi-6B 4k 8.8 2.7 2.3 1.1
Yi-6B-Chat 4k 13.5 2.1 2.1 04
Yi-6B-200K 200k 9.9 8.8 4.0 4.5
Yi-34B-200K 200k 12.1 11.3 10.8 10.0 0.1
Yi-1.5-34B-32K 32k 11.6 10.5 9.6 0.1 14.5
Yi-1.5-34B-Chat-16K 16k 13.8 12.3 10.9 0 7.8
InternLM2.5-7B-Chat-1M 1m 18.0 17.1 14.7 13.0 0.9
InternLM2.5-20B 256k 18.2 16.3 14.4 12.7 0.1
InternLM2.5-20B-Chat 32k 18.9 17.3 16.2 142 0.1
ChatGLM3-6B-128K 128k 17.2 16.1 14.8 13.7 0.1
GLM4-9B-Chat-1M 1m 19.0 17.9 16.5 154 0.2
Llama3.1-8B 128k 7.8 8.4 3.1 7.2
Llama3.1-8B-Instruct 128k 15.6 14.3 12.8 9.9 1.4
Llama3.1-70B 128k 12.2 6.9 7.5 5.0
Llama3.1-70B-Instruct 128k 17.9 15.7 13.8 10.6 0.5
LWM-Text-1M 1m 33 2.5 1.1 0.2
Ministral-8B-Instruct-2410 128k 16.2 14.0 11.3 35 0.1
Qwenl.5-7B 32k 12.1 10.9 5.7 2.6 344
Qwen1.5-7B-Chat 32k 15.1 13.6 10.3 2.7 0.3
Qwen1.5-32B-Chat 32k 15.7 14.2 5.0 4.2 0.3
Qwen2-7B 128k 9.8 8.0 6.9 1.5
Qwen2-7B-Instruct 32k 15.2 13.3 12.3 11.3 1.5
Qwen2-72B 128k 14.8 13.2 11.7 10.4 16.3
Qwen2-72B-Instruct 32k 15.5 13.2 11.5 9.2 19.0
Qwen2.5-7B-Instruct 32k 15.7 14.0 12.7 9.6 34
Qwen2.5-72B-Instruct 32k 19.6 17.6 13.6 13.4 1.3

Table 2: Average ROUGE-L score of CNNSum. Bold denotes the best score, underline for the second-best, and
wavy underline for the third-best. Red highlights the large value (> 5.0) in MSE (P-IE vs P-IB).

sampling. We set temperature = 0 for commer-
cial APIs. The details can be seen in Appendix D.1.
The prompts we used are shown in Appendix I.1.

Fine-tuning Data Our dataset contains about
9,000 novel summarization samples, independent
of the CNNSum corpus. The length ranges from
2k~4k with Yi tokenizer. The prompts are shown
in Appendix I.2. We randomly concatenated the
samples, similar to Section 3.2, setting ranges to
14k~18k and 30k~34k, with average lengths of
about 16k and 32k. The main motivation is to en-
able models to adapt to more positions and activate
extrapolation ability. (Tian et al., 2024) contem-
poraneously proposes a similar data augmentation
strategy, proving it enhances long-context ability.

Fine-tuning Experiments We follow findings
from (Chen et al., 2024c¢), use LoRA (rank=8) (Hu

et al., 2021), and unfreeze embedding and normal-
ization layers. Each experiment is repeated at least
three times. More details are in Appendix D.2.

4.3 Main Results on CNNSum

We calculate mean ROUGE and use Mean Squared
Error (MSE) to measure performance gaps caused
by prompts, as shown in Table 2 (Full results are
shown in Appendix F). Overall, commercial mod-
els outperform most open-source models. The low
MSE demonstrates a more stable long-context sum-
marization ability. Moonshot-v1 performs the best,
but it suffers a decrease of 32.1% at 3XL. Gemini-
pro, Qwen-plus, and Doubao-pro have similar per-
formance. Doubao-pro shows the largest decrease
of 32.7% from L to 3XL, while Gemini-pro shows
the smallest decrease of 24.4%. Unexpectedly,
GPT-40 performs the worst, lagging behind other
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CNNSum

Model Ctx. Len. L (16k) XL (32k) 2XL (64k) 3XL (128k)

P R F1 P R F1 P R F1 P R F1
GPT-40-2024-08-06 128k 61.2 594 603|609 593 60.1]|60.1 568 58.0 - - -
GPT-40-mini-2024-07-18 128k 61.8 619 61.8 608 60.0 604 | 606 593 59.9 - - -
Gemini-1.5-pro 2m 66.6 639 651|666 644 654|657 652 654|650 653 65.1
Qwen-plus-2024-09-19 128k 68.8 63.1 657|679 616 645|666 608 635|653 603 62.6
Doubao-pro-128k 128k 673 63.1 65.0]66.1 60.6 631|647 580 61.1| 615 556 583
Moonshot-v1-128k 128k 674 678 67.6 | 67.0 674 67.1 | 658 673 665|641 648 64.4

Table 3: Average BERTScore of commercial models. Bold denotes the best score, underline for the second-best,
and wavy underline for the third-best. P stands for precision, and R stands for recall.

Model Ctx. Len. L ;ENS;;E 3XL
Yi-1.5-34B-32K 32k 1;;34 182_'27 189'38 8:1
Yi-1.5-34B-Chat-16K 16k ET }gfi 19%}1 8:8
Llamad. -85 9 G4 54 97 39
Llamad. 708 129108 102 a6 79
Quent 578 o
Quen2-728 19 175 187 131 113
Qwen2-72B-Instruct 32k i;: igg 1(2)2 17(26

Table 4: Gray for Prompt-IE and white for Prompt-1B.
Bold denotes the best score of each model.

models by 20%~30% on average from L to 2XL.
Given that the output quality of commercial APIs
is better, and their ROUGE scores are close, we
specifically compute the BERTScore for them, as
shown in Table 3. However, they almost have the
same trend, providing limited additional meaning-
ful insights. This indicates the limitations of simple
automatic metrics. Therefore, in the subsequent
parts, we only use ROUGE as the basic guiding
metric and conduct detailed human inspection.
GLM4-9B-Chat-1M performs best in the open-
source models, with only an 18.9% decrease from L
to 3XL. InternL.M2.5-20B-Chat shows the most ro-
bust extrapolation ability to 3XL, with a 24.8% de-
crease. In the Qwen series, Qwen2.5-72B-Instruct
performs the best but decreases by 31.6% when
extrapolated to 3XL. Others perform similarly
on L and XL, with the Qwen?2 series decreasing
20%~40% to 3XL. Due to lower Chinese encod-
ing efficiency, Llama3.1 and Ministral require ex-
trapolation on 3XL, with Llama3.1 series showing
an average decrease exceeding 40% and Ministral
reaching as high as 78.3%. Yi-34B-200K generally
outputs just half or one sentence or meaningless
repetitions. And Yi-6B-200K performs even worse.

4.4 Analysis and Case Study

Why Do GPT-40 Fail? As shown in Table 1
and Table 3, GPT-40 actually needs to process
longer sequences. Despite this, its performance
on L still trails other commercial models on XL on
average by 16%. GPT-40 and Qwen-plus generate
more concise summaries, while Moonshot-v1 and
Gemini-pro generate longer ones. Moonshot-v1
outputs significantly longer than others, with many
samples reaching the length limit without repeti-
tion. Longer outputs contain richer information, are
more likely to overlap with references, leading to
higher scores. For GPT-4o, its already shorter out-
puts often include subjective commentary. These
contents are extensions of the plot rather than itself,
usually not overlapping with references, as shown
in Appendix H.2. On the other hand, such highly
generalized content may indicate that the model has
limited memory of key plots. Other commercial
models rarely exhibit this and focus on objective
plots, regardless of the output length.

Which Prompt? Which Model Version? Re-
sults of models with large MSE (in red) are detailed
in Table 4. Models with shorter context lengths
perform better with Prompt-IE, namely Qwen1.5
and Yi-1.5. We inspect their outputs and find that
the instruction may be forgotten after reading long
contexts in Prompt-IB. Many outputs copy from
novels or are meaningless repetitions. Conversely,
using Prompt-IE can summarize normally even in
extrapolation, examples are in Appendix H.3. The
Base model is more stable than its Chat version
with Prompt-IE, which is not directly reflected by
ROUGE. Yi-1.5-34B generates more concise and
clean summaries, while the Chat model outputs
more content, but it is more prone to disorganiza-
tion and repetition. This observation also occurs in
models with lower MSE, such as InternLM?2.5-20B
series. Examples are shown in Appendix H.4.

Models with longer context lengths seem to rec-
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ognize the instruction at the beginning easily. How-
ever, it still may forget the instruction when ex-
trapolating on a very long context with Prompt-
IB, such as Qwen2-72B-Instruction. Examples are
in Appendix H.5. Llama3.1 is more sensitive to
prompt types. They sometimes even fail to produce
any meaningful content with Prompt-IE, see Ap-
pendix H.6; this is more frequent in longer samples.
But when using Prompt-IB, it does not occur at all.

The types of abnormal outputs are summarized
below: (1) Initially outputs normally, but at random
moments it starts repeating a sentence or paragraph.
(2) After generating a summary, it fails to stop and
starts repeating extra prompt instructions. (3) Copy
from novels randomly until reaching the length
limit. (4) Fail to follow the instructions and output
randomly. This may depend on the prompt tem-
plate. (5) Crash directly and repeat meaninglessly.
(6) A combination of the above situations. The rep-
etition issues partly arise from a greedy sampling
strategy (Meister et al., 2023; Xu et al., 2022), but
they actually reflect the ability deficiencies in han-
dling long text. On the one hand, these stem from
the training phase configuration, including data vol-
ume of summarization tasks, prompt diversity, and
so on. On the other hand, the primary reason is
the challenge of length extrapolation. When po-
sition embeddings exceed the maximum training
sequence length, it may lead to a breakdown in
the attention mechanism (Han et al., 2024). Al-
though most baseline LLMs have been extended
for extrapolation during pretraining, their stability
in summarization tasks remains inadequate.

Rise of Small Long-Context LLMs In the In-
ternLM2.5 series, 7B-1M slightly outperforms 20B
and achieves 94% of 20B-Chat average perfor-
mance. Similar observations are in Qwen, GPT-
40, and Llama3.1. Despite larger LLMs having
better reasoning ability, they hardly apply to long-
context novel plots. In Table 3, Gemini-pro, which
supports longer context, maintains a high recall
across all subsets, indicating its stronger ability to
memorize the key plots. In contrast, GPT-40 shows
a significant decline. We summarize the primary
challenges: (1) A longer context length means sta-
ble memory ability for key plots. (2) Models with
supervised fine-tuning better recognize and follow
the instructions after reading long novel texts. For
many samples, we observe that GPT-40 summa-
rizes with identical structures and plots to GPT-40
mini, differing only in phrasing, as shown in Ap-

CLongEval-LStSum CNNSum

Small Medium Large L XL 2XL 3XL
17.2 15.2 10.0 184 16.1 114 3.1
17.4 14.8 11.1 181 157 121 29
16.7 14.7 74 177 156 85 26
16.8 14.2 88 172 150 92 26
17.2 14.8 119 168 15.6 124 9.0
17.0 15.0 120 17.1 155 125 83
15.5 14.6 129 166 155 125 6.0
15.6 14.5 124 16.1 155 123 6.0

Base Model

Qwenl.5-7B

Qwen1.5-7B-Chat

Yi-6B

Yi-6B-Chat

Table 5: Gray for Prompt-IE, white for Prompt-IB.
Bold denotes the best score within each model series.

20 !
Qwenl.5 Yi

—e— Chat Prompt-IB \
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N
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»
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Figure 1: Results of fine-tuned models on CNNSum.

pendix H.7. Training small long-context models is
significantly less challenging and cheaper, and thus
they are cost-effective for novel summarization.

4.5 Ablation Study for Fine-Tuning

We have performed analyses based on various gen-
eral LLMs. However, fine-tuning powerful mod-
els for summarization tasks needs further explo-
ration. We fine-tune Yi-6B series and Qwenl.5-7B
series on our training sets with an average length
of 16k and evaluate on CNNSum and CLongEval-
LStSum (Qiu et al., 2024). CLongEval has three
subsets: Small (1k~16k), Medium (16k~50k), and
Large (50k~100k). Unlike CNNSum, its sample
length distribution is uniform. More statistics are
in Appendix E. Results are shown in Table 5.

Extrapolation Potential Compared to Table 2,
the performance of Yi-6B on L and XL signifi-
cantly improves by 2~3 times, while Qwen1.5 also
improves by 50%. Despite Yi-6B having the short-
est default context length (4k), its RoPE base is
scaled up via ABF (Xiong et al., 2024), enabling
greater potential for long context. In contrast, the
improvement in Qwen1.5 mainly comes from the
enhanced ability to follow instructions for summa-
rization tasks, reducing the meaningless outputs.
With the largest RoPE base in our baselines (details
in Appendix C.2), Yi-6B shows better extrapolation
potential on 2~3XL.

Model Version Within each model series, the
best scores for most subsets are achieved by the
Base version. Fig. 1 indicates that the Base models
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Figure 3: Moving Median ROUGE-L (window size=15)
of fine-tuned models on CLongEval-LStSum Large

demonstrate better extrapolation potential and are
more suitable for efficient fine-tuning. For example,
we observe that Qwen1.5-7B-Chat exhibits worse
stability when extrapolating on 2XL, having more
completely meaningless repetition.

Prompt-IB vs Prompt-IE In Table 4, Qwenl1.5-
7B shows the largest performance gaps. However,
these gaps nearly disappear after fine-tuning. This
is confirmed by Fig. 1, which intuitively shows
that a fine-tuned model has consistent performance,
regardless of the prompt templates. We check that
the outputs have no significant difference in quality.

4.6 Reliable Evaluation of Extrapolation

In Table 5, the scores of CLongEval-LStSum Large
(50k~100k) and 2XL (64k) are higher than 3XL
(128k). We find the output quality has decreased
significantly on 2XL, with the type (1) summarized
in Section 4.4 occurring frequently. The shorter
samples have much better output, leading to mis-
leading final scores, as shown in Fig. 3. To further
evaluate long-context summarization extrapolation
reliably, we fine-tune models using RoPE scaling
methods. Full results can be seen in Appendix G.
The misleading nature of CLongEval further in-
creases. In Fig. 2 (a), CLongEval shows that orig-
inal RoPE and PI (Fei et al., 2024) perform com-
parably, obtaining high scores. PI demonstrates a
slight decrease in the overall score as s increases,
which is a known limitation. Conversely, CNNSum
demonstrates that the extrapolation ability of the

Table 6: Gray denotes YaRN default settings. Low (3
means more no-interpolation dimensions, low o means
less "low-frequency” dimensions using PI.

original RoPE is weaker, leading to a 66% decrease
on 3XL. PI with larger s performs poorer on L and
XL, but as context increases, smaller s shows a
faster decrease due to insufficient interpolation. In
Fig. 2 (b), CNNSum also clearly shows more signif-
icant differences. Although PI theoretically cannot
extrapolate on length without training due to dis-
tance resolution variations, models with ABF seem
to adapt. NTK (u/LocalLLaMA, 2023) interpo-
lates more moderately than PI, leading to a faster
decrease with the same s on 3XL (e.g., s = 2).
Yi-6B shows some interesting differences. The
original RoPE with a larger base performs best on
3XL. In Fig. 4 (a) and (b), CLongEval shows that PI
exhibits an abnormal decrease. CNNSum provides
a clear explanation. In Fig. 4 (a), PI with s = 2
extrapolates to 2XL (64k). But for s = 4,8, 16,
extrapolate respectively to 16k, 32k, and 64k, ex-
actly matching interpolation based on its default 4k
context length. Fig. 4 (c) and (d) indicate it is more
sensitive to high-frequency information of RoPE in
extrapolation. The larger base (50,000,000) signifi-
cantly diminishes the rotation speed of RoPE. With
the default settings of YaRN (Peng et al., 2024),
58% "low-frequency" dimensions (37/64) use PI,
and only 20% "high-frequency" dimensions (13/64)
are without interpolation. Reducing interpolation
leads to slight improvements, as shown in Table 6.
These observations suggest that interpolation
methods should be used cautiously for models with
RoPE-base scaled. Fine-tuning without interpola-
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Figure 4: Results comparison of Fine-tuned Yi-6B on CNNSum and CLongEval-LStSum.

tion appears to be stable and straightforward for Although fine-tuning with concatenated data
models with a large RoPE. We also have training  generally achieves favorable results, its potential
observations that differ from (Peng et al., 2024).  drawbacks, such as interference between these
With the same scale s, PI led to a higher initial loss ~ short datasets, have not been investigated, which
and slower convergence than NTK and original = may affect the convergence upper bound. Our
RoPE. This grows more pronounced as s increases.  fine-tuning experiments are based on parameter-

efficient methods. Full fine-tuning may lead to dif-
5 Conclusion ferent observations. CNNSum is a Chinese dataset,
and we plan to extend future summarization re-
search to English corpora and other domains. The
long-context extension techniques are developing
rapidly. Our exploration of scaling position em-
bedding and extrapolation provides fundamental
guidance, but numerous tasks remain unexplored.
We leave these investigations for future work.

We present CNNSum, a new long-context Chinese
novel summarization benchmark dataset. It has
four subsets ranging from L (16k) to 3XL (128k),
comprising 695 samples with human annotations.
We conduct extensive experiments on CNNSum
to investigate the long-context summarization. We
conduct a fine-grained human assessment and anal-
ysis of the model outputs, revealing the deficien- 5 Acknowledgment

cies and issues of current LLMs in handling long-

context summarization. We further explore how to ~ We would like to thank the annotation experts from
improve the performance of LLMs through fine-  1QIYT for providing high-quality human annota-
tuning with concatenated short-context data and ~ tions and corrections. This work was supported
confirm that CNNSum can offer more reliable eval- ~ in part by the Key Laboratory of Advanced The-
uation results. We hope CNNSum advances future ~ ory and Application in Statistics and Data Science,
research and provides valuable insights. Ministry of Education.
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A Long-Context Data Quality Assessment

The key to long-context data lies in its long-
distance dependencies, not merely in having a long
sequence length. We employ the ProLong (Chen
et al., 2024b) framework for assessment, which
can assign a long dependency score (LDS) to
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Dataset Ave. Len. Win. Size Ave. LDS Model Series Vocab Size Chars / Token
CNNSum Llama / Llama2 / LWM 32,000 0.65
-L 16k 16k 950.9 Mistral 32,768 0.82
- XL 32k 32k 774.3 Llama3 / Llama3.1 128,256 1.12
CLongEval-LStSum Ministral-8B-Instruct-2410* 131,072 1.01
- Medium 28k 32k 763.6 Yi/Yi-1.5 64,000 1.34
- Large 64k 32k 753.0 ChatGLM2 / ChatGLM3 65,024 1.42
LongBench-VCSUM 9k 9k 613.2 InternLM2 / InternLM2.5 92,544 1.40
Reference from (Chen et al., 2024b) Baichuan2 125,696 1.48
Book3 165k 32k 385.4 Qwenl.5/Qwen2/Qwen2.5 152,064 1.38
BooksCorpus2 103k 32k 327.2 GLM4 151,552 1.43
PG19 137k 32k 469.9 Command R 256,000 1.23
Gemma 2 256,000 1.36
Table 7: Ave. Len. denotes the average length of the GPT-40-2024-08-06* ? 1.15

dataset. Win. Size denotes the context window. Ave.
LDS is the average long dependency score.

each sample in a dataset. Most settings adhere to
the suggested defaults, but we replace the default
OPT-350M (Zhang et al., 2022) with Qwen2.5-
7B (Qwen et al., 2024), which supports Chinese
better and has larger parameters. The ablation
study of ProLong shows that while small LLMs
offer better cost-effectiveness considering compu-
tational costs, larger 7B LLMs provide superior
performance. Additionally, ProLong uses a default
context window of 32k for computing scores. For
datasets with sufficient sample lengths, we keep
this unchanged. For those with shorter lengths,
we set the context window to their average length.
We assess Chinese summarization benchmarks:
CNNSum, CLongEval-LStSum (Qiu et al., 2024),
and LongBench-VCSUM (Bai et al., 2024b). We
also refer to the results of ProLong (Chen et al.,
2024b) on large-scale English book datasets for
comparison. The results shown in Table 7 indicate
that CNNSum has high long-distance dependency,
making it suitable for Chinese long-context summa-
rization research. Consequently, the findings and
insights derived from it should be fairly reliable.

B Commercial Models for Annotation

Annotation team uses various commercial APIs, in-
cluding Qwen (Cloud, 2024), Doubao (Doubao,
2024), Kimi (MoonshotAl, 2024), and Gem-
ini (Team et al., 2024a). Due to the short length of
chapters and cost considerations, we opt for their
short-context versions instead of the long-context
versions that are evaluated in Table 2. Specifically,
these include: (1) Qwen-turbo-2024-06-24, with
a context length of 8k. (2) Doubao-pro-32k. (3)
Moonshot-v1-8k. (4) Gemini-1.5-flash, with a con-
text length of 100k. Notably, we do not employ any
open-source LL.Ms for annotation.

Table 8: We calculate the number of characters per token
represented. * denotes the specific model.

C Long-Context LLMs for Chinese

C.1 Tokenizer Efficiency

The Chinese encoding efficiency is shown in Ta-
ble 8. Mistral (Jiang et al., 2023) and LWM (Liu
et al., 2025), derived from Llama (Touvron et al.,
2023a,b), support context lengths of up to 128k
and 1M, respectively, but still exhibit low encod-
ing efficiency. The actual text they can process
is limited compared to the context length defined
by tokens. Recently released Llama3.1 (Dubey
et al., 2024) and Ministral (Al, 2023) benefit from
a substantial increase in vocabulary size, result-
ing in significantly improved encoding efficiency,
though still not ideal, GTP-40 (OpenAl, 2024b,a)
as is the case. Bilingual LLMs Yi (Young et al.,
2024), ChatGLM3 (Du et al., 2022; GLM et al.,
2024), and InternLM (Cai et al., 2024), all devel-
oped by Chinese teams, achieve high encoding ef-
ficiency with a vocabulary size of less than 10k.
Qwen (Bai et al., 2023; Yang et al., 2024; Qwen
et al., 2024) and GLM4 (GLM et al., 2024) support
better for multiple languages with 15k vocabulary
size. The vocabulary size of Command R (Cohere
For Al 2024) and Gemma 2 (Team et al., 2024b)
exceeds 25k, leading to large embedding layer pa-
rameters. This may significantly increase costs
for methods requiring fine-tuning the embedding
layer (Tao et al., 2024), such as LongLoRA (Chen
et al., 2024c¢).

C.2 Open-Source Models Details

(1) Yi extends context length via ABF (Xiong
et al., 2024). Yi-6B (base=5,000,000) and Yi-6B-
Chat default to 4k context, consistent with the
training phase. Yi-6B-200K and Yi-34B-200K
use a larger RoPE Base (10,000,000) to support
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Small (Count=300)

Model Series Min Q1 Mean Q3 Max

Min

Medium (Count=400)

QI

Large (Count=300)

Mean Max Min Ql Mean Q3 Max

Q3

Yi/Yi-1.5 1,078 3,865 6,979 9,880 14,995
Qwenl.5/Qwen2.5 1,095 3,863 6,978 9,846 14,700

13,239 20,053 28,352 37,049 53,082
13,552 20,011 28,293 36,928 51,984

42,725 53,531 63,493 73,350 87,735
42,705 53,279 63,288 73,061 87,195

Table 9: Token sequence length of CLongEval-LStSum. Q1 and Q3 denote the first and third quartiles, respectively.

200k. Yi-1.5-34B-32K and Yi-1.5-34B-Chat-16K
are the largest long-context models in the Yi-1.5
series. (2) InternLM2.5 also extends by scaling
the RoPE Base (Liu et al., 2024c) and defaults
to using DynamicNTK (r/LocalLLaMA, 2024).
For context length, Intern.M2.5-20B defaults to
256k, InternLM2.5-20B-Chat is 32k, and the spe-
cial version InternL.M2.5-7B-Chat-1M supports 1
million. (3) ChatGLM3-6B-128K is 128k version
of ChatGLM3-6B. GLM4-9B-Chat-1M is a spe-
cial version of GLM4 using LongAlign (Bai et al.,
2024a) and ABF. (4) Llama3.1 is 128k version of
Llama3 modified RoPE using a YaRN-like (Peng
et al., 2024) method. (5) LWM-Text-1M is the
language-only version of Large World Model (Liu
et al., 2025), support 1 million context, training
with RingAttention (Liu et al., 2024a) based on
Llama2 (Touvron et al., 2023b). (6) Ministral-8B-
Instruct-2410 is an edge model with 128k context
from Ministral series. (7) Qwen series also uses
ABF. Qwen1.5 default context lengths are all 32k.
For Qwen?2 (Yang et al., 2024) and Qwen2.5 (Qwen
et al., 2024), the Base version defaults to 128k,
while the Instruction version defaults to 32k.

D Experimental Setup Details

D.1 Baseline Evaluation

Open-Source Models We modify the vLLM
source code related to positional embedding for
correct extrapolation. Specifically, HuggingFace
Transformers (Wolf et al., 2020) dynamically allo-
cate more positions based on the sequence length,
whereas vLLM uses a static pre-allocation of po-
sitions according to the default context length of
models. Our modification simply increases the pre-
allocated positions without any complex changes.
The modified files will be released along with the
dataset. For models that default to using RoPE scal-
ing methods, we keep their original settings. Qwen
series Instruct models can optionally enable YaRN
for long context. For consistency and extrapolation
evaluation, we keep the default RoPE settings.

Commercial Models Gemini and Qwen have
strict content safety checks, which block 29% and
2% of samples, respectively. Doubao excluded 8%

CLongEval-LStSum
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Figure 5: The sample length distribution of each subset,
based on Qwenl.5 tokenizer.

of samples on 3XL due to excessive length. These
cases introduce score bias.

D.2 Fine-tuning Experiments

We used Flash Attention 2 (Dao, 2024), DeepSpeed
ZeRO2 / ZeRO3 with CPU offloading (Ren et al.,
2021), and Adam (Loshchilov and Hutter, 2019)
with a learning rate 2e-5, including a linear warmup
of 30 steps. Inference also used vLLM. For fine-
tuning concatenated data with an average length
of 16k, we set the global batch size to 16. Due
to the varying convergence rates of RoPE-based
scaling methods with different scales s (Peng et al.,
2024), we evaluated multiple checkpoints between
400 and 500 steps and selected the best result. For
fine-tuning on concatenated data with an average
length of 32k, we set the global batch size to 8 and
started from a checkpoint that had been fine-tuned
for 300 steps on data with an average length of 16k.
We continued fine-tuning for another 200 to 300
steps and selected the best result. All experiments
were conducted on NVIDIA A100 (80GB) GPUs.

E Statistics of CLongEval-LStSum

Detailed statistics based on Yi and Qwen tokenizers
are shown in Table 9. Compared to our CNNSum,
their average length is insufficient, and the dis-
tances between the first and third quartiles and the
mean are farther. Figure 3 clearly shows the char-
acteristic of sample length uniform distribution.
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F Full Baseline Results of the Two Prompts

Model CoxLen 1161y XL (321@)CN1;)§EH(1641€) 3XL (128k)
GPT-40-2024-08-06 128k 123 ijé Eé )
GPT-40-mini-2024-07-18 128k }g:g }23 B; )
Gemini-1.5-pro 2m }gé 1;2 12; ijg
Doubao-pro-128k 128k fgf i;? 123 iiﬁ
Qwen-plus-2024-09-19 128k igz 122 123 };‘8
Moonshot-v1-128k 128k ;;g ;g; };j }2;
Yi-6B 4k zé 23 ;; ii
Yi-6B-Chat 4k B:i Zj ;:(2) ;:g
Yi-6B-200K 200k 181.'70 17958 z:g ‘3‘:2
Yi-34B-200K 200k }i? } i; }8:2 19?53
Yi-15-34B-32K 32k 1; '; 1; ) lgf 58 g:i
Yi-1.5-34B-Chat-16K 16k B:T 13;21 192,51 gg
InternLM2.5-7B-Chat-IM  1m };g }QS }Zﬁ i;?
InternLM2.5-20B 256k }2(3) }gg }j? };Z
InternLM2.5-20B-Chat 32k ig:g i;? igf ijé
ChatGLM3-6B-128k 128k };? }2:(2) }3:2 }ijg
GLM4-9B-Chat-1M 1m i zé igé }gj {23
Llama3.1-8B 128k Sj Sjﬁ ;(7) ;g
Llama3.1-8B-Instruct 128k }g(l) }gg 3?/ 19026
Llama3.1-70B 128k };2 170'.52 §j§ ;:(9)
Llama3.1-70B-Instruct 128k }g:g igig }i;? }8j§
LWM-Text-1M 1m g; ii 3; i(l)
Ministral-8B-Instruct-2410 128k }2; 13(1) Hg ;2
Qwenl.5-7B 32k 176.‘75 17425 Zjﬂ §§
Qwen1.5-7B-Chat 32k 1‘51:481 };‘:i }8:? i;
Qwen1.5-32B-Chat 32k }22 }ﬁ 22 2:2
Qwen2-7B 128k lg(fg gﬁ §§ Z:é
Qwen2-7B-Instruct 32k 12; S; ﬁ; 1(1);
Qwen2-72B 128k }3; }(5); }(3)? 1915%
Qwen2-72B-Instruct 32k };g }2; }g:g 17%6
Qwen2.5-7B-Instruct 32k }4712 };; };; 19?i1
Qwen2.5-72B-Instruct 32k ig; igj }iﬁ ii;

Table 10: Gray denotes using Prompt-IE. White denotes using Prompt-1B.
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G Detailed Results of Extrapolation

Most of the results have been visualized and analyzed in the experimental Section 4.6.

.. CLongEval-LStSum CNNSum
Base Model  Training Len. (Ave.) ~ Pos. Emb. Small Medium Large L (16k) XL (32k) 2XL (64k) 3XL (128k)
RoPE 172 152 100 184 16.1 11.4 31
PI(s = 2) 169 149 151 183 16.6 14.6 74
PI(s = 4) 157 145 141 173 158 14.3 12.7
Pl(s=8) 16.1 14.1 136 174 15.6 14.1 12.8
Qwenl.5-7B 14k ~ 18k (16k) PI (s = 16) 152 13.1 123 167 14.9 133 12.1
NTK s =2) 17.1 145 148 181 164 142 29
NTK (s =8) 169 143 135 184 16.2 14.5 13.3
NTK (s =16) 169 140  13.1  17.8 15.8 14.5 12,6
RoPE 169 159 38 185 16.5 13.4 41
Pl(s =2 170 160 153 182 163 146 123
PI(s = 4) 167 152 150 185 16.5 15.1 13.0
PI(s = 8) 16.1 149 141 185 16.6 14.9 14.0
Qwenl.5-7B - 30k ~ 34k B2K) 460 151 137 132 175 16.3 14.9 138
NTK s =2) 177 159 154 185 16.6 144 9.6
NTK (s =8 179 159 159 186 16.9 15.7 137
NTK (s =16) 177 162 156 185 17.0 152 14.5
RoPE 172 148 119 168 15.6 124 9.0
PL(s = 2) 165 143 125 172 15.0 126 54
PI(s = 4) 156 112 6.5 17.0 9.1 6.6 55
. Pl(s=8) 150 137 6.5 162 14.4 5.7 4.1
Yi-6B 14k ~ 18k (16k) PI(s = 16) 145 128 111 161 13.9 12.0 41
NTK (s =2) 167 143 119 167 153 13.0 53
NTK (s=8) 164 148 117 175 152 127 5.1
NTK (s = 16) 159 135 106 162 14.7 113 5.1
RoPE 169 152 136 168 162 13.6 1.4
Pl(s =2 160 144 136 172 154 4.1 57
PI(s = 4) 148 136 120 166 14.7 124 55
‘ Pl(s=8) 146 130 8.3 16.0 15.0 8.1 3.9
Yi-6B 30k ~ 34k (32F) PI (s = 16) 150 133 127 159 142 13.0 6.2
NTK s =2) 170 146 135 166 159 142 62
NTK (s =8) 162 145 128 175 153 13.8 6.3
NTK (s =16) 159 140 124 166 159 12.6 6.1

Table 11: Results of fine-tuned models on CLongEval-LStSum and CNNSum. Training with concatenated data of
average lengths 16k and 32k, and position embeddings scaled by factors s.
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H Examples of Cases

H.1 Cases in Web-Serialized Novels Corpus

Case1 demonstrates that the author does not use standard quotation marks to enclose character dialogues
but instead opts for corner brackets. This novel contains an amount of dialogue, leading to the frequent
appearance of corner brackets.

Case 2 shows that the author prefers to use line breaks, where nearly every sentence, regardless of
its length, begins on a new line. This increases the proportion of unnecessary characters, reducing the
effective context. Additionally, it may lead the model to generate outputs containing excessive line breaks.

(Case 1: Non-standard Punctuation Usage )

SRR %RE : T RMEEEEEEER | BEEXETE E : [ JBEEEEN
BREREDREE - 1 @MSUIER & [ REERMA  RAEER R > B rg

FHiE: THe? 1 &MesE : TREREENR - 10 BEEE: TR
ﬁg@&#§5u ? 1 &UERE - T EEREEE R EERN —IRER o RSN MR EES
R

(Case 2: Frequent Use of Line Breaks )

X—BE, IIMAMTFENS L, ISMEERFPXEZS, LIPAMIZEALEFTHIL, HA
KERER G EAREEFE. \n

\n

NENZ B4k, Muntietmigiit, D—MEETILEE, Bumir, E%E
B FACATESITE - \n

\n

BNy, —URTE! \n

\n

BREFF IR, AMARGEEXNBESR, E2IVET BUKE - \n
\n

AR R GOR BRKIEIOT . BRHES, KA A REBUR BILIFER - \n

\n

FHASWAESRE, BT — O E, SKERRERE, MEENEBRBA,
W BYCAE AN P2 R 2] T4, FRIREIBLAEEERZ Tk \n

\n
\_ J
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Case 3and 4 The author breaks the fourth wall, as the red-highlighted content. This content mainly
involves interactions with readers, including soliciting their support, previewing update schedules, and
other casual remarks. Such content typically appears at the beginning or end of the chapters.

Case 5 The author adds additional annotations at the end of chapters to explain and provide background
information on some elements mentioned. This content is usually unrelated to the novel main storyline.

(Case 3: Interactive Content with the Reader at the Chapter End )

CIXEHE, AR ETER, EREATESER . I - TR S IGREE, il
RIFNER R CHERZ | BRESEAR D ps: TEONAZBESFIIR (B&HE 1) | 7
FENIFR . ROBER SR HERS, IRE 5 AL & A ZEUEBER Lok T,
TG . HIXATE, MITHEERKENETT - RREEDIE - XFK
EE, REARINEEERL - X1 AR BRI AR Tl - FoOm 8] INE -

LXREMAT - 2R, ERE - ERRERNIN S —B G . e 2R =
HEZ—. ... ps: B—HEL! SRRNZLG R, BREAEERL! HERE % —1HL
RE=T, BRI T4, IERE MET - 4K, BEERA!

AN S AR, BT, BRESHAREENOHR . MITHREE, R
RETHAE: “BEARE? "HI00HR—5) . BAX DR, WTZREEITT 7T —1TH
Tl (ps: BB T RAAIT I WS, FEREBEIRMERRZ], B TR 58305
AN XRFEZE, SRIKRER, ZPNE, WEARKE—KT, BRFER
B AMCEE TS, (BN N — i — e . ASh, ST ENHERE - 3
G%J(%%%ﬁo)

J

fCase 4: Interactive Content with the Reader at the Chapter Beginning )

(=%, WERABRE LT o RIFT, WO ] AWNRRZEE, NEEENER, Kis
—HZENBRRERNER S, ELRR TRMNBEFRA..

(SR LEATET, BAE = SRR L. ] FERNREETEAN, BHHn—
TKAhuafHASE & M 25, HI20 BIEE..

[(EMAEFERE, EAECAET, WRALE LI, ERBEH—FAGEZH . ] #XIK
ZExiaoNEERKBAM, AR E, SMEAELTOEF..

(ZREMZIER N ER £, XEBRER . AEA2TER, HE. —E - LEXH
kio]ﬁﬁﬁgﬁﬁ@$ﬁ,—ﬁﬁﬁm

(Case 5: Additional Annotations

SBTREE, BRIRARDUEEMIRT D) . AR L, SR NEREES IR
&, SERANER, BmMRZREEHEPHR—FE— 1B AT ECIRENA,
B HCLAERIPRIAN A 2B E . R MR, BRI BRI E
I, DUSSROHT T fonE 44 - 2 REIE IRIREOK « Il 5P RS IT], LU= A S
HUBRE, B —ERAURNE, FEMEER, HEER . SERERSE . LHOPTEERE
Wz, EEMANEETOFEENMAZY - 3 RS E AR = K& J i
\ﬁ%,ﬁﬁ%%%%lz,%uX@%ﬁW$?o
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H.2 Outputs Comparison of Commercial Models

The red-highlighted content is subjective commentary generated by GPT-4o0. Such as the second red-
highlighted part includes a key plot that is clearly and objectively described in Gemini-pro and Moonshot-
v1, with a high overlap of keywords. In contrast, GPT-40’s subjective description is overly vague and
includes few keywords.

(" GPT-40-2024-08-06 )

HCEE PR T i/ NE T3/ INE TR ML A A PR A - FREAR B IR FETIRE - T/
JRAEATEE PU T A5 R EE TR 85 B SRE ARG 1t - A2 — DR RS BB £S5 R G E
PR . H—A HEOVIRG AT REHREERER, F/MERERGREEAZ 75
BTAOEE. R, FMEAE NS TRBASMERIA S, ARG BRI SO0
BFE - HSEEINEREHIZY), SR TIRTE A mEMET R E, I T b
OFIENE . &&, ERERSSRRERLZE, H/NESEHIHFHE, BESE AR
WORE Z AR, TFIRRORE] B B S KA E 24 -

G

emini-1.5-pro

TNERENRG LA T PR RERE, MG T s RENEE, FREsMSEME
FHMEESE - /NERRZEEEE, B OURETHESIFRRE M55 - EEHhTE
L TV NEBIRKRM, RATEmZEMAATRIFE A T ECIEH L R MSeE, HREFS
EWIETFRIMEIFRZA - RN, TG BZERREI, TREAEEY2E, B
BWHRMALHETREST N F - &5, TNEFTER T REES, KG LG LA — K
EWe, BobmnE (RIT\BER) |, HEEBEE DA IISEE, EESRGHRE
B S -

~
Moonshot-v1-128k

T NEEDIRERERZE S, THERRENBRFERMZERRAEE. R,
T NEREAE B CRBEARM —Ik K2 T —RARE D, M2l = K& R,
WG T RENEE. aREAE, WRBNERIBHFMEIE, FETER. H/NER
TE 7R BIH — MR IR A ——EE S, LAY 2 Re BWIE - FEMfhdRed, fthid®]
TR E, I S B0 AN iR R REA BT, X b AR R AN T . MM T,
—PNELEENZE, NA/NEREHITERE T RS, R B CAE ER R T
%o TVNEFEZ IRKRIUG . RORE R A K 8 7L T8 M A BEAK B0 38 88 - Ik, =
MAE T ERNAET/NMEH R ES, BB ERMMEHTE. T NEEX—EREF, A
DA B TEARFIR, SRS E] T RIENFRHIE IR R AT 345 o Mg EE 5600 L
EEEAARE, DOBRAENREZ TR, 7vME RE E3X M, TG H CHES
L -

-

(CNNSum Annotation

TNENT RERRG T LWR TS XAY, MEEE X7 W R EMEH . 7E5H R
IR 20 7 M I S, B R O AR N TR N - Al TR B S P AE T RN, (B
7L AL TRl 18 LB A, e o I SR A S TR A . ML L RS
S AT EEZRKME, MEMATEUBEICEE . ERIEHERES, 7/ME
IR A Z TR B 50, A EMITRELIL e - BB EREZBUR LIT2W, A
BT, FERISUEMASELECER . £XKF, HMESHENE T FH,
fREERBE LG, BN BEFILMERKEFIC, T IMERAEX TX ML &
ZMIETES T NE R B MY, REDE NS =S RHREIR MR R ZAK -
TRAESIE, /MRS T SEHEAT A — LS - b T (N \BER) XK
\%ﬂuﬁ@%@%ﬁﬁZﬁo
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H.3 Outputs of Base Models with Prompt-IE vs Prompt-IB

fCase 1 (XL) output by Qwen1.5-7B with Prompt-IE (Normal Summary)

FHIBAE R ITTH B, G2 T LT K EEMBEARAR I T o 2 I8 /K 2 8 i KB A% O
e, 5RICWRERMES, BN T ERESRS . FHEERNEE L, S8R LHELERN
JOENFIRE T, IR T #BAEM . HEEE 725K, EMEERERILT, 48
B AEETEIL . EEETEL, BT TES R, ) UEIE R KR, BEAR T
WG . AR NGBS T K22 I pEM, EREFAER, MARSERIEE 558
1o

~  _________________________________________/
Case 1 (XL) output by Qwen1.5-7B with Prompt-IB (Copy From the Novel Excerpt)

\m\n\n/NMETTERLA T \n\nfEARHRLE FRIFES] N o BHIBSARGLR A, HEMNH, —# e -
o, B E T LA EACER L E RS - BIRERIR, SRR . B
REFCHER - WHREE—PRIE - HIEREROB S, A Uil B O AZEEILTT X
Ko T B REEE —2, AEEIKRE  "FHIEE - “HOL, EXFHIREIE L, WPORE
Ko n— b, BHBSONEE T IUMESRE - fALE, B OS2 RAREERT - EHFRIEE
R B EERAE], 5O AR, TR B —REFRRN . TR
KERNMBAR LT, BLltl, TRT T — 93 L. i BExaiuzt, 24t
R — FrRTE - R RISNE, —EE R R E X R G - [HBRAT IR, g
TRk o \EER! e URTEER | CTHIBRMERITIE, BRRD) . FREFHEE L. ER
Z L, PHIELAZEX R 2P 8E, R SRS % . FARE-SER, MER
YN RMTABHFHLAPES . ILEARLZTEEER .. KRABERE, RENL
—o AL PHIERIH G, B p TR - A B AES AR A L. JE I
W, BEER T - HBE—XBER, #REBT ORI . KTHRE T HBEs &R - B
TBIEAE — AR A WIR IR R BTN % « X R E LY BB AFIRIZ AT R
kf?wﬁﬁoéﬁﬁ$ﬁoﬂﬁ

J

(Case 2 (XL) output by Qwen1.5-7B with Prompt-IE (Normal Summary) A

FILFENEWITBE T RS W NBSEDE, REICEEE, EIUMEEE R
Bt . SRANFEROVKEAIRM AR, Fonss AR TER . AR/ NEERYIE, =
LB, BERLA MBI T RO DRI . BNEEWEREE, REEERY ST
R, WEEN T FZK, REEXIRKFRE, FEFEPDEFEE, HRZELH

TABAT.
~

Case 2 (XL) output by Qwen1.5-7B with Prompt-IB (Copy From the Novel Excerpt)

fEIE—H, BLERBETHAE LA . MRSV REPHLEES WA KR E, mEh
THREZT MRS | BEXE, RBCTEE EROE T 6. Sz, R
TEERR, REWENE? ~MIEHTARRNET EWMAE, WRFLAERERKT

HPFANEIR B IR E KW YK R, ARLESRIRAO N 2 AR BOR AR A4, A, A2t
BEERN . “EFRNKAZA 25 - R BEBR M 2 VX FE, Ad— 827
WPREE, st B R 22 . A2, AMEI T2, WERWTE CRINMEsF
Hr. <7, FBMICICET | "RBETHE N2 TRREORN, BIEERRKE T . =X
TR, RAMMUENN . RAFERE T L&, Wl LEWaIE, —IREEAREEE T =+
JUEE, HAIE &EL ! SRR RB OISR X —3ErE, #B/2R7F AR —4,
WRFEL—F, ERBETRANMER, BNERTETEM, 1LRLMEILEEFHIGR
AT JENARERL Dy, BARBEELTE, #RILRIBREBEER - IR
DHIRREEE, DT IR M R AR - /N MR E R, T ) AL N R
K, REMD TEE. SFRERRRE, SIS IBEMA—D— 1 aaE, JRE2
Tle SJREE T, ITEMRREIL <R/, X AR ATE AR NEIR? ettt 27
\%W?d%wk*%ﬁﬁ

8054



H.4 Outputs of Base and Chat Models with Prompt-IE

The highlighted content is meaningless repetition.

(" Case 1 (XL) output by Yi-1.5-34B-32K )

MARAEFERFHFEAME, SO EEE, SHE THRENINES . BfE, R
R EFHTEAZKET, HERZMER . BLM. 82081, 5IETRY=
KRBT - BEE - FiFE - . A— LN ARFN DR, E&RE Rt DS
W, LT -

~
( - A
Case 1 (XL) output by Yi-1.5-34B-Chat-16K

ADRAEE RORNEEA =R, ELREZHT, BEAERTEISEESALF. &
B NERF UGl DRy, (EALDRE R ERIER S MATFEEIE, AOURTHERRE,  L5TiHT
TEENEE. BMKNETRETRETAADEEAMFE . \"\n\n HER, HENE TS
W7, NESRREES, PESEFMLTRAZE . MEAMBEI000F . ME: ORI
AZKET, BHOBT, SEEFAZF, WETEEE, STPHTEMR. \"nnigk
B, WENMEEHT, NEFKREERE, FAMEEEMTERAZ . HEANMEIT1007F -
WE: HOWBEEAZKET, EORT, SHEESALTF, BENEEE, "PHT7E
Be \\n\n IBEER, WMENEEWT, NEEXRER, NMISEMERNE. MEA
R 10007 - HE: HAORMEZKET, HQHT, SHEEALT, BENEE
E, AR TER. \"n\niFEE, WENEEWT, NEFXREE, AMEEmE
KN . WHEANBILI00DT - WE: HOBBE=KET, =BT, 5EHEEFAL
\i,ﬁﬁﬁgéﬁ,%¢%¥%ﬁovmmﬁﬁﬁ,%%&ﬁ%

(" Case 2 (XL) output by Yi-1.5-34B-32K

EAT R B PR THOARERMNER, HERMZR T — PSR,
RETPERBREMAE . BARMRELELED R EE T —MEW, FHERH
WE, EHMBRRHEEEE . SERETRER ERFEE P EZIET, MEFRHAFR
o T4 B I 2 B A o IR R AR P L s SO SERIERS, TR M AR T I
. RAEMKEEIR A RAERE £ R R i -«

( - N\
Case 2 (XL) output by Yi-1.5-34B-Chat-16K

TEPA TR . Rl WA . HEWETMEERS LR ERERDUERRSK
. M EREE, &EARDIBEER, BEEFMRETIHEBERME, ZHRT—1
ZHIEIEN . BETETHRER EFT EE PEZIAT, MR R LN 2
RPERIE . WEEEESREDNOTE, FEFMERRAE B RIS, LEEE
FIERmS, FREREZRRHE . B FERERES T, TRESWMAREEIRE
TERAANTPLRRA . \o\n HER, WENEEN T, AESEEHFETMRRES, #E
EEMTCRAATT « WEANESEM D AR BIERRE - HEANE S EM DA S
BRI - EAME S EM N AN S EHRSRE - WEARE S MDA S B
ik WMEAMEEAEM DAL EHRERE . WEARE SR AV S EF A -
WEAMESEM N AMS BT . WEAME SR AL EFRERE . HEA
B AL & AR A AR EE A - WEANESEM N AV S ERERE . MEANMES
AT AR BRI - BN A SR D AR BERERE - AN EM D
NS EARRERIE - EADE S A S EUE R - EARE S AT
RIS - RN A SR DN AV S EHRERL . WEARLE SR AN S B
\%ﬁo%EK&@@E@ﬁAEﬁiﬁ@%ﬁo%%K&@@Eﬁﬁk%ﬁﬁ

J
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(" Case 3 (2XL) output by InternLM2.5-20B

FEERFE L, PRSI T — 2, bR RNEE, R RT TR,
TIZEmRNE I B GE A dr, BB, SR o, b7 SEMFRRER - R,
PR Th i e e AL, BT ILIRIERTERRE T — DR T ARCHARRRHIE, 2T A
B EEFZIRIHIRR -

~
Case 3 (2XL) output by InternL.M2.5-20B-Chat

W ERIE R L5 REBIARF S, REMRIGW 7 #ibdt, FEE 7 RAERIH
W BT S5 CERENGIE, BN T —&UR%EE, HIBEREBHITAARZIM - M
SR EH G T CERZRFW, HREGOAT « ZREE DRG] T ERFEH
VAN, HRE C R R PRI E ARG - RECERRES CER RS ACFIAL
—RE1E, HREIPIFRRATT RIS IS o MR B TR AN, T Emss
TSR B ORISR - 200 BU AN ST ER RS AGEBRAID - \n\niBTER, MENEE LU E
2 \nl. AR E 5 KAERE}F\n2. AT EIGEN 3. FRE CERFENE
{E\nd. 2R [F) 238 \n5. 2B RYSE DRI 2 CE K2 B m BV Inn6. RERFE © 2
K5 R R E&EmAKCFR AL —2EF\n7. 298 8Bt TR AGE S0 \n\nff 22 \nZE
WARE R LS RAEBAAR 5, RAMIIEICT A, Fi\es T IRERIAE . i
W5 CEREREIE, MO T —&UiNYE, FHRERZMAT AR . A5 K
ZH5E T CRRENFW, HEREBOIAT . B FAEEE] T CERZWREEF
fir, R CRRZREMEI AR - MRECERES LCERKEKFHIALS —EE
VB, HFETFCRAE PR EIE « MARMIHHEE) T CEFRANT, b ITEmSS 1 iie

\ﬁﬁﬂ%@ﬁo?ﬁ%&ﬁﬁﬁﬁ%ﬁ@%%ﬁommﬁﬁﬁ )

(Case 4 (3XL) output by InternL.M2.5-20B

L2 FERBISZEUVOKA Y, IR 1A 247 .« A EE— FDuplexs 78, 5—1i
ZURE I E Al E . RE B EF R0, 112 5 R Rt w52 2R . T2 K
FEUOKZE IR T IERRIEAZ B B OLAR A, A F ARSI ML - 2 5 {EFreeZone £ b iE
FIFAEY:, RIS T RER S A —H - [LZEERESFBRI L Z Rk, hrEHikib
OB (REARDT, MITEERERTY, L2 REZBIKWER - ZEMNETE—R—FS
—REE, WNEREESMWER, MIEAABRZ R .

(o A YT et e Tt T A = A0R e Y
Case 4 (3XL) output by InternL.M2.5-20B-Chat

L2 BAEFMAERS TIHE, RUEREIFMN, HFEFREFR TRNER - B2 TRE L
&%, BfERE - AE R MEAE . E &= MM =ik G HIEE S RER
g SO B WH . MES 27 B gE L BRI Eimim . 0 BE. G
0G - FRIE . Edwdm - P03k OB . fE . BR3E . Eimim - VO3 BB . REE. £
S~ PEM VBB L NS L FREE . Emdm o PRI VBB NS . PRIE . Edmdm o PO
LI L Mg . BRIE . Edmvm o Phdk . JEBL. DS . FRIE . Edmim . 2L EHE L S
PRIE - Eumim « VLW VOBL . D05 - BRIE . Tomdm - VEW- VBB . MR - PRIE . T -
oy YEEE . HE L FRIE . Eimm - PLI0 VOB L FE L FREE . Eimim . PLM. VBB
g - BRIE . Edmim . Pidk - JEEE L R L PRIE . Eimdm . P03 VOB . FE . PREE S
Fdimd ~ PO VOB HHE - PRIE . Edmdw - PER VBB BHE . PRIE . Eumdm . VOB
WL P . BRIE . Edmim o PLuk - R S L PRIE . Edmiw . YL EEE . O
PRIE - Edmvm - Vo~ VOB WG - PRIE . Eumdm - Vo VEBE . MG - PRIE . Edm -
oy B I FRIE . Edmdm o Pohk - R i BRI Edmvm o Thhk. EEL. G
\%\%%\Eﬁﬁ~%%\ﬁﬁ\%%\

J
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H.5 Output of Qwen2-72B-Instruct with Prompt-IE and Prompt-I1B

(Case 1 with Prompt-IB (Repetition Meaningless Content)

EEBREN G A1 \n\nBiEl: B IERAIEIE, Bl T BEEoR TP,
M HEANR — AR =, CPEEE AEFABX EER - B2 #3215, ERERATE
HRT—F, BRACEKKRET ! wBi3. B0 RREmWE, Hi EXgEH T —
R, e Bk g4 BIEFE, LR35, HEEHEERTER . wBiEs: #
MEE, DR, SRR, BEERMAIMWE. wBiKe: BHI—-TtE, LR
—tr, EREEISCEEISR . BT #L-0ritE, DRk, EEERISCEEER - nk
V8. BRAL—NTIME, LE—f, ERERICEESR . wBk9: B —TE, LE—
iy, (EFEEICE AR - mBK10: BTt s, OB, HEERISCEEER - \nB
Vel BRALWTME, DR, HESEICE SR . wmBrK12: B -E, OE—
i, HEERISCE LR o \nBd& 13 ¥ —Iit s, OB, HEERIUELEER -
V14 EALUTtE, DR, ERERIDCE SR . wEELS: Bt LDE—
i, HEERISCH LR o Bk 16 ¥ —ITitE, OB, HEERIUEEEAR -
VLT EAL—UritE, DEAN, ERERIDCE SR . w18 B —IritE, LE—
i, HEERISUE SRR o \nBd&19: ¥t s, OB, HEERICEEER - nk
k%m:%ﬁ~%%§,®£~ﬁ

(Case 1 with Prompt-IE (Normal Summary)

B EENA N E RN, BOMFE T HEST RS 2%, EEDVERADITEBIE K,
ToiER] o TRAR R SIH AT HES EAR A, BAXERGAERER N, FhE
T—IR, BIRBTHEARZWSFFRY, RO MEBRSR - #3050 T HEST, RESIML
k. ADTH A, AT EIERR T FEM LR, EE R RREENE - £
KONHES, BLBINEANT —F3b, REGW TN T, RKEG T HESN— LR & - 4
kﬁ,%%%%ﬂ%ﬁ%ﬂt@%kTﬁ%%%ﬁomml

J

(Case 2 with Prompt-IB (Randomly Copy from Novel Excerpt) )
EREBRERNRE G \n\nBE 1 KEREEEE, WWER, J0E: “KIKE M,

\ﬁﬁﬁ&—?,W%ETﬁEﬁo )

N

(Case 2 with Prompt-IE (Normal Summary)

L RABRERING DAREIRAEL, $IT LKA, B E] R 2 b E E 4 . s+
BONBEARE, PAREAENEE. BBAEREABE KL, EEEFHED
Ao ZREFERBEATNSES, EBERLERL, thE5REBEATITFRITH, HEE
Ao BRI, £RE5MREE, EMREEHEIEIIAMIE - 2 RAGH N RS
ek, MRS M. £XR, ERIEE T LRFRIKGNATE, P87k =
REBREN TWEHER, RASRMBEMLILS, EEIEEHES LR . AiHEx
R, ZRBET MR, HITEZERIEEB MR . 2R 5 EHBENLERBE
\?E/E'\’ HEFERETEEMBE - \n\n\n
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H.6 Bad Cases of Llama3.1 with Prompt-IE

Some Outputs are simply a repetition of the last sentence of the prompt.

(Llama3.1-8B

B B 0B B A AR B B A B et B B B e e L e

\n\n\n

\n\n\nffF % .
\n\n\nif§ 2 :
\n\n\nffi 2 .
\n\n\nf 2% :
\n\n\nffi 2 .
\n\n\nf % :
\n\n\nﬁﬁ % :
\n\n\nff§ 2 .
\n\n\nﬁﬁ % :
\n\n\n#f % :
\n\n\nif§ 2 :
\n\n\n¥f % :
\n\n\nif§ 2 :
\n\n\nfii 2 .
\n\n\nif§ 2 :
\n\n\nffi 2 .
\n\n\nf % :
\n\n\nffi 2 .

\n\n\n¥f % :
\H\H\H}ri‘}j % :
\n\n\n7 Z :
\Il\l’l\l’lj%'j % :
\n\n\n# Z :
\n\n\n7f 2 :
\n\n\nf# Z :
\n\n\n# Z .
\n\n\niFFﬁ % :
\n\n\n# ££ :
\H\H\H?E‘j %: :
\n\n\n#f ££ :
\H\H\Hfri‘}j % :
\n\n\n# Z :
\n\n\nﬁﬁ % :
\n\n\n# Z :
\n\n\nf 2 :
\n\n\nf# Z :

\n\n\nf £ :
\H\H\Hfrﬁ % :
\n\n\nff £ :
\n\n\nff§ 2 .
\n\n\n#f & .
\n\n\nff§ £ :
\n\n\n{f Z .
\n\n\nffi £
\n\n\nf# Z .
\n\n\n £ :
\n\n\nﬁﬁ % :
\n\n\nf £ :
\n\n\nff§ £ .
\n\n\nff £
\H\H\Hfﬁ]‘ % :
\n\n\nff £
\n\n\nff§ £ :
\n\n\n#f# & :

\n\n\n 7 £ :
\n\n\nff§ £ .
\n\n\n#f £ .
\n\n\nff £ .
\n\n\n#f £ .
\n\n\nff 2
\n\n\nff Z .
\n\n\nff £
\n\n\n{f Z .
\n\n\nf £ :
\n\n\nff £ .
\n\n\n 7 £ :
\n\n\nff £ .
\n\n\n#f & .
\n\n\nff§ £ .
\n\n\n#f £ .
\n\n\nfi £
\n\n\n{f Z .

\n\n\nffE E : \n\o\nff Z : \n\n\nfF Z o \n\n\nfF Z - \n\n\nfE E . \n\n\nfF -
: \n\n\nff 22 .
: \n\n\nfrﬁ g :
. \n\n\nff§ 2
: \Il\l’l\l’lj%’j g :
. \n\n\nff§ 2
: \n\n\nfff 2 :
: \n\n\nﬁi % :
: \n\n\nj‘%ﬁ % :
: \Il\‘[l\llj:% % :
: \n\n\niff 2 :
: \n\n\nﬁj g :
: \n\n\nff 2% :
: \n\n\n% % :
. \n\n\nff§ 2
: \n\n\nfﬁ g :
. \n\n\nff§ 2
: \n\n\niff 2 .
: \n\n\nﬁﬁ % :

\n\n\n#f £ .
\n\n\nffF & .
\n\n\n#f £ .
\n\n\nff £ .
\n\n\n{f Z .
\n\n\n#f¥ £ .
\n\n\n{f§ Z .
\n\n\nf ££ :
\n\n\n{f Z .
\n\n\n 7 Z£ :
\n\n\nff§ & .
\n\n\n#f £ .
\n\n\nffF & .
\n\n\n#f £ .
\n\n\nff% £ .
\n\n\n#f £ .
\n\n\n#f# £
\n\n\n{f Z .

\n\n\n{#
\n\n\n7
\n\n\n{#
\n\n\n77
\n\n\n{#%
\n\n\n{
\n\n\n%
\n\n\n{i
\n\n\n%
\n\n\n{#
\n\n\n7
\n\n\n{#
\n\n\n7
\n\n\n{#%
\n\n\n#
\n\n\n{#%
\n\n\n77
\n\n\n 7
\n\n\n#

(Llama3.1-70B

\n\n\niF (R [ 332 DA B 95358 5 5 AR PO 2, AN EE H AR A - \n\ndfF 2 \n\n\niF
REELLETRESHMENMHE, AEHHEMEMEZE - \nnfEZ: \n\n\niF 11
L TR E S AN AR, AEREEAAEA A o \n\nfE 2 \n\n\niF K 5
BEDA BT E AN, AR EAMAER N o \n\nfE 2 \n\n\niF R 5] 152 DA
EHEEEHAEANRE, NEHHEMER AN \n\nffZ: \n\n\niF /R 732
WS AR A E, A B A AR A o \n\nffZ: \n\n\niE R B BELL R SR
SHMNOREE, NEREEMEAAE . \n\nfFE: \n\n\niE R LT EES H
N BB ANEEH E AN o \n\nff . \n\n\niF FRFEE L BT EE S HAEN
P, ANEEHEAMERASE - \n\nff 2 \n\n\niF /7 35 L _E T %G 5 HAE AT
NS AR AN o \n\nfEE: \n\n\niF RS2 LL BRSSO N A6 2
AEEHEMEAAE . \n\nfFE: \nn\niFREEUL T EFSHMENORME, &~
T AR N o \n\nff Z . \n\n\niF FRFELL ETEES HAHN AT, NEE
H EAAE AT 2 o \n\WnfZ2: \n\n\niF R Bk HMENPHE, FNERHE
AR ART N2 - \n\ndf 22 \n\n\nif R (R DL BT S5 B AR PO 2, O B H A AR
FAIPAZS o \n\nff 22 \n\n\ni& IR 832 DL B9k 5 5 AN A2, A2 H iR
25 o \n\nfHE: \n\n\niF VR _E RS S AN AR, ANEH HEHAEA NZS o \n\nffE
k%: \n\n\niEIREBL LA BT ES
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H.7 Large LLMs vs Small LLMs

The blue-highlighted content is the main storyline of the summaries generated by GPT-40 and GPT-40
mini, including the locations, characters, key plots, showing a high degree of overlap.

(Case 1 (L) output by GPT-40 )

TEREMAN A LS, S E IEREIC TR EENERXZFESEZEEAE
EHENTEEE, XN T —2F/NEE IR REXTESBILIRIZHEE, Xtz
JEREEIANH - ELIELIAMAERMN, KPRREFRERSL - BRI LA
A7, FEShdREE, LMK BE, EXFEZERERNME BEE, St URE
B EPEEX TS, WRIESEFXRIEE ORI EZH . KENTRARRRE R,
TERFER _HFRIFERZZIA, AT HARARNE L FRIATRE - B PR B 5 4085 DAL
B, s O BRI REAI AR, N H RN —REFS K RRER -

| BBBBBB—————————————
Case 1 (L) output by GPT-40-mini

AN T EREB R LS B, ERARRKETILFEEANMEAE . EREEH
MZ], ZKIEEW, EHNISAF AT AR BN - —574 I8 BT T340
%, EIEL B T BN e G . HTARTTEAET, B FRER TR ZE
B HISILERIE, EXNZENTETRERRE, HIRGEK, 5558 TR H 5
—, HYEREE, MESEMIAA . fifE, WREEN T HERNE, H5KPA
I EEMER, HEETERKSKSRIE B S RN, i 85K ES
SAMBENHT TRAE, ZEASHEBTENEFS - BMUERARN T eEsEts
\¢%ﬂm\4%ﬁ$ﬁ%%o

(Case 2 (2XL) output by GPT-40

AN TRV A T EREE R B, TS B S RIS, B E AR LE R B
N, JOEF B RIER A B IR T BB E AR R LSS, B T RCERIRER . 5
BEEES, BED R U RPRE S EH0R, BuRMAAERILE & A imia e, |
MRS T =0 Dim e p3csk, ihfodi Tk ke, B W AL 2 IR R - BB HE
G5 T EFHBIADIAT, B A 22 FEESEE R0 5ME . ZE1ENE
B, AIUEILR - R0 TRREIRSREY, SRR SN EN RS S,
Rl RL R R RS, S LSR5 4 % -

( e ™
Case 2 (2XL) output by GPT-40-mini

MR EAILRIER L, #22 T ZE 5 SUIR R 2 18] AT - Bl L E
W IAEAN R, TR 7 B S e sy, I 38 KA 71 o« Bd — 5B 20, B
TR T B RN, IR TIFE A . HULFE, BAEHEE E WS fL TR bR
BT, 514 T BEEE N AR BTREL o SERFIE AL AR A BOBT ARFEAL S P R Th VAR B, fE I
L2 E T Bz - MEHYRNRZACZ RN @RS &, Hr 7807 Bk
SEFMERKAR - ZIFENNEEE, SO THERKEMHENRFZNE, LEFROER
Bk, RALIARRAE LR RS - MERR R TEARNSZ G, BEERILS R
\ﬁEﬁZW%%E%%,ﬁN%ﬁTﬁ%ﬁE%ﬁ@ﬁﬁ%%ﬁﬁﬁo
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I All Used Prompts

I.1 Baseline Prompts

(Prompt-IB ( Copy From CLongEval-LStSum (Qiu et al., 2024) )

NER—ANETE, FIRESE S HAAN AR, AR E A
NETTIRIAR

Context Here

2. Summary Here

The following is an excerpt from a novel. Please read it and write the corresponding summary. Do
not output any other content.
The novel excerpt is as follows:

Context Here

Summary: Summary Here

(Prompt-IE

THEGE— /DT, TR
Context Here
IR DL k5 S AR PR, A2 H A2 -

2. Summary Here

Here is an excerpt from a novel, as follows:
Context Here

Please read the above excerpt and write the corresponding summary. Do not output any other content.

Summary: Summary Here
\_ J
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L2 Fine-tuning Prompts

fPrompt-IB
LAUR RS _IFR].. RS RIZ PRI H— AN, 38R T
[R3C_IFA]

Context Here

[ ST 4R ]

(&)

Summary Here

The following content between [Context_Start]...[Context_End] is excerpted from a novel. Please
summarize it.

[Context_Start]
Context Here
[Context_End]

[Summary]
Summary Here

(Prompt-IE

RS _IFA]

Context Here

[JE ST 4R ]

PLE RS IR R _EERIZHF ISR B — AN, 1B HFET i .
KT

Summary Here

[Context_Start]
Context Here
[Context_End]

The above content between [Context_Start]...[Context_End] is excerpted from a novel. Please
summarize it.

[Summary]
Summary Here
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L3 Annotation Prompt

(Prompt for Chapter Synopsis R

TR — A4t OB S B S SRR R RRE AN e, T BSEHON |/ A B
fRRE - 2K

1. NE LT REF/ NI RN A SRR, A M E LR A RE R -

2. ANEREE . MERIWADEEMEMNER, AEERKERET AL F -

3. M/ BB T A RIS < AR RS S ERER, —EEE L, WREEH
WA S RER, AT LR -

4. FEONEIT4007F, 1B ZEBS, N ER T

5. NEALEEREH ME - i . R REMIEA)

NSRRI E:

Chapter Here

You are a highly skilled artificial intelligence trained in Chinese language comprehension and
summarization. Please help me extract a concise synopsis from the following novel excerpt. The
requirements are as follows:

1. The output must strictly align with the facts in the novel, accurately describing objective
facts and characters information.

2. Do not fabricate, rewrite, or alter the original characters’ information and objective facts. Avoid
generating non-existent events or character names.

3. If the novel explicitly provides information about a character’s age, appearance, profession, or
other identity details, include that information. If no such details are specified, do not include them.
4. The summary should not exceed 400 words. The language should be concise, without unnecessary
details.

Do not include conclusive statements like "the story," "tells," or "reveals" at the end. Be-
low is the novel content:

Chapter Here
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