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Abstract

Text-to-image models are powerful for produc-
ing high-quality images based on given text
prompts, but crafting these prompts often re-
quires specialized vocabulary. To address this,
existing methods train rewriting models with
supervision from large amounts of manually
annotated data and trained aesthetic assessment
models. To alleviate the dependence on data
scale for model training and the biases intro-
duced by trained models, we propose a novel
prompt optimization framework, designed to
rephrase a simple user prompt into a sophisti-
cated prompt to a text-to-image model. Specifi-
cally, we employ the large vision language mod-
els (LVLMs) as the solver to rewrite the user
prompt, and concurrently, employ LVLMs as a
reward model to score the aesthetics and align-
ment of the images generated by the optimized
prompt. Instead of laborious human feedback,
we exploit the prior knowledge of the LVLM
to provide rewards, i.e., Al feedback. Simulta-
neously, the solver and the reward model are
unified into one model and iterated in reinforce-
ment learning to achieve self-improvement by
giving a solution and judging itself. Results
on two popular datasets demonstrate that our
method outperforms other strong competitors.

1 Introduction

Text-to-image models (Rombach et al., 2022; Sa-
haria et al., 2022; Yu et al., 2022) can generate di-
verse high-quality images based on user-provided
prompts. However, effective interaction with these
models requires users to possess specific expertise,
including familiarity with specialized vocabular-
ies, e.g., “35mm” for camera parameters and “art
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Figure 1: The motivation of our prompt optimization pipeline.
When training, the large model continuously improves prompt
rewriting and image quality evaluation capabilities through
self-play without any external sources or models. The gener-
ated images from the user prompts and the rewritten prompts.
It can be observed that the image from the modified prompt
has higher aesthetics.

by Greg Rutkowski” to invoke a particular artistic
style. As shown in Figure 1, rewriting prompts ac-
cording to model-specific knowledge significantly
improves the quality of the generated images.

To bridge the gap between laymen and experts
in using text-to-image models, some methods (Liu
and Chilton, 2022; Datta et al., 2023; Oppenlaen-
der, 2023) employ large-scale human-annotated
datasets to train rewriting models that produce
more professional and effective prompts. However,
these approaches are prohibitively expensive. To
reduce reliance on high-quality human annotations,
some efforts (Hao et al., 2024; Rosenman et al.,
2023; Cao et al., 2023) leverage specific calculated
metrics, i.e., aesthetics and alignment, which are
then regarded as rewarding for reinforcement learn-
ing (RL). However, collecting high-quality human-
annotated datasets for reward model training is
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both time-consuming and costly. Large Vision-
Language Models (LVLMs) have recently shown
remarkable vision reasoning capabilities. Conse-
quently, some studies (Li et al., 2022; Liu et al.,
2024; Chen et al., 2024a; Yang et al., 2023; Yu
et al., 2023) employ LVLMs as evaluators to assess
human preferences. These methods effectively de-
liver interpretable Al feedback, offering a more ef-
ficient alternative to the time-consuming and labor-
intensive human feedback (Yuan et al., 2024a).

Besides, previous prompt optimization methods
using RL suffer from two limitations: (1) They
require extensive training data to train an image
reward model; (2) The reward model remains fixed
during the proxy model training, preventing it from
learning and improving alongside the proxy model.
This limitation results in a lack of dynamic feed-
back throughout the training process. To mitigate
the data limitation and explore dynamic feedback,
Yuan et al. (2024b) introduce a self-rewarding train-
ing strategy, enabling the model to train effectively
with limited data while approximating the upper
performance bound. It fosters self-improvement or
self-play (Chen et al., 2024b), wherein the solver
generates its judgments or rewards by a continuous
iterative DPO (Xu et al., 2023).

In this study, we introduce a self-rewarding
prompt optimization framework for text-to-image
models. This framework leverages an LVLM which
functions both as a solver and an evaluator. The
training pipeline is structured into five key compo-
nents: model initialization, prompt generation, im-
age generation, LVLM rewarding, and RL training.
The pipeline is as follows: (1) Model initialization:
we train the LVLM for prompt optimization on
human-annotated prompt rewriting pairs and lim-
ited evaluation data, encapsulating LVLM’s basic
capability to rewrite prompts and assess the prefer-
ence of generated images. (2) Prompt Generation:
we employ a large version of LVLM to generate
responses for a combination of an existing image
quality evaluation dataset with the image evalua-
tion prompt we used. (3) Image Generation: the
model rewrites the raw prompt according to the
instruction and samples multiple results, i.e., “can-
didates”, and a fixed text-to-image model is used
to generate the corresponding image. (4) LVLM
Rewarding: the LVLM is employed to evaluate the
aesthetics and alignment of the image with the orig-
inal prompt, and is utilized as a rating system to
score the images due to endowing with the capa-
bility to assess preferences. (5) RL Training: we

select the highest and lowest-scored candidates to
form preference pairs, which are used to train the
model and adjust its output preferences by DPO
training. To further enhance the model’s ability to
judge image quality, we also make the model itself
act as a judge on the model’s responses to image
aesthetics or alignment to pick the most and least
confident responses to construct preference pairs.
The main contributions are summarized below:

* We provide an Al-feedback approach to
achieve aesthetic and alignment understand-
ing of images using an LVLM. This approach
effectively transforms the LVLM into a reward
model to facilitate prompt optimization.

* We introduce self-rewarding training into
prompt optimizing for the first time, which
obtained prompts with higher quality by iter-
ating the model on a small amount of training
data, alleviating the shortcomings of models
that require larger and higher quality data for
reinforcement learning training.

* In the experiments, we compare our method
and other strong competitors on two popular
text-to-image datasets, i.e., beautiful-prompt
and DiffusionDB. Results show our method
achieves state-of-the-art performance.

2 Background

2.1 Prompt Rewriting

The purpose of the prompt rewriting is to unlock the
maximum potential of text-to-image models. Given
an original user prompt X, the prompt rewrite mod-
els with weight 8 can produce more professional
prompts y to help text-to-image models achieve
images with more aesthetic pleasure and relevance.
The process can be expressed as follows:

y = p(y[x; 0) (1)

2.2 Self-Rewarding Learning

Self-Rewarding Learning uses the same model
to perform iterative training to realize self-
improvement. Given a sequence pair (z,y), re-
inforcement learning fine-tuning demands the defi-
nition of the reward function r(x, y) to quantify the
value of the response y to the given input x. The
objective of the RL fine-tuning can be defined as:

LRy, ('9) = IEx~q(~),y~p@(~\x) [T‘(X7 Y)}

(@)
= AExg() KL (po (- [%)[[pres (-1%))
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Figure 2: Four types of framework in prompt optimizing. The main difference among them is the reward generation. (a) The
reward function (or Metrics) is pre-defined for reinforcement learning, which typically involves mathematical equations for text
or images, such as work (Hao et al., 2024). (b) A feedback model is trained using a large annotated dataset (typical manual
score) and then is employed for RL, like PPO, which is employed in (Cao et al., 2023; Rosenman et al., 2023). (¢) Rewards are
generated through a fixed external LVLM. The upper bound of evaluation depends on external models. (d) Rewriter and Reward
Model share the same weight, achieving self-improvement by an iterative method to generating answers and self-judgment.

where the KL regularization enforces the policy
model pyg to be close to the reference model p;. s,
and \ is set to control the deviation between policy
model py and the reference model p,..
Assuming a pair of responses < y', y? >, with
a human annotator labeling one of them to be
more aligned with human preferences, denoted as
y* > y!|x. the Bradley-Terry (BT) (Brown et al.,
2020) model stipulates that the human preference
distribution p* can be written as follows:

exp(r(x,y'))
exp(r(x,y'))+exp(r(x,y?))
In self-rewarding training, the same LVLM is
used to produce reward r = [ry,79,...,7], SO
the conditional probability distribution pg(r|(x,y))
can be expressed as follows:
l

po(rl(x,y)) = [] (rkl(x,¥),rci) 4

k=1

Py - yix) = 3)

where r; is usually null or a start token and r ., =
(11,72, ..ym—1], k € {2,...,1}.

2.3 Related Work

Prompt Engineering. Hao et al. (2024) propose a
prompt adaption framework for prompt engineer-
ing. To implement reinforcement learning fine-
tuning, a reward function for image aesthetics and
alignment is defined. Bestprompt (Pavlichenko
and Ustalov, 2023) is proposed to detect keywords
by genetic algorithm and then form prompts to
obtain the better aesthetics of images. Beautiful-
Prompt (Cao et al., 2023) first trains two reward
models: Aesthetics and PickScore with a large
dataset and then optimizes the language model us-
ing PPO. NeuroPrompt (Rosenman et al., 2023) uti-
lizes constrained text decoding with a pre-trained

language model to produce prompts. (Datta et al.,
2023) is proposed as a Prompt Expansion frame-
work to improve the diversity in text-to-image
generation. Inspired by visual language model-
ing, recently, more and more methods (Li et al.,
2022; Liu et al., 2024; Chen et al., 2024a; Yang
et al., 2023; Yu et al., 2023) attempt to use a
prior knowledge of LVLM to analyze images. The
vision-language model is a large multimodal model,
which bridges the gap between language and im-
ages. CLIP (Radford et al., 2021) is trained with
large-scale paired text and images using contrastive
learning. In this way, the pre-trained LVLMs cap-
ture rich vision-language correspondence knowl-
edge. ALIGN (Jia et al., 2021) scales up the train-
ing process, using the larger images-text pairs but
noisy data. Recently, with the great success of
Large Language Models (LLMs), some work has
been devoted to enabling LLMs to use image in-
puts. OpenFlamingo (Awadalla et al., 2023) and
LLaMA-Adapter (Zhang et al., 2023) construct
multimodal models based on the best LLM LlaMA
(Touvron et al., 2023). To further improve the
model’s instruction-following abilities, L1aVA (Liu
et al., 2024) employs visual instruction tuning that
yields promising results. ViLA (Lin et al., 2024)
achieves multi-image reasoning through a better
training strategy.

Text-to-Image generation. Text-to-image mod-
els usually refer to the generative model which
synthesizes an image from a given text. Earlier
work, GAN (Reed et al., 2016; Tao et al., 2022)
and VAE (Ramesh et al., 2021; Ding et al., 2021)
have been extensively studied in this field. Re-
cently, the diffusion-based models (Rombach et al.,
2022; Gu et al., 2022) further improve the quality of
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text-to-image generation. Given the generated out-
put is no longer a serious concern, exploring how
to optimize the prompt to maximize the potential
of generative models becomes the primary object
of our research. Several works (Hao et al., 2024;
Cao et al., 2023) have been put into unlocking the
maximum potential of text-to-image models by op-
timizing prompts using large language models. Be-
sides, some reinforcement learning-based methods
have gained consistent improvements in changing
the output preferences of large language models.
Reinforcement Learning from Human Feedback
(RLHF) (Yuan et al., 2024a) yields promising re-
sults in various NLP tasks (Christiano et al., 2017;
Ibarz et al., 2018; Stiennon et al., 2020; Jaques
et al., 2019), at the cost of collecting large amounts
of human feedback. Proximal Policy Optimization
(PPO) (Schulman et al., 2017) is optimized accord-
ing to the reward signal rather than human feed-
back and remains stable by approximating the old
and new strategies. With these challenges in mind,
Direct Preference Optimization (DPO) (Rafailov
et al., 2024) avoids the drawback of large amounts
of human-annotated data to train reward models by
using its language model as a reward model. The
different strategies to provide rewards are shown in
Figure 2.

3 Methodology

In this section, we first describe the pipeline of
dataset construction (Section 3.1), and how to ini-
tialize LVLM with both prompt optimization and

preference assessing capabilities (Section 3.2) and
then detail self-rewarding training algorithms (Sec-
tion 3.3). Next, we introduce the use of Al feedback
for RL in self-rewarding training (Section 3.4) and
how to transform LVLM into a reward model by
LVLM-as-a-judge (Section 3.5).

3.1 Dataset Construction Pipeline

Prompt rewrite data. To equip the LVLM with
initial rewriting capabilities, rewrite prompts data
is first given to train in the supervised fine-tuning
(SFT) manner. This type of data is presented in
pairs, i.e., {raw prompt, rewritten prompt}, to guide
the LVLM to rewrite prompt. Prompt rewrite data
contains 104,487 prompt pairs in (Cao et al., 2023).
Evaluation data. The LVLM specializes in image
understanding and analyzing (Zhu et al., 2024; Li
et al., 2022). However, image aesthetics is still
a subjective understanding and not easy for mod-
els. Although unnecessary, LVLM appears more
difficult to score images and construct preference
pairs without fine-tuning on evaluation data (Yuan
et al., 2024b). Therefore, evaluation data is con-
structed to offer the model some examples to un-
derstand the aesthetics. The prompt data in the
previous paragraph is used to generate images by
diffusion model (Rombach et al., 2022). These
images are then scored using the prompt template
in the LVLM-as-a-judge way (Zheng et al., 2024;
Chen et al., 2024a). We use a subset of the aes-
thetics training set and the Pickapic-v1 training set.
The paired images and evaluation prompt are both
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fed into VILA-40B as well as the facts to obtain
the response as truth response for training. We add
a truth cue to the evaluation prompt, if the VILA-
40B’s scoring of the two images is consistent with
the facts, the evaluation response is retained.
Judgment data. To improve the LVLM’s evalua-
tion capabilities for responses (Zheng et al., 2024;
Zhu et al., 2023), we also create a dataset for the
model to understand which responses to aesthet-
ics or alignment are more reasonable. Specifically,
we construct data that assign higher scores to rea-
sonable responses and lower scores to irrelevant
responses, which is some kind of confidence. To
improve the evaluation ability of LVLM, we create
a new dataset to evaluate the model’s responses to
aesthetics and PickScore of the images. Similarly,
we feed the standard (i.e., VILA-40B’s response)
and irrelevant answers into VILA-40B, and if the
model has a higher score in the standard answer
than in the irrelevant answer, the answer remains
in the dataset. A common observation is that most
images generated from rewritten prompts are typ-
ically assigned scores of 3 or 4. Therefore, we
also include some raw prompts to maintain a more
uniform score distribution.

3.2 Initialization LVLM Capability of
Rewriting and Assessing Preference

After we obtain the initial dataset, supervised fine-
tuning (SFT) is employed to initiate the model with
the ability of image evaluation and response judg-
ment. Therefore, we consider the input x for a
specific task to be derived from the distribution
q(+). Meanwhile, the probability distribution in the
SFT training data can be represented as pgqzq (-|X).
The object function of SFT can be represented as:

Lsrr(0) = —Eyxg() y~paara (1x) [108P6 (¥X)] (5)

Since the SFT training data has high-quality la-
beled responses y, the main purpose of this object
function is to approximate the model’s predictive
distribution py(y|x) to the target pyqiq (¥]X).

3.3 Training with Self-Rewarding

The main objective of the self-rewarding model is
to complete iterative training with limited amounts
of human-labeled data on the pre-trained model.
During an iteration, the model generates a solution
and a judgment on this solution. Unlike other meth-
ods that use a fixed reward model (Ouyang et al.,
2022), the self-rewarding model uses the model of

the current iteration to generate the rewards. There-
fore, the model can both improve its generative
capabilities when acting as a generative model and
get its boost when acting as a rewarding model,
since the corresponding responses are generated by
the same mechanism (Yuan et al., 2024b).

The whole training process is concluded as
follows: the model first starts with pre-trained
LVLMs (denoted as LVLM;,;), training with
prompt rewrite data and evaluation data in SFT
manner, resulting in LVLMgrr. To further
enhance the model’s performance, we sam-
ple multiple candidates from the raw prompt
and construct preference pairs based on the
LVLM scores, and then the model is trained
in the DPO manner. This training process is
iterated M times, yielding models denoted as
{LVLMppo,, LVLMppo,, - - - , LVLMppo,, }-
The bottleneck of prompt engineering can be
summarized into two aspects: 1) it is difficult
to align with human preference and thus a large
number of human-labeled data is required; 2) the
whole training process is too complex, typically
requiring a larger trained reward model. Therefore,
we propose a self-rewarding prompt rewriting
model to obtain better performance through Al
self-feedback and an evolving training process.
The overall framework is shown in Fig. 3. First, the
model acts as a solver sampling multiple candidate
answers from raw prompts. These candidates
are then fed into a fixed text-to-image model
to generate the corresponding images. Again,
the previous solver is used as the reward model
to generate responses, for scoring these images
generated from candidates. The details of scoring
are discussed below. Finally, preference pairs are
constructed for model DPO training.

3.3.1 Training on Rewriting

We consider an LVLM to be parameterized by 6
and denoted by pg. The model takes a prompt
as sequence X = [z1,Z2, ..., Tp] to generate the
corresponding response Yy = [y1, Y2, ..., Ym). The
response y is thus regarded as a sample from the
conditional probability distribution py(+|x). Specif-
ically, x; and y; represent the tokens from the same
predetermined vocabulary within the sequences x
and y, respectively. To generate the y; for a given
position, the auto-regressive model pg exploits the
previously generated tokens to generate subsequent
tokens up to the maximum length or the end token.
Therefore, the conditional probability distribution
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pe(y|X) can be expressed as:
m
po(y[x) = H (yl%, y<;) 6)

where y , is usually null or a start tokenand y . ; =
[ylv Y2, .., yjfl]a ] S {27 ceey m}

3.3.2 Training on Preference Assessing
Beyond the model training on prompt rewriting, we
also perform preference assessing training on the
same model to improve its assessing ability. Simi-
lar to Sec. 3.3.1, the model generates the judgment
on the response R for a response y on prompt and
the generated image. The conditional probability
distribution can be defined as:

po(Rly) = H (Rjly, Re) (7)

where y_; is usually null or a start token and
R, = [Rl,RQ, . Rk—l]a j e {2, ceey n}

Therefore, RL fine-tuning in self-rewarding can
be optimized with the loss function, i.e.,

LR1(Or+1) = Exq() y~ps, rps, (1) (X0 Y)]
= AExg( KL (po (- %) [|Pre (X))
+ Equ(~)7R~pet E~po, (-|(¥,R)) [E(y; R)]
— AByq () KL(po (- |¥)[Pres ®)

where 6, denotes the ¢-th parameters of the model,
the 7(x,y) and the E(y, R) denote the reward func-
tion of the prompt x and the response y, respec-
tively. Since the self-reward model is an iterative
model, in which the iterative process results in a
series of models with different weights of the same
structure. For better understanding, the parameter
of the result model by Equation (5) is denoted as 6,
while the parameters of the result models optimized
through Equation (8) are denoted as {61,062, - - }.
As the model’s parameters continue to be optimized
for the ability to follow instructions, so does the re-
ward ability, thereby facilitating self-improvement.

3.4 RL from AI Feedback

Al Feedback. One of the main investigations of
our work is how to use prior knowledge of large
models to guide text-to-image models. Unlike time-
consuming and labour-intensive human feedback
training, Al feedback (Lee et al., 2023) training can
provide reward signals for a given task through its
own knowledge. This approach usually requires

two models, one acting as a solver of the down-
stream task, and one acting as a judge of the solver.
It is feasible to apply an external language model
as a judge (or reward model) or to use only itself
(i.e. a model that acts as both a solver and a judge)
to achieve self-improvement in a specific task.
Therefore, preference pairs ( raw prompt x, win-
ner prompt 5", loser prompt 3 ) need to be con-
structed to train the model. The model first gener-
ates different /V candidates from randomly selected
raw prompts (in the previous data). After generat-
ing images using a fixed text-to-image model, the
images and evaluation prompts are input into the
model for scoring. Next, the prompts correspond-
ing to the highest and lowest-scored images are
treated as winners and losers, respectively. In ad-
dition, the image evaluation responses are judged
by LVLM and the pairwise data for DPO are also
constructed. The model is then tuned with DPO
(Rafailov et al., 2024).
DPO. Assuming access to a static dataset of com-
parisons D = {x;,y,y'}, which is sampled from
p*. The optimal RLHF policy 7* under the Bradley-
Terry model satisfies the preference model:

* /ol 2 7T*(y2|X)
Py =y|x)= 1—|—exp<)\log
¥ =¥ = | Trer (7X)

(v ]x)

—Aog —— 2
& s (Vx)

o

Given a preference pair (x, y*, y'), the object func-
tion of DPO is to seek a maximum likelihood of the
parameterized policy mg by reference model ..

Lppo(Te; Tref)
By ) 108 (A0 X) — Ax(¥' 1)) |.
mo(y|z)

7T7"ef(l/|$) ‘

The A is a parameter controlling the deviation from
the base reference policy 7.

where Ay (y|x) = Alog (10)

3.5 LVLM-as-a-judge for Aesthetics and
Rewarding

To improve the text-to-image models, we consider
this from two perspectives: the aesthetics of the
generated image and the capability to follow in-
structions, respectively. Hence, to empower the
model in generating appropriate reward signals for
the images, we establish a judging template com-
prising aesthetic score, pick score and alignment
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score. This enables the LVLM to evaluate the gen-
erated images effectively. Details of prompts for
LVLM-as-a-judge can be found in Appendix.
Aesthetic Score. Aesthetics are assessed by
prompting the model to consider aspects such as
composition, color, lighting, and visual appeal. To
facilitate judgment-making, we design a grading
system that allows the model to attribute a cer-
tain grade to the generated images, thus obtaining
the corresponding score. For each evaluation, the
model is asked to provide both the score and a
brief explanation, employing a chain-of-thought
reasoning approach.

PickScore (Kirstain et al., 2024). PickScore is
an important metric to measure human preferences.
We consider whether the image represents the given
text in a way that is favored by humans. Nonethe-
less, it is difficult for the model to understand hu-
man preferences directly, so we included evaluation
data (details in Section 3.2) for model initialization.
Relevance Score. The judgment template for the
relevance score uses the same hierarchical form as
the aesthetic score. The key difference is that it
evaluates the model’s attention to the user instruc-
tions for text-to-image generation in three areas:
presence of the object, accurate count of the object,
and correct relationships between objects.

4 Experiments
4.1 Settings

Experiments are conducted on the public text-to-
image model Stable Diffusion v1.5, and the de-
noising steps are set to 20 to accelerate the im-
age sampling. The base model we employ in this
paper is the smaller model VILA-v1.5-8b (Lin
et al., 2024). For SFT, we use AdamW optimizer
(81 = 0.9,89 = 0.95), with a batch size of 16
and a weight decay of 0.1. We use an initial learn-
ing rate of 2e-5, with a linear warm-up and cosine
decay schedule. To improve the diversity of the
candidates, we sample N = 8 candidates with tem-
perature ' = 0.9, p = 0.9 from one raw prompt.
When validating these candidates with the reward
model, we utilize a temperature 7' = 0.9, p = 0.9,
sampling three times and averaging the scores to
determine the final score for further DPO train-
ing. The overall score is calculated by summing up
the aesthetics score, pick Score and the relevance
score. The highest one and the lowest one are kept
as winners and losers but discarded if they have
the same score. We perform two DPO iterations

Method D,; PickScore Aes. CLIP
20.74 550 0.27

20.11 579 0.22
20.73 592 025
20.84  6.52 0.24

Original

MagicPrompt (Santana, 2022)
ChatGPT (OpenAl, 2023) -
Beautiful-Prompt (Cao et al., 2023) 40

Our Method
LVLMgpr - 20.79 595 0.25
LVLMbppo, 10k 20.81 631 0.24
LVLMbpro, 20k 20.86 6.59 0.24

Table 1: Evaluation of the aesthetic score and CLIP score on
Beautiful-Prompt test set. “ID,-;”” means the size of the train set
we used in reinforcement learning. “Aes.” and “CLIP” mean
the aesthetic and CLIP scores, respectively.

Method Type Aes. CLIP

Originalf Human 547 0.28
Human Engineered Promptf Human 5.87 0.26

NeuroPrompts(Rosenman et al., 2023) Al 6.27 -
Promptist(Hao et al., 2024) Al 6.26 0.26
LVLMppo, (Ours) Al 6.57 0.26

Table 2: Evaluation of the aesthetic score and CLIP score on
DiffusionDB. Values marked with { from (Hao et al., 2024).

and the size of each prompt rewrite training data is
10k and 20k, respectively. Besides, 10k judgment
data is employed to improve image evaluation. In
the stage of DPO, we employ AdamW with an
initial learning rate of le-5, 5e-6 without weight
decay. The batch size is set to 32 and 5 in DPO
is set to 0.1. The model is trained for 4 epochs at
each iteration. All experiments are conducted on
4x NVIDIA A800 80G GPUs. For evaluation, we
adopt beam search (Vijayakumar et al., 2016) with
a beam size of 4 and a length penalty of 1.0.

4.2 Comparative Methods

We compare our method with the following ap-
proaches: MagicPrompt (Santana, 2022), Chat-
GPT (OpenAl, 2023), Beautiful-Prompt (Cao et al.,
2023), NeuroPrompts (Rosenman et al., 2023) and
Promptist (Hao et al., 2024). It is worth noting
that, we prompt ChatGPT (OpenAl, 2023) to gen-
erate an expansion of the user-provided prompt
for generative models. Other models generate re-
sults using their open-source weights. The “Human
Engineered Prompt” refers to the prompts written
by humans, while its simplified version of these
prompts is used as the original prompt. In real-
world usage, users only need to provide simple
prompt to obtain high-quality results.

4.3 Results

The model is validated on two datasets, Beautiful-
Prompt (Cao et al., 2023) and DiffusionDB (Wang
et al., 2023) (100k), respectively. As shown in Ta-
ble 1, our method outperforms other methods. This
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Pick Aes. Align | Reward | PickScore Aes. CLIP

v v v Self 20.86 6.59 0.24

v v Self 20.73 6.59 0.24
v v Self 20.79 6.61 0.22
v v Self 20.76 6.49 0.24
v v v Fixed 20.73 6.26 0.24

Table 3: Ablation study on different prompts and reward
mode. Checkmark is enabled prompts in image evaluation.

LVLM,;, Wins Ties LVLMp, Loses

17.6% 16.4%

21.5% 60.9% 54.7%

28.9%

User Prompt LVLMgep

Figure 4: Human evaluation results. The result of
LVLMppo, are more preferred by human compared with
the result of User Prompt and LVLMgpr.

performance gap is more evident on larger datasets
DiffusionDB (100k). As can be seen in Table 2, our
method achieves a performance gain compared to
other methods. Compared to the most competitive
method Beautiful-Prompt, our method achieves
a 0.1 improvement in the Aesthetic Score, while
maintaining no degradation in the PickScore and
CLIP score. However, on the larger DiffusionDB
test set, our method achieves a 0.3 improvement
compared to the Neuroprompt (Rosenman et al.,
2023) and Promptist (Hao et al., 2024).

4.4 Ablation Study

We perform ablation experiments from two per-
spectives: how the prompt affects the LVLM as
a reward model and how self-rewarding training
improves the model. First, as can be seen in Ta-
ble 3, the model without Pick Prompt for rewarding
received a high aesthetic score but leads a signifi-
cant drop in PickScore. It also suggests that some
shifts exist between human preferences and image
aesthetics. In addition, it can be observed a reduc-
tion of the aesthetic score and CLIP score when
missing the aesthetic prompt or relevance prompt.
Second, we compare the performance between the
model using self-rewarding and fixed-rewarding.
Self-rewarding outperforms the fixed-rewarding
methods. More discussion about the self-rewarding
method can be found in the Appendix D.

4.5 Human Evaluation

To better compare the existing methods with our
model from the human perspective, a human study

SFT DPO
1500 T T T T

SFT —@-— DPO
T

0.8
1000

0.6

0.4

Number

500 4 0.2

Aesthetic Score Margin

0.0

F-0.2

T T T T T T
0-10 10-20 20-30 30-40 40-50 >50
Prompt Length

Figure 5: Generated prompt length (bar graph) and aesthetic
score improvement (line graph) compared with raw prompt.

# Training Data
Stage Beautiful-Prompt  Promptist Ours
SFT 143k 360k 156k
Rewrite 143k 360k 104k
Evaluation - - 32k
Judgment - - 20k
RM ™ - -
RL 40k 90k 40k
Rewrite 40k 90k {10k, 20k}
Evaluation - - 10k

Table 4: Training set number on different stages of Beautiful-
Prompt(Cao et al., 2023), Promptist(Hao et al., 2024), and
ours. RM means the training of the reward model. Our
method requires addition data on image evaluation and re-
sponse judgment for rewarding.

Method LVLM;ni+ LVLMgspr LVLMbppo,

48.0% 66.1% 66.4%

Test-Set Accuracy

Table 5: Evaluation on Pickapic-vl test set. Our self-
rewarding model realizes the ability to self-improvement

is conducted. We randomly select prompts and ob-
tain the optimized prompt through different models,
and then the images are generated. Then, 20 volun-
teers are asked to rank the different images. Each
volunteer is presented with two images at a time
and asked to select the one they find more appeal-
ing. The volunteers in this study are randomly
selected from a pool of individuals with diverse
educational backgrounds. The result is shown in
Figure 4. It can be observed that the images ob-
tained through the optimized prompt generated by
our model are selected most frequently by the vol-
unteers. And the DPO model is better than the SFT
baseline, which achieves about 55% win rate.

4.6 Further Discussion

To further understand how the prompt optimization
affects the original prompt, we show some analysis
in Figure 5. Considering the length of prompts has
a significant relationship with the quality of gen-
eration, we count the length of optimized prompts
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User Prompt Optimized Prompt (Ours)

Optimized Prompt (ChatGPT)

A beautiful ultra detailed fantasy character portrait of an
astronaut riding a horse, trending on artstation, cinema 4d,
cgsociety. horses in background, intricate detail, intricate
details, high quality, 8 k resolution

Astronaut rides horse.

A futuristic astronaut in a sleek, high-tech spacesuit riding
a majestic horse across a vast, barren landscape. The
astronaut's helmet reflects the distant stars and a small
moon in the background. The horse gallops through a dusty
plain with mountains looming on the horizon.

)

Two galaxies colliding and merging and compressing and
one another's galaxies collapsing into one another's
singularities, intricate detail details details, concept art,
fantasy painting, matte painting, trending on artstation

2 galaxies collapsing each other

Two massive galaxies, one with a spiral shape and the other
elliptical, are in the final stages of colliding. A cosmic
explosion of stars, gases, and interstellar matter unfolds in
brilliant colors — swirling pinks, purples, blues, and fiery reds.
The dark void of space is filled with the brilliant light from
the collision, and debris is scattered in a dazzling array of
light trails.

o

A beautiful detailed landscape of the futuristic city of Rome
in the year 2 4 5 6, science fiction scene by james jean,
thomas kinkade, tristan eaton, rococo, hyperrealism,
artstation, detailed and ultra realistic, concept art, highly

Landscape of the city of Rome in 2456

detailed

A futuristic landscape of the city of Rome in the year 2456,
blending ancient Roman architecture with futuristic
skyscrapers. The Colosseum has been partially restored and
integrated with advanced technology, while towering glass
and steel buildings surround the ancient ruins. Flying cars
zoom through the sky, while lush green parks and vertical
gardens are scattered across the city.

Figure 6: The generated images with the optimized prompts using our method

of LVLMgrr and LVLM p po, and their aesthetic
score margins compared to the original prompt. An
immediate observation is that the length of most
optimized prompts is between 30 and 40. Besides,
aesthetic scores gradually increased with the length.
Besides, we also present the size of the training set
in Table 4. In SFT stage, we use prompt rewrite
data (104k), evaluation data (32k) and judgment
data (20k), while in RL fine-tuning stage, we use
prompt data 10k, 20k and new evaluation data 10k
sampled from LVLM. Note that we just expanded
the dataset after each iteration, whereas 10k prompt
data is the subset of 20k. This means only 20k
training data are needed to train this model, while
Beautiful-Prompt and Promptist employ the larger
training set, i.e., 40k and 90k, respectively. To bet-
ter exemplify the ability of our model to evaluate
by self-rewarding, we show the accuracy of the test
set in Pickapic-v1 after SFT and DPO training. As
shown in Table 5, our model realizes an increase in
evaluation capacity.

4.7 Quantitative Results

We present more visual results in Figure 6, it can
be observed that our method rewrites the main con-
tent appropriately, and describes the detail, e.g., art
style, light, etc. The images generated by these

optimized prompts have better aesthetics than the
images generated from the original prompts, which
are bland visually. In addition, some incorrect
prompts can also be corrected. For example, the
prompt “Astronaut rides horse"” mislead the text-
to-image models to generate an astronaut standing
beside a horse. However, our approach rewrites it
as “...an astronaut riding a horse..." to make the
image more in line with the user’s intention. In
addition, the model expands some descriptions on
some objects, like “futuristic"" relative to the “in
2456”. More results are in the Appendix C.

5 Conclusion

In this work, we propose a novel method to opti-
mize prompts for text-to-image models, which can
be used to fill the gap between laymen and experts
when using a generative model. We first trans-
form the LVLM into a reward model so that it can
judge the aesthetics and alignment of the images.
In so doing, we can perform Al feedback rather
than human feedback. Then, to gain the perfor-
mance boost based on limited data, we employ self-
rewarding training for LVLM. Our model achieves
self-improvement through an iterative training ap-
proach. Experiments on two datasets show that our
method outperforms the other methods.
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Limitations

The primary limitation of our work is the inability
to utilize larger parameter models due to the sig-
nificant computational resources required. Train-
ing and fine-tuning models with billions of pa-
rameters, such as VILA-40B, demand substantial
GPU memory and processing power, which are of-
ten constrained by available hardware. Deploying
large-parameter models in real-world applications
presents considerable challenges.
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A Comparisons with the common tags

To figure out what word improves the prompt, we
count the most frequent words. Evidently, “fantasy’
and “intricate” are popular in the model, which
even appears more than once in the same sentence.

To demonstrate that the performance improve-
ment of the prompt rewriting method is not the
result of adding some fixed words, we select the
most frequent words and randomly combine them
into six tags. Then, we combine it with the orig-
inal prompt and calculated the scores. The tags
are shown in Tab. 7 and the results are present in
Tab. 8.

3]

Content Frequency
fantasy 2,291
intricate 2,146
portrait 1,604
beautiful 1,211
highly detailed 701
realistic 596
high quality 389
elegant 381
illustration 121

Table 6: Analysis of the most frequent words in the optimized
prompts in the beautiful-prompt test set.

Tag Content
1 artstation, highly detailed, elegant
2 8k, trending on artstation, concept art
3 digital painting, intricate, fantasy
4 illustration, smooth, fantasy
5 portrait, beautiful, illustration
6 realistic, dramatic, high quality

Table 7: Combinations of common tags

Metric Tagl Tag2 Tag3 Tagd Tag5 Tagé Ours

PickScore 20.81 20.73 20.68 20.59 20.69 20.82 20.86
Aes. Score  5.80 575 592 567 575 559 6.59

Table 8: The result using different groups of common tags.

B Further Discussion

An essential mechanism in self-rewarding model is
sampling multiple outputs and then judging them
to construct preference pairs for RL fine-tuning.
Thus, the diversity of candidates greatly affects
the performance of self-rewarding, which can be
demonstrated from Tab. 9. It is essential to enlarge
the margin between winners and losers with more
candidates, which facilitates RL fine-tuning.

Method \ Reward #Candidates PickScore Aesthetic CLIP

LVLMspr - - 20.79 5.95 0.25
LVLMbpro, |LVLMspr 2 20.65 6.03 0.23
LVLMppo, |LVLMgspT 4 20.78 6.16 023
LVLMbpro, |LVLMsgT 8 20.81 6.31 0.24

Table 9: Number of candidates

Method | PickScore Aes. CLIP
LVLMsgT 20.79 5.95 0.25
LVLMpro, 20.81 6.31 0.24
LVLMbpro, 20.86 6.59 0.24
LVLMbpo, 20.86 6.60 0.24

Table 10: More iteration training.

In addition, the self-reward model is at risk of
bias or overfitting. There are many factors that
may contribute to model collapse, including data
quality and scale, the inherent capabilities of the
language model, biases in the generative model,
and the number of candidate samples. To demon-
strate the effectiveness of our iterative training, we
show the results of one more round of training. We
used an additional 5,000 data for one more training.
As shown in Tab. 10, the third iteration does not
cause a significant performance drop.

C More Quantitative Results

We present more visual results between the images
generated with different prompts. As shown in
Fig. 7, the optimized prompts result in more pleas-
ing images. A more intuitive observation is that
the flat, uninteresting view in Minecraft and the
more aesthetically pleasing, more detailed view are
represented by the optimized prompt before and
after optimization, respectively. In addition, the
modified prompt has stronger alignment capabil-
ities. For example, the prompt “Riding a bike on
mars” is amended to “... a person riding a bike on
mars ...”, and the prompt “Galaxy cat” is added
with the description “... a space cat...”.

D Prompts for LVLM-as-a-judge

We present the prompt to transform the LVLM
into the reward model. As mentioned in Sec. 3.5,
we employ the rating system for image aesthetics,
human preferences, and alignment. Note that we
input the generated image by original prompt and
the image by candidate prompt here to facilitate
scoring of the model on the same benchmarks.

For responses judgment, we input two responses
to the model that are about how the model evaluated
the image in the previous step.
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User Prompt Optimized Prompt

A beautiful intricate detailed painting of a medieval
fantasy castle in isometric view, workroom

An isometric medieval castle painted. environment, nature:6, fantasy theme, digital
painting, photorealistic, very highly detail, in 4k by
Jason Felix, trending on Artstation

A stunning ultra detailed fantasy concept art of a
person riding a bike on mars by greg rutkowski,
artgerm, rhads and thomas kinkade, trending on
artstation, cgsociety and unreal engine 5, 8 k
resolution, futuristic category.

B ok

A beautiful detailed illustration of street view of
zootopia village by thomas kinkade, greg rutkowski,
andreas rocha, trending on artstation, 4 k concept art,
digital illustration, detailed art station

s A ‘\'

A beautiful detailed watercolor of a cat in the galaxy,
a space cat, by amartia durrant, trending on
artstation, cgsociety contest winner, fantasy art style,
unreal engine 5, photorealism, cinematic 8 k, high
resolution, imaginative, mind's eye, imaginative

" —_—
-

An epic detailed illustration of lakeside mountains

in minecraft by thomas kinkade, trending on
Lakeside mountains, in minecraft artstation, cinematic composition dynamic

composition detail splash art concept work concept
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Figure 7: The images generated using our optimized prompt.

Riding a bike on mars.

Street view, zootopia village.
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Aesthetic Score Prompt

Please evaluate the aesthetics of two images (“Image 17 and “Image 2”) using the 6-level
judging system described below.

The two images given are independent, and should be evaluated separately and step by step,
ensuring that the order in which the images were presented does not affect your judgment.

- Poor (Score: 0): The image lacks balance, composition, and visual appeal. Colors may be
overly saturated or dull, causing discomfort to the viewer. Composition is chaotic, distracting,
or poorly framed.

- Below Average (Score: 1): The image present minimal aesthetic appeal, even if there are
inconsistencies or major flaws in composition, color, lighting, or other aesthetic elements, or
make people feel disjointed or unbalanced, lacking a cohesive visual narrative.

- Average (Score: 2): The image exhibits adequate aesthetic quality contributes to the image’s
visual appeal to some extent but there is room for improvement in terms of creativity or
originality or some aspects of the image may feel generic or uninspired.

- Above Average (Score: 3): The image has strong aesthetic quality regardless of whether
there are minor imperfections in composition, color, lighting, or other aesthetic elements may
still be present but do not significantly detract from the overall aesthetic, or aesthetic choices
may be subjective, with some viewers preferring different styles or approaches.

- Very Good (Score: 4): The image is of exceptional aesthetic quality and demonstrates cre-
ativity, skill, and mastery of visual elements even if there is slight room for improvement in
composition, color, lighting, or other aesthetic elements.

- Excellent (Score: 5): The image is of perfect balance, harmony, and creativity in aesthetics,
creating a visually compelling and impactful image.

Please provide a comprehensive explanation of your score.
Note that the score has nothing to do with image input order.

Output format:

Output for Image 1:
Score: <Your Score for Image 1>
Explanation: <detailed judgment of Score for Image 1>

Output for Image 2:
Score: <Your Score for Image 2>
Explanation: <detailed judgment of Score for Image 2>
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Alignment Score Prompt

Please evaluate the alignment of two pictures (“Image 1” and “Image 2”) to the text (“Text”)
using the 6- level judging system described below.

The two images given are independent, and should be evaluated separately and step by step,
ensuring that the order in which the images were presented does not affect your judgment.
You need to first consider what appears in the image, then whether what is described in the
text appears in the image, and finally give a score based on the system.

Judging system:

- No Match (Score: 0): The image does not contain any of the objects or elements mentioned
in the text. There is no recognizable connection between the text and the image.

- Poor Match (Score: 1): The image contains one or a few of the objects mentioned in the
text, but these are peripheral and do not capture the primary content or relationships de-
scribed. Quantitative relationships are ignored or inaccurately represented.

- Fair Match (Score: 2): Some of the primary objects mentioned in the text are present in the
image, and at least one quantitative relationship or object relationship is correctly depicted.
However, several key objects or relationships are missing or inaccurately represented.

- Good Match (Score: 3): The majority of the objects mentioned in the text are present, and
many of the described quantitative relationships and object relationships are accurately de-
picted. Minor details may be missing or slightly altered.

- Excellent Match (Score: 4): Nearly all objects described in the text are accurately repre-
sented in the image, including precise quantitative relationships and interactions between
objects. Only trivial discrepancies or omissions are present, which do not significantly impact
the overall accuracy.

- Perfect Match (Score: 5): The image perfectly matches the text in terms of the presence of
all described objects, accurate quantitative relationships, and the exact relationships between
objects. Every detail mentioned in the text is present and correctly depicted in the image.

Text: <PROMPT>

Please provide a comprehensive explanation of your score. Note that the score has nothing to
do with image input order.

Output format:

Output for Image 1:
Score: <Your Score for Image 1>
Explanation: <detailed judgment of Score for Image 1>

Output for Image 2:
Score: <Your Score for Image 2>
Explanation: <detailed judgment of Score for Image 2>
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Pick Score Prompt

Please evaluate how well these two images (“Image 1”7 and “Image 2”) generated based on
the text (“Text”) are preferred by humans using the 6-level judging system described below.
The two images given are independent, and should be evaluated separately and step by step,
ensuring that the order in which the images were presented does not affect your judgment.

In this system, ’attractiveness’ refers to the visual appeal of an image to the human in terms
of color, composition, lighting, style, and detail.

Judging system:

- Poor (Score: 0): The image is repulsive or offensive, lacking any attractiveness. It is com-
pletely irrelevant to the text information and presents the text in a manner that is unpleasant
or unacceptable to the audience.

- Below Average (Score: 1): The image has almost no attractiveness, and the audience is
indifferent to it. Its relevance to the text information is low, and the presentation style is not
attractive enough, making the audience find it rather dull.

- Average (Score: 2): The image lacks attractiveness, is ordinary and lacks visual highlights,
the conveyed text information is not sufficiently clear, and the presentation style is rather
ordinary, lacking novelty or appeal.

- Above Average (Score: 3): The image’s attractiveness is average, without any particular
outstanding features but also not mediocre, conveying the text information and presenting the
text in a generally acceptable manner, albeit not particularly outstanding.

- Very Good (Score: 4): The image is highly attractive, with good visual effects, conveying
the text information basically, and presenting the text in a way that is appealing to humans,
allowing the audience to understand and resonate to some extent.

- Excellent (Score: 5): The image is extremely attractive, with outstanding visual effects,
clearly and accurately conveying the text, and presenting the text in a way that resonates
deeply with the audience and evokes strong emotional connections.

Text: <PROMPT>

Please provide a comprehensive explanation of your score.

Note that the score has nothing to do with image input order.

Output format:

Output for Image 1:

Score: <Your Score for Image 1>

Explanation: <detailed judgment of Score for Image 1>

Output for Image 2:

Score: <Your Score for Image 2>
Explanation: <detailed judgment of Score for Image 2>
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Aesthetic Judgment Prompt

You are a helpful and precise assistant for checking the quality of the answers.
Given the input:

1. Image 1 and Image 2

2. Question: {{question}}
3. Answer A: {{answer_A}}
4. Answer B: {{answer_B}}

Your task is to evaluate the model’s predicted answer, based on the context provided by the
images and the question. There are two image scores for each answer, and you need to in-
clude an evaluation of both outputs (“Output of Image 1” and “Output of Image 2”) in each
answer. Please provide a comprehensive explanation of your score, noting that your explana-
tion should be based on the facts of the images and not be vague and uninformative.

Consider the following criteria for evaluation:
- Relevance: Does each output in the predicted answer relate to the content of each image?

- Accuracy: Does the prediction in each output accurately reflect the information given in the
image without introducing factual inaccuracies?

- Objectivity: For the analysis of the images, do the two predicted outputs in each answer
give approximate scores, avoiding any overestimation or underestimation?

- Clarity: Assess the clarity of the predicted answer. Look for issues such as repetition, un-
clear descriptions, or any grammatical errors that could hinder understanding.

- Completeness: Determine if each predicted output in answer fully covers the scope of the
images. Does it leave out critical information or does it include all necessary details?

Output Format:

Output for Answer A:

Score: <an integer score of quality from 1-5>

Explanation: <detailed judgment of prediction for “Output of Image 1" and “Output of Im-
age 27>

Output for Answer B:

Score: <an integer score of quality from 1-5>

Explanation: <detailed judgment of prediction for “Output of Image 1 and “Output of Im-
age 27>
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Pick Judgment Prompt

You are a helpful and precise assistant for checking the quality of the answers.
Given the input:

1. Image 1 and Image 2

2. Prompt: {{prompt}}

3. Question: {{question}}
4. Answer A: {{answer_A}}
5. Answer B: {{answer B}}

Your task is to evaluate the model’s predicted answer, based on the context provided by the
images and the question. There are two image scores for each answer, and you need to in-
clude an evaluation of both outputs (“Output of Image 1” and “Output of Image 2”) in each
answer. Please provide a comprehensive explanation of your score, noting that your explana-
tion should be based on the facts of the images and not be vague and uninformative.

Consider the following criteria for evaluation:
- Relevance: Does each outputs in the predicted answer relate to the content of each image?

- Accuracy: Does the prediction in each output accurately reflect the information given in the
image without introducing factual inaccuracies?

- Objectivity: For the analysis of the images, do the two predicted outputs in each answer
give approximate scores, avoiding any overestimation or underestimation?

- Clarity: Assess the clarity of the predicted answer. Look for issues such as repetition, un-
clear descriptions, or any grammatical errors that could hinder understanding.

- Completeness: Determine if each predicted output in answer fully covers the scope of the
images. Does it leave out critical information or does it include all necessary details?

Output Format:

Output for Answer A:

Score: <an integer score of quality from 1-5>

Explanation: <detailed judgment of prediction for “Output of Image 1 and “Output of Im-
age 27>

Output for Answer B:

Score: <an integer score of quality from 1-5>

Explanation: <detailed judgment of prediction for “Output of Image 1” and “Output of Im-
age 27>

Figure 8: LVLM-as-a-judge prompt in our model, which enables the model to provide the aesthetic score, pick score and
alignment score for each candidate. All scores are based on the rating system, where inputs are assigned scores corresponding to
their ratings. The model is fine-tuned in advance with evaluation data to understand the aesthetics of images.
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