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Abstract

With the popularity of large language models
and their high-quality text generation capabil-
ities, researchers are using them as auxiliary
tools for text summary writing. Although sum-
maries generated by these large language mod-
els are smooth and capture key information
sufficiently, the quality of their output depends
on the prompt, and the generated text is some-
what procedural to a certain extent. We con-
struct LecSumm to verify whether language
models truly capture human writing prefer-
ences, in which we recruit 200 college stu-
dents to write summaries for lecture notes on
ten different machine-learning topics and ana-
lyze writing preferences in real-world human
summaries through the dimensions of length,
content depth, tone & style, and summary for-
mat. We define the method of capturing human
writing preferences by language models as fine-
tuning pre-trained models with data and de-
signing prompts to optimize the output of large
language models. The results of translating
the analyzed human writing preferences into
prompts and conducting experiments show that
both models still fail to capture human writ-
ing preferences effectively. Our LecSumm !
dataset brings new challenges to finetuned and
prompt-based large language models on the
task of human-centered text summarization.

1 Introduction

With the vast amount of training data, the devel-

opment of large language models (LLMs), such

as the GPT series (OpenAl, 2024), the PalLM se-

ries (Aakanksha Chowdhery, 2022), Mistral (Jiang

et al., 2023) and LLaMA (Al@Meta, 2024), have
*Corresponding author.

Corresponding author.
"https://github.com/Deakin AINLP/LecSumm

achieved remarkable success by unifying the gener-
ative paradigm with different NLP tasks(Wei et al.,
2024a,c; Wan et al., 2023; Wang et al., 2023a; Qin
etal., 2023; tse Huang et al., 2024). In specific NLP
fields, such as text summarization, LLMs achieve
decent performance without additional training
data and even surpass traditional supervised fine-
tuned models (Zhang et al., 2024). Recent stud-
ies employ LLMs as auxiliary tools for human-
centered NLP (Passali et al., 2021; Hu et al., 2023),
ranging from human-centered design to human-in-
the-loop interaction with LLMs. When generating
human-centered summaries with LLMs, specific
human preferences can be incorporated through
two different approaches : (i) Explicitly, add exter-
nal constraints to the summarization model, such
as prompt design and different hyperparameter set-
tings. (ii) Implicitly, construct specific source-
target summary datasets that reflect human pref-
erences to finetune the language model, enabling it
to learn the hidden preferences from the data. Our
research question is: Can language models re-
ally capture human writing preferences through
prompting and in-context training?

To answer this question, we first design a lecture
note summarization task to discover human pref-
erences in real-world data and construct a dataset
containing human-centered summaries. The task
framework is shown in Figure 1. We recruited 200
university students and designed a task of writing
lecture note summaries: 10 different topics related
to machine learning were given to the annotators,
together with the corresponding lecture notes, and
the participants were required to write summaries
based on the lecture notes. There is no hard limita-
tion (e.g., length, summary format) on the summary
writing process; participants are allowed to use re-
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Figure 1: The framework of our work is divided into three stages: (a) Summary Collection. We designed a
summary collection task and recruited annotators online. They were asked to write summaries based on the provided
lecture notes gathered from open-source data on specific topics. (b) Human Preferences Analysis on Summaries.
Human-written summaries were analyzed from four dimensions: length, structure, modality, and content depth to
discover human needs. (c) Dataset Construction. The dataset was constructed after summary checking and data
processing, with lecture notes as input sources and human-written summaries as target summaries.

lated materials to equip the lecture notes. The only
limitation is that it has to be written by the partic-
ipants and cannot be returned by machines. We
observe that different annotators utilize a combina-
tion of various dimensions to reflect their writing
preferences; these human preferences range in four
dimensions: length, content, tongue&style, and
summary format.

Then, we construct the LecSumm dataset, which
includes the provided lecture notes and human-
written summaries, and experiment with finetuned
supervised models and prompt-based zero-shot
LLMs. We find that language models can not cap-
ture human writing preferences well through model
finetuned and prompt design. Our main contribu-
tion is presented as follows:

e We design a human-centered text summariza-
tion task to collect human-guided summaries for
lecture notes and detect four writing preferences
from human-guided summaries.

e We propose a LecSumm dataset containing
human-centered summaries and verify the usability
of the dataset through dataset analysis and model
experiments.

e We analyze language models’ capture ability

of human writing preferences with finetuned and
prompt design and find that language models can
not capture human writing preferences well.

2 Lecture Note Summary Collection and
Analysis

2.1 Human-centered Summary Collection

Summary Collection Task We collected ma-
chine learning lecture notes which cover ten major
topics, as shown in Table 1, the lecture notes are
all open source and can be found on the Internet,
most of them are released by public universities.
We recruited 200 university students from the IT
department and asked them to write summaries
for the ten topics after reading the lecture notes.
The recruited people are required to have at least
finished one machine learning related course, and
each annotator is reimbursed with $100 to cover
the annotation cost.

Annotator Statistic Recruited annotators are stu-
dents from university IT departments. While re-
cruiting student participants, we also asked the
annotators to provide the following information:
first language, qualification, and machine learning
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Topic

1 Machine Learning Overview

2 Data Wrangling

3 Clustering Algorithms

4 Principal Component Analysis (PCA)
5 A supervised learning algorithm

6  Linear regression

7 Support Vector Machine(SVM)

8  Decision tree algorithms

9 Ensemble learning

10 Neural Networks and Deep Learning

Table 1: These are ten topics covered by the machine
learning lecture notes we collected.

Annotator Percentage
First Language 82% Native English
Qualification 30% B.S / 70% M.S
ML Experience | 65% experienced / 35% non-exp

Table 2: Annotator statistics

working experience. Table 2 shows that 82% of
the annotators are native English speakers and 65%
of them indicate that they have machine learning
related working experience. It shows the high qual-
ity of the annotator group and will guarantee real
human summaries in the annotation process.

2.2 Human Writing Preferences Detection on
Summaries

Human writing preferences (McNamara et al.,
2010) generally refer to the specific styles, expres-
sions, or structures that individuals use in their writ-
ing. These preferences may be reflected in word
choice, sentence length, grammatical structure, ar-
gumentation style, tone, and content organization,
among other aspects. After manually reviewing the
lecture note summaries, we identified five different
aspects of writing preferences based on previous
works (Pennebaker and King, 1999) and rhetorical
structure theory (MANN and THOMPSON, 1988).

Length: The number of words in a summary.
Content Depth:

e Simple: A lecture notes overview.

e Balanced: Some detailed information on cer-
tain knowledge points from the lecture notes.

e Complex: Much detailed information from
the lecture, such as formulas, code, and more.

Tongue & Style:

471 498

367

232

] | ] ] ‘

1000 1200 1400 1600 1800 >2000

The number of summaries

200 400 600 800
The length of summary

Figure 2: The length distribution of annotator-written
summaries.

e Personal pronoun: Written in first-person or
third-person tongue.

e Long and short sentences: Using long or short
sentences in summary.

Summary Format:
e Paragraph-based: Paragraphs only in sum-
mary.
e Bullet Point: Bullet points included in para-
graphs.
e Paragraph keyword:
words in a summary.

some paragraph key-

Rhetorical Relations:

e Elaboration: Explains, refines, or adds infor-
mation to the main clause to make it clearer.

e Contrast: Compares two different viewpoints,
facts, or phenomena to highlight their differ-
ences.

e Cause: Expresses a causal relationship, ex-
plaining how one event or fact leads to an-
other.

e Background: Provides contextual information
to help the reader understand the premise or
background of the main clause.

e Summary: Condenses and summarizes the
previous content, briefly outlining the key
ideas or conclusions.

These human summary writing preferences con-
sider not only the general linguistic features such
as summary length and syntactic complexity, but
also personal differences such as the individual
habit for pronouns, short/long sentence use, and
whether there is a structure in the summary.

Human Writing Preferences Figure 2 displays
the length distribution of summaries. According to
our findings, the number of summaries is the high-
est in the 200 to 400-word range. As the length of
the summaries increases, their quantity gradually
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Figure 3: The ratio distribution of long sentences in
annotators ’ written summaries.

decreases, with shorter summaries being more com-
mon. Overall, the length of the summaries mainly
concentrates between 200 and 800 words, while
longer summaries are relatively rare. It reflects the
length-limitation preference: i.e., annotators tend
to use more concise summaries to convey the main
information effectively.

We defined long sentences in the summaries as
those exceeding 20 words and calculated the usage
rate of these long sentences, as shown in Figure 3.
The results indicate that only 10% of annotators did
not combine long and short sentences when writing
summaries. Therefore, the combined use of long
and short sentences is considered a sentence-
balanced preference.

Dimension ‘ Preference ‘ Percentage
First-person 0%
Tongue&Style | Third-person 100%
Bullet Point 74.67%
Summary Format Paragraph-based 0%
Paragraph Keyword 99.57%

Table 3: When the content depth of the summary is
complex, the table displays the preferences for tongue
& style in terms of personal pronoun and summary for-
mat. Notably, bullet points and paragraph keywords can
coexist within the summary.

We analyze the proportions of person pronouns
and summary format when composing complex
summaries, as illustrated in Table 3. Notably, all
annotators employed the third person to convey the
objectivity of the summaries, simultaneously uti-
lizing bullet points and paragraph keywords to en-
hance structural hierarchy and content detail. Con-
sequently, the fine-grained preference identified is
that third-person expression is frequently paired
with keywords and bullet points in drafting com-

Dimension Preference Percentage
simple 72.64%
Content Depth | balanced 25.98%
complex 1.38%
Bullet Point 0.46%
Summary Format | Paragraph-based 90.11%
Paragraph Keyword 9.65%

Table 4: When annotators use the first person to
write summaries, the table displays the proportion of
different preferences in terms of content depth and sum-
mary format dimensions. Notably, bullet points and
paragraph keywords can coexist within the summary.

Dimension Preference Percentage
Bullet Point 0.00%
Summary Format | Paragraph-only 98.73%
Paragraph Keyword 1.27%

Table 5: When annotators use the first person to write
summaries and the content depth is simple, the table
displays the proportion of different preferences in terms
of the summary format dimension.

plex summaries.

We examined the preferences for content depth
and summary format when annotators utilized the
first person to write summaries. Tables 4 and 5 indi-
cate that when the first person is employed, the con-
tent of the summaries tends to be simplified, with
approximately 90% of annotators relying solely on
paragraphs for their composition. Further analysis
reveals that when the tongue of the summary is
first-person and the content is straightforward, as
many as 98% of annotators restrict themselves to
using only paragraphs. Therefore, we derive the
general-oriented preference from the written sum-
maries: When annotators use the first person to
compose summaries, the content depth is typi-
cally simple, and the summary format consists
of paragraphs only.

Rhetorical Structure Count
Elaboration 1698
Cause 907
Contrast 893
Background 1241
Summary 1557

Table 6: Counts of Different Rhetorical Structures

Additionally, we utilize GPT-40 to analyze the
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Figure 4: The relationship between two expert anno-
tators’ scores. It can seen there is a strong positive
correlation between the two annotators.

rhetorical structures in human-written summaries
(prompt in the appendix A), as shown in Table 6.
The usage frequency of the five rhetorical struc-
tures shows a similar distribution trend, with some
slight differences. Most annotators use the ""Elab-
oration'' structure, which helps to elaborate in
detail on the working principles of algorithms,
models, and methods. Due to the complexity of
the machine learning field, authors typically use
detailed elaboration to reinforce the understand-
ing of core concepts, with this structure appearing
1698 times. In contrast, the "Cause" and "Contrast"
structures are used less frequently, with frequen-
cies of 907 and 893, respectively. Although these
two structures play a key role in discussing model
performance and comparing different algorithms,
their usage scenarios are relatively limited. They
typically only appear when discussing algorithms’
advantages and disadvantages or comparing differ-
ent methods.

3 LecSumm

3.1 Summary Quality Control

In this section, we invited two university staff who
have CS PhD degrees as expert annotators to evalu-
ate the summaries written by annotators based on
the following four dimensions to ensure the quality
of the data:

Coherence: The overall quality of all sentences.
The summary should be well-structured and well-
organized. It should not just be a collection of
related information, but build coherent information
about a topic from one sentence to the next.

Consistency: The factual consistency between

the summary and its source. A factually consistent
summary only contains statements in the source
document.

Fluency: The quality of individual sentences.
The sentences in the summary "should not have
formatting issues, capitalization errors, or ungram-
matical sentences (e.g., fragments, missing parts),
which would make the text difficult to read."

Relevance: The selection of important content
from the source. The summary should only include
important information from the source document.
Annotators are instructed to penalize summaries
containing redundant and superfluous information.

We randomly selected 100 summary samples.
Experts were required to score the summaries based
on the above four dimensions, with a maximum
of 25 points for each dimension, and calculate the
total score. To assess inter-annotator agreement, we
calculated Krippendorff’s alpha coefficient (Gwet,
2011).

The Krippendorff’s alpha score is 75.82%, in-
dicating that the experts showed very high consis-
tency in their annotations. Figure 4 confirms this,
showing that most of the annotation scores for the
summaries are between 75 and 95. These results
collectively indicate that the quality of the sum-
maries is high and that the experts exhibited a high
level of consistency in their evaluations.

3.2 Dataset Construction

The data, including the provided lecture notes
and human-written summaries, was extracted into
plain text, removing all external information be-
sides summaries. 200 samples were obtained after
cleansing and filtering, including the ten lecture
notes as fixed input, and 2,000 human-written sum-
maries as targets. The average input document
length of LecSumm is 6.5k, about one-third of the
documents are over 9k, and the topics are in Table
1. We split our dataset into the train (1,600, 80%),
validation (200, 10%), and test (200, 10%) subsets.

3.3 Dataset Comparison

In this section, we use four indicators to evaluate
the intrinsic characteristics of datasets: coverage
(Grusky et al., 2018), density (Grusky et al., 2018),
redundancy (Bommasani and Cardie, 2020), and n-
gram overlap. More details on the above indicators
can be found in Appendix B. We chose five com-
monly used English long document datasets for
comparison. CNN-DM (Nallapati et al., 2016) is
a news corpus from the CNN and Daily Mail web-
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% of novel n-grams

Dataset Coverage#rank Density#rank Redundancy#rank uni-  bi- i 4.
CNN-DM 0.89#3 3.6#2 0.157#5 195 568 744 828
PubMed 0.893#4 5.6#5 0.146#4 124 44 653 76

arXiv 0.920#5 3.7#3 0.144#3 9.5 41 664 79.6
BigPatent 0.861#2 2.1#1 0.223#6 13.5 52.6 783 89.5
GovReport 0.942#6 7.7#6 0.124#2 5.7 327 563 689
LecSumm 0.860#1 5.5#4 0.122#1 133 533 774 85.6

Table 7: Intrinsic evaluations of different summarization datasets, including values and rankings, calculated on test
sets only. Smaller coverage, density, and redundancy values are deemed preferable. Percentages of novel n-grams in

summaries of different datasets are also provided.

sites. PubMed and arXiv (Nallapati et al., 2016)
are from scientific papers. BigPatent (Sharma
etal., 2019) consists of records of U.S. patent docu-
ments. GovReport (Huang et al., 2021) is a collec-
tion of reports published by the U.S. Government
Accountability Office and Congressional Research
Service.

Table 7 shows several datasets’ coverage, den-
sity, redundancy, and n-gram overlap scores.
Specifically, LecSumm achieves the highest scores
on coverage and redundancy, meaning that less
summary contents in the datasets are extracted
from documents, and every summary has less
repeated information, which further shows that
human-centered summaries vary significantly. Lec-
Summ’s performance on the density metric is mod-
erate due to numerous specific terms, definitions,
and concepts in the lecture notes. These token se-
quences tend to be long and difficult to rephrase,
necessitating their retention in the human-written
summaries, which leads to a decrease in the density
score. Nevertheless, the coverage metric indicates
that LecSumm’s summaries still possess the high-
est level of abstraction. Considering these three
metrics, it is evident that LecSumm performs best
in terms of abstractiveness and conciseness.

In addition to the aforementioned metrics, we
further evaluate the abstractiveness of datasets.
Specifically, we quantified it by calculating the
percentage of novel n-grams in the summaries that
didn’t appear in the source text. Table 7 displays
high percentages of novel tri-grams and 4-grams
(Phang et al., 2023a). Combining the scores of
coverage, density, and novel n-grams, it can be con-
cluded that LecSumm possesses the best abstrac-
tiveness, making it more suitable for evaluating
human-centered text summarization.

4 Experiments

We conducted a series of experiments on LecSumm
to verify the usability of the dataset and answer
the question: Can language models capture hu-
man writing preferences through prompt design
and model finetuning?

Baselines We choose unsupervised language
models: TextRank (Mihalcea and Tarau, 2004),
SummPip (Zhao et al., 2020), and pre-trained
language models: LED (Beltagy et al., 2020),
PEGASUS-X (Phang et al., 2023b), and LongT5
(Guo et al., 2022) as traditional models base-
lines. In addition, we evaluate large language
models under zero-shot settings. We choose
GPT-4-turbo, GPT-40 (OpenAl et al., 2024),
Qwen2.5-7B-Instruct (Team, 2024), Deepseek-
r1-7b (DeepSeek-Al, 2025) and Gemma3-4b-it
(Team et al., 2025) which support 128k inputs.

Experiment settings For unsupervised language
models, we used the TextRank in summanlp 2and
SummPip? algorithms, the two key hyperparame-
ters in SummPip: nb_clusters and nb_words are set
as 14 and 20, respectively.

For pre-trained language models, we used the
led-large-16384*, pegasus-x-large’, and long-t5-
tglobal-large® models for full fine tuning. We use
an NVIDIA A100 80GB PCle GPU for experi-
ments. Models are used transformers4.35.27 to

Zhttps://github.com/summanlp/textrank
3https://github.com/mingzi151/SummPip
4https://huggingface.co/allenai/
led-large-16384
Shttps://huggingface.co/google/
pegasus-x-large
https://huggingface.co/google/
long-t5-tglobal-large
"https://huggingface.co/docs/transformers/
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ROUGE BertScore UniEval
Model R-1 R-2 R-L P R F coherence fluency relevance SummaC
Unsupervised model
TextRank 12.55 5.73 5.79 77.05 80.31 78.61 69.61 75.71 67.02 97.53
SummPip 25.91 4.57 11.54 73.98 79.42 76.59 9.60 26.60 9.83 58.97
Fine-tuned model
LED 15.83 4.04 10.38 80.70 79.25 79.90 49.59 76.08 50.13 68.21
PEGASUS-X 21.67 4.72 13.21 78.50 79.40 78.92 73.98 74.51 72.72 80.10
LongT5 21.67 4.74 13.22 78.50 79.41 78.91 73.98 74.51 72.73 80.02
Zero-shot LLM+Prompt(Length-limitation preference)
GPT-4-turbo 34.13£091 7.51+£0.41 13.984+0.41 | 81.414+0.17 82.39+0.09 81.89+0.09 | 97.51+0.33 95.124+0.41  97.11+0.23 | 50.16+10.19
GPT-40 34.09+1.31 7.62+£0.64 14214041 | 81.604+0.13 82.71£0.18 82.14+0.12 | 97.11+0.56  94.904+0.32  96.834+0.33 | 53.40+6.80
Qwen2.5-7b-Instruct | 31.33+£1.46 6.42+0.78 13.21£0.36 | 81.26+£0.21 82.10+0.39 81.67£0.17 | 97.30+£0.49 91.30£2.16 95.98+£2.45 | 56.12+7.12
Deepseek-r1-7b 28.2848.05 5.53+£2.33 11.654+2.59 | 81.78+1.49 81.39+2.16 81.57£1.49 | 93.71£7.78 87.86+7.08 94.534+9.36 | 63.55+11.51
Gemma3-4b-it 32924131 6.70+£2.13 14.23+2.35 | 81.86+1.28 81.75£1.96 81.80+£1.55 | 95.37£5.13 94.604+1.51 94.89+2.85 | 58.69+11.35
Zero-shot LLM+Prompt(Sentence-balanced preference)
GPT-4-turbo 27.88+1.94 5.58+£0.47 11.9740.60 | 80.73+0.21 83.12+0.29 81.90+0.16 | 96.69+1.09 95.254+0.28  92.9642.53 | 53.21+4.80
GPT-40 34.15£1.71 8.29+£0.67 13.984+0.59 | 81.654+0.19 83.22+0.21 82.42+0.13 | 96.52+0.99 95.084+0.29  90.43+4.09 | 52.01£12.36
Qwen2.5-7b-Instruct | 29.284+3.28 6.31+0.96 11.98£1.12 | 81.17£0.29 82.96+0.47 82.05+£0.24 | 88.90+3.94 94.72+0.54 86.33£3.52 | 60.00£10.56
Deepseek-r1-7b 24.3749.04 4.67£2.40 10.574+3.02 | 81.75+1.98 80.62+2.05 81.16£1.57 | 92.4842.96 82.944+5.92 95.134+3.07 | 61.74£11.51
Gemma3-4b-it 27.9148.14  5.36+2.16 12.654+2.95 | 82.55+1.27 81.24+2.08 81.88+1.55 | 92.48+6.18 88.084+7.98 92.714+9.13 | 51.79£10.47
Zero-shot LLM+Prompt(Fine-grained preference)
GPT-4-turbo 33.55+0.83 7.59+£0.32 13.434+0.18 | 81.4440.13 80.76+0.28 81.09+0.17 | 97.67+0.69 94.144+0.84 96.744+0.62 | 58.52+9.25
GPT-40 35.29+1.44 9.10£0.76 13.424+0.85 | 81.23+0.41 80.00£0.55 80.60+0.47 | 96.06+1.27 92.484+0.81 94.80+1.40 | 81.65+13.26
Qwen2.5-7b-Instruct | 33.15+1.65 7.99+0.95 13.02+£0.43 | 81.27£0.24 80.56+0.84 80.90+0.51 | 94.84+1.59 93.31+£1.06 93.32£1.90 | 71.17+9.86
Deepseek-r1-7b 24.234+8.30 4.59+£2.41 10.524+3.11 | 81.80+2.12 80.62+2.21 81.18£1.77 | 91.97+9.81 87.804+8.38  93.314+8.26 | 61.17£12.27
Gemma3-4b-it 23.13+£7.63 3.70£1.81 11.14+3.21 | 83.38+1.14 80.41+1.94 81.86+£1.47 | 86.294+1.28 95.64+5.12 89.54+10.48 | 53.324+9.28
Zero-shot LLM+Prompt(General-oriented preference)
GPT-4-turbo 29.66+1.17 5.74+£0.55 12.414+0.28 | 81.03+0.16 83.02+0.18 82.00£0.12 | 97.554+0.36  95.774+0.10  96.59+0.40 | 46.62+6.02
GPT-40 31.2542.80 7.42+0.53 13.64+2.14 | 81.59+0.51 83.18+0.32 82.37+0.38 | 97.584+0.41 95.4440.18 90.424+7.29 | 58.40+8.37
Qwen2.5-7b-Instruct | 32.394+3.68 6.98+1.22 13.14£1.05 | 81.28+£0.29 82.794+0.65 82.04+0.35 | 97.43+£0.49 93.01+£0.40 95.74+0.29 | 62.93+12.64
Deepseek-r1-7b 26.90£7.68 5.16£2.51 10.77+£2.41 | 79.29+1.88 81.01£1.70 80.13£1.49 | 94.83+2.96 82.944+5.92 95.13+3.07 | 66.93+9.97
Gemma3-4b-it 33.61+£6.89 7.74+2.76 11.144+3.21 | 79.72+1.92 81.58+1.76 80.63+1.58 | 95.60+£2.12 95.64+0.51 89.54+10.47 | 61.51+11.04
Zero-shot LLM+Prompt(Mixed preference)
GPT-4-turbo 33214631 6.31£2.26 12.86+1.64 | 81.48+1.21 82.24+0.97 81.86+1.12 | 97.41+0.41 95.044+0.52  96.884+0.57 | 54.14+7.83
GPT-40 35.41+£2.01 8.55+1.14 14.23+0.96 | 82.03+0.72 83.20+0.65 82.61+0.51 | 97.89+0.38 95.60+0.46 96.244+0.66 | 64.87£10.25
Qwen2.5-7b-Instruct | 30.72+2.34  6.184+1.27 13.05£1.41 | 81.08£1.12 82.16+0.94 81.66+0.98 | 96.93+£1.01 92.54+£1.97 95.07£1.73 | 59.35+8.17
Deepseek-r1-7b 26.35£6.96 4.884+2.89 10.71+2.73 | 80.67+1.85 80.91+£2.22 80.79£1.92 | 92.85+6.01 86.42+£6.55 93.27+6.87 | 60.41£11.06
Gemma3-4b-it 30.85+£7.02 6.52+2.61 12.344+3.06 | 81.74+1.36 81.62+1.78 81.684+1.52 | 94.92+4.73 92.35+5.62 93.41+6.13 | 55.92+10.08

Table 8: It presents the evaluation results of automatic summary metrics for baseline models on the LecSumm
dataset. For the zero-shot LLM experiments, due to inconsistencies in the results generated by different prompts,
the standard deviation was added to the mean as a supplement.The scale of the numbers shown represents the
percentages of evaluation metrics and standard deviations, with the standard deviation calculated based on the
results from 10 different prompts.
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finetune for ten epochs. We set the input token
length as 8k and the output token length as 1024,
batch_size 2, and the remaining parameters are de-
fault ones.

For zero-shot LLMs, we evaluated GPT-4-turbo®
, GPT-40°, Qwen2.5—7B—Instruct10, Deepseek-rl-
7b ''and Gemma3-4b-it'? . Given the above anal-
ysis on the four types of human preferences, we
design four human writing instructions that are
extracted from the annotators’ summaries as in-
structed prompts for a zero-shot LLM. To further
extend the generality of these four types of human
references, we use GPT-4 to generate ten synony-
mous sentences for each type of human preference
and mix preference. All four instruction prompt
sets are in Appendix D.1. Thus, given a specific
human preference, a full prompt will include a
random sample of the corresponding prompt set
and the input lecture note. We utilize some au-
tomatic evaluation metrics: ROUGE, BertScore
(Zhang et al., 2020), UniEval (Zhong et al., 2022),
and SummaC (Laban et al., 2022) to assess the
summaries generated by the models and verify the
usability of the dataset. More details about these
metrics are in Appendix D.2.

5 Result

As shown in Table 8, TextRank and finetuned
sequence-to-sequence models demonstrate supe-
rior performance when evaluated using SummacC,
reflecting higher textual consistency and factual
accuracy. This advantage stems from the nature
of extractive and seq-to-seq models, which tend
to directly copy some text spans from the input.
However, these models show weaker performance
on ROUGE and UniEval metrics, particularly with
ROUGE scores failing to exceed 30%—a stark con-
trast to their performance on standard datasets like
CNN/DM and GovReport (Phang et al., 2023b;
Guo et al., 2022). In contrast, GPT-4 series mod-
els outperform traditional language models across
most evaluation metrics (excluding SummacC), ben-
efiting from their robust architecture and massive

index
8https://platform.openai.com/docs/models/
gpt-4-turbo-and-gpt-4
9https://platform.openai.com/docs/models/
gpt-40
10https://huggingface.co/Qwen/QwenZ.
5-7B-Instruct
11https://huggingface.co/deepseek—ai/
DeepSeek-R1
Zhttps://huggingface.co/google/gemma-3-4b-it

pretraining data. The varying performance patterns
across different evaluation dimensions highlight
that our constructed dataset poses challenges for
both conventional summarization models and gen-
erative approaches.

Model Length- Sentence- | Fine- General-
limitation | balanced | grained oriented
prefer- prefer- prefer- Prefer-
ence ence ence ence

GPT-4-turbo 79.09% 96.36% 100% 100%

GPT-40 94.55% 84.55% 100% 100%

Qwen?2.5-7b- 81.82% 90% 96.36% 63.64%

Instruct

Deepseek-rl- | 60.00% 96.37% 100% 88.19%

7b

Gemma3-4b- | 40.91% 81.82% 100% 100%

1t

Table 9: The large language models’ capture capability
ratio of human writing preferences

Model ‘ Short ‘ Long and Short | Long
GPT-4 0.91% 96.36% 2.73%
GPT-40 0 84.55% 15.45%
Qwen2.5-7b- 3.64% 90% 6.36%
Instruct

Deepseek-rl- 3.63% 96.37% 0
7b

Gemma3-4b-it 0 81.82% 18.18%

Table 10: The proportion of long and short sentences in
the generated summaries by five models

Furthermore, we performed a Wilcoxon T-
test to compare GPT-4-turbo and GPT-40 us-
ing each human preference prompt set separately.
The resulting p-values for the four sets—Ilength-
limitation, sentence-balanced, fine-grained, and
general-oriented—were 0.0613, 0.021, 0.045, and
0.043, respectively. These results indicate that
there is no statistically significant difference be-
tween GPT-4-turbo and GPT-40 under the length-
limitation prompt set. However, for the other three
prompt sets, GPT-40 demonstrates significantly bet-
ter performance than GPT-4-turbo.

6 Language models’ capability on
capturing human writing preferences

We further conduct human analysis of the sum-
maries generated by the finetuned models and find
that over 75% of them output summaries exceeding
800 words in length, failing to control the summary
length effectively. Although the model captures
the complexity of the content, it does not generate
bullet points, which are present in the reference
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summaries, when handling more complex content.
However, for simpler summaries, the model cap-
tures the use of the first-person perspective well,
with 92.45% of the generated summaries using
the first-person point of view. Table 9 presents

Model Length- Sentence- | Fine- General-
limitation | balanced | grained oriented
prefer- prefer- prefer- Prefer-
ence ence ence ence

GPT-4-turbo 20% 100% 100% 96%

GPT-40 28% 100% 100% 98%

Qwen2.5-7b- 69% 100% 100% 100%

Instruct

Deepseek-rl- 41% 100% 98% 84%

7b

Gemma3-4b- 33% 95.4% 100% 64%

it

Table 11: This table shows different models capture
four types of preferences: length-limitation, sentence-
balanced, fine-grained, and general-oriented, under
mixed-preference prompts.

the accuracy rates of five large language models
in capturing four types of human writing prefer-
ences. Overall, the GPT-4 series models (GPT-4-
turbo and GPT-40) perform well across most pref-
erences. Among them, GPT-4o stands out partic-
ularly in capturing the "length-limitation" prefer-
ence, outperforming GPT-4-turbo and Qwen2.5-7
b-Instruct by more than 10%. However, in terms of
the "sentence-balanced" preference (i.e., a mix of
long and short sentences), GPT-40 performs rela-
tively weakly. As shown in Table 10, GPT-4o fails
to effectively respond to prompts that explicitly
favor long sentences (20 words).

Notably, Deepseek-r1-7b exhibits greater perfor-
mance variability. It achieves 96.37% and 100%
accuracy in capturing the "sentence-balanced" and
"fine-grained" preferences, respectively, but only
scores 60% in "length-limitation" and 88.19% in
the "general-oriented" preference. The poor perfor-
mance in the length- limitation category indicates
the model’s difficulty in controlling the summary
length. Its weaker performance on general-oriented
summaries is mainly due to the frequent genera-
tion of bullet points and other structural elements,
which fail to align with the natural and concise
style expected in real-world summaries.

In addition, we also report the performance
of five large language models in capturing four
types of writing preferences under mix preference
prompts, as shown in Table 11. Compared to the
single-preference setting, the models’ ability to
capture the length-limitation preference drops sig-

nificantly. For instance, the accuracy rates of GPT-
4-turbo and GPT-40 fall to 20% and 28% respec-
tively, indicating that even high-performing models
struggle to balance multiple writing requirements
simultaneously. In contrast, Qwen2.5-7b-Instruct
maintains stable performance across all four pref-
erences and demonstrates strong adaptability by
preserving a 69% rate on length-limitation even
under mixed preference prompts.

The analysis above indicates that neither fine-
tuned models nor prompt-based zero-shot LLMs
can effectively capture human writing preferences
in real summaries. Continuous optimization and
adjustment of the models are required to improve
their ability to capture these preferences.

7 Conclusion

We design a lecture note summarization task to
generate human-centered summaries and analyze
human writing preferences across four dimensions:
length, content depth, tongue & style, and sum-
mary format. We develop a novel dataset, Lec-
Summ, which more accurately reflects specific writ-
ing preferences than publicly available datasets.
Through a series of experiments involving both
automatic and manual evaluations of benchmark
models, we validate the effectiveness of the dataset
and observe that language models still fall short of
fully capturing human writing preferences, utiliz-
ing finetuning and prompt design techniques. Our
findings suggest that aligning models with human
preferences remains challenging, highlighting a po-
tential direction for future research. Additionally,
our dataset contributes significantly to research on
human-centered text summarization.

Limitation

There are a few limitations to our work: First, the
lecture notes are limited to the field of machine
learning and do not cover a wide range of domains,
which restricts the generalizability of our findings.
Future research will expand to more diverse fields
to validate the robustness and universality of the
analysis. Second, due to the high cost of annota-
tion, we were only able to recruit 200 participants.
Furthermore, the use of in-context learning with
large language models (LLMs) was constrained
by input-output length limitations, allowing only
a minimal number of examples in the experiment.
This restriction hampers the model’s ability to ef-
fectively learn and simulate human preferences in
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summarization.
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A Experiment of rhetorical relations
analysis

We select key rhetorical relations based on Rhetori-
cal Structure Theory (RST), including elaboration,
cause, contrast, background, and summary, and uti-
lize GPT-4o0 to analyze the rhetorical structures in
human-written summaries. We design the following
prompt for the analysis:

Analyze the rhetorical structure of the follow-
ing summary based on Rhetorical Structure Theory
(RST) and identify the rhetorical relations it con-
tains, specifically: Elaboration, Contrast, Cause,
Background, and Summary.

Summary: ’summary’

Definitions of Rhetorical Relations:

- Elaboration: Explains, refines, or adds infor-
mation to the main clause to make it clearer.

- Contrast: Compares two different viewpoints,
facts, or phenomena to highlight their differences.

- Cause: Expresses a causal relationship, explain-
ing how one event or fact leads to another.

- Background: Provides contextual information
to help the reader understand the premise or back-
ground of the main clause.

- Summary: Condenses and summarizes the pre-
vious content, briefly outlining the key ideas or
conclusions.

Please output the analysis results in the following
format only, without any additional text:

Elaboration:0

Contrast: 0

Cause: 0

Background: 0

Summary: 1

B Metrics used for dataset comparison

Coverage (Grusky et al., 2018) quantifies the pro-
portion of words in a summary that originate from
an extractive fragment within the document. Its
calculation method is as follows:

1
Coverage(D, S) = S E fl @
feFr(D,S)

where D and S represent the document and its sum-
mary, respectively. F'(D, S) is the set that includes
all extractive fragments. | e | signifies the length
of a token sequence. A higher coverage score indi-
cates that more content is directly copied from the
document when generating the summary.

Density (Grusky et al., 2018) is similar to coverage,

where the sum of fragment lengths is changed to
the sum of squares of lengths:

1
Density(D, S) = —;

5] P @

fer(D,S)

In the event that the length of each fragment is rela-
tively brief, the density value will be comparatively
low. This implies that if two summaries share the
same coverage value, the one with a lower density
might exhibit greater variability because its frag-
ments are relatively short and discontinuous.
Redundancy (Bommasani and Cardie, 2020) is
used to evaluate whether sentences in a summary
are similar to each other.

Redundancy(S) = Rr(z,y)

3)
where M is sentence set of summary S, (a,b) is
a sentence pair. Rj is ROUGE-L F1-score. Re-
dundancy can be utilized to measure the degree to
which sentences in a summary repeat information
unnecessarily. In essence, a high-quality summary
ought to strive for maximum conciseness.

mean
(a,b)eM x M,a##b

C Human-written Summary Check
Guidelines

Two expert annotators score summaries indepen-
dently, they need to complete 100 subtasks, each of
which consists of the source document and human-
written summaries. We have developed a guideline
for annotators, see Fig 5.

D Experiment

D.1 Prompt Design

We incorporate the human writing preferences, an-
alyzed from real summaries, into the design of the
prompts and use GPT-4 to generate 10 synonymous
sentences as controls to eliminate the specificity of
the prompts. These prompts correspond to four
different writing preferences.

Length-limitation writing preference: Annota-
tors tend to use more concise summaries to effec-
tively convey the main information.

e Please generate a summary of 300-500 words
in length about this lecture note.

e Please write a 300-500 word summary of this
lecture note.

e Please generate a summary of 300 to 500
words based on this lecture note.
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Write a 300-500 word overview of this lecture
note.

Create a 300-500 word summary for this lec-
ture note.

Please summarize this lecture note in 300 to
500 words.

Generate a 300-500 word summary about this
lecture note.

Write a summary of this lecture note that is
300-500 words long.

Please provide a 300-500 word summary for
this lecture note.

Create a concise 300 to 500-word summary
based on this lecture note.

Summarize this lecture note in 300-500
words.

Sentence-balanced writing preference: Annota-
tors tend to use the combination of long and short
sentences.

Please generate a summary including both
long sentences and short sentences, the long
sentence is over 20 words.

Please create a summary that contains a mix
of long and short sentences, with the long
sentences exceeding 20 words.

Generate a summary using both short sen-
tences and long sentences, ensuring the long
ones are more than 20 words.

Kindly write a summary that includes both
brief and extended sentences, whereas the
longer ones have more than 20 words.

Create a summary that incorporates both short
and long sentences, with the longer sentences
being over 20 words.

Please write a summary that balances long and
short sentences, making sure the long ones are
at least 20 words.

Provide a summary that features a combina-
tion of short sentences and longer ones, with
the latter exceeding 20 words.

Generate a summary that mixes short and long
sentences, ensuring the long sentences are
more than 20 words in length.

Please draft a summary that includes both con-
cise sentences and extended ones, with the
longer sentences exceeding 20 words.

Create a summary using both long and short

sentences, ensuring the long sentences are
over 20 words long.

Please produce a summary that contains both
short and longer sentences, where the long
ones are more than 20 words.

Fine-grained writing preference: Third-person
expression is frequently paired with keywords and
bullet points in drafting complex summaries.
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Please generate a summary including more
detailed information, e.g., formulas, and us-
ing third person, Bullet Point, and Paragraph
Keyword.

Please create a summary that includes more
detailed information, e.g., formulas, using a
third-person perspective, bullet points, and
paragraph keywords.

Kindly generate a summary with additional
details, e.g., formulas presented in the third
person, and incorporate bullet points and key
paragraph terms.

Please draft a summary that provides more
in-depth information, e.g., formulas, using the
third person, and features bullet points along
with paragraph keywords.

Create a summary with more detailed con-
tent, e.g., formulas, written in the third person
and formatted with bullet points and essential
paragraph keywords.

Please write a summary including more com-
prehensive information, e.g., formulas, em-
ploying the third person, bullet points, and
keywords for each paragraph.

Generate a summary with greater detail, e.g.,
formulas, written in the third person and or-
ganized with bullet points and paragraph key-
words.

Kindly provide a summary that is more de-
tailed, e.g., formulas, written from a third-
person perspective and structured with bullet
points and keywords from each paragraph.

Please create a detailed summary, e.g., formu-
las, using the third person, and include bullet
points as well as keywords for each paragraph.

Draft a summary containing more detailed in-
formation, e.g., formulas, written in the third
person, and incorporate both bullet points and
paragraph keywords.

Generate a summary with increased detail,
e.g., formulas, using a third-person approach,
and include bullet points and keywords from
each paragraph.



General-oriented writing preference: When an-
notators use the first person to compose summaries,
the content depth is typically simple, and the sum-
mary format consists of paragraphs only.

e Please generate a summary including general
information and using first person, not Bullet
Point and Paragraph Keywords.

e Please write a summary that includes general
information in the first person without using
bullet points or paragraph keywords.

e Kindly create a summary with general infor-
mation, written in the first person, avoiding
bullet points and keywords from paragraphs.

e Generate a summary using a first person that
covers general information without incorpo-
rating bullet points or paragraph keywords.

e Please provide a summary with general de-
tails, written in the first person, and do not
include bullet points or paragraph keywords.

e Draft a summary with general information in
the first person, ensuring no bullet points or
keywords from paragraphs are used.

e Please write a first-person summary contain-
ing general information, but exclude bullet
points and paragraph keywords.

o Kindly generate a first-person summary with
general content, avoiding the use of bullet
points or keywords from paragraphs.

e Create a summary that includes general infor-
mation, written in the first person, and does
not use bullet points or paragraph keywords.

e Please produce a summary with general infor-
mation using the first person, and refrain from
adding bullet points or paragraph keywords.

e Write a summary in the first person that fo-
cuses on general information while not incor-
porating bullet points or paragraph keywords.

Mixed writing preference: We maximize the in-
tegration of four preferences and design mixed-
preference prompts for implementation.

e Please produce a detailed summary of the
given lecture notes, ensuring a length between
300 and 500 words. The summary should
utilize a blend of both long and short sen-
tences, with each long sentence exceeding 20
words. Incorporate comprehensive details, in-
cluding necessary formulas and technical as-
pects. Structure the content in a third-person
perspective, using bullet points to clearly out-
line key concepts. Additionally, introduce

6088

paragraph keywords at the beginning of each
section to clarify the main discussion points.

Generate a comprehensive summary of the
provided lecture note, ranging between 300
and 500 words. The summary must contain a
mix of concise and extended sentences, ensur-
ing that longer ones have more than 20 words.
It should include precise technical details, rel-
evant equations, and concepts while maintain-
ing a third-person narrative. Use bullet points
for clarity and organize each section with para-
graph keywords that indicate the core topics
covered.

Write a well-structured summary of the given
lecture note, keeping its length between 300
and 500 words. The summary should be com-
posed of both short and long sentences, with
the longer ones containing at least 20 words.
It must present in-depth information, includ-
ing formulas and technical content. The writ-
ing should maintain a third-person perspec-
tive, employing bullet points to emphasize key
points. Additionally, introduce each section
with a keyword that encapsulates its primary
focus.

Create a thorough summary of the lecture
notes provided, ensuring a word count be-
tween 300 and 500. The summary should
balance both short and extended sentences,
with each extended sentence exceeding 20
words. It must include technical specifics
such as equations and formulas. The content
should be written in the third-person point
of view and formatted with bullet points to
clearly highlight main concepts. Each section
should start with a keyword that defines the
main discussion area.

Summarize the given lecture note in a struc-
tured manner, with a length between 300 and
500 words. Use a combination of both short
and long sentences, ensuring that longer ones
contain more than 20 words. Incorporate de-
tailed information, including essential tech-
nical concepts and formulas. The summary
should follow a third-person narrative and be
formatted using bullet points for clarity. In-
clude a keyword at the beginning of each sec-
tion to indicate its central theme.

Generate a detailed summary of the given lec-

ture notes, ensuring the length is between 300
and 500 words. The summary should main-



tain a mix of short and long sentences, with all
long sentences containing more than 20 words.
It should be written in the first-person perspec-
tive and include both general information and
any essential formulas or technical aspects.
The text should be continuous prose without
using bullet points or paragraph indicators.

e Write a thorough summary of the provided
lecture material, keeping it within 300 to
500 words. The summary must have a bal-
anced combination of short and long sen-
tences, where every long sentence exceeds
20 words. It should incorporate general con-
cepts as well as any relevant mathematical ex-
pressions or technical explanations, all while
maintaining a first-person narrative. The struc-
ture should flow naturally without the use of
bullets or explicit paragraph markers.

Create a comprehensive summary of the lec-
ture notes, ensuring it falls within the 300 to
500-word range. The writing should feature
both concise and extended sentences, with the
latter always exceeding 20 words. The sum-
mary should include overarching concepts and
specific technical details, such as formulas,
and should be presented in the first-person
voice. The text must be continuous, avoiding
the use of bullet points or paragraph indica-
tors.

Develop an in-depth summary of the given
lecture notes with a word count ranging be-
tween 300 and 500. The text should contain
a mixture of short and long sentences, with
long ones always exceeding 20 words. The
summary must provide both a general under-
standing of the topic and detailed technical
aspects, including relevant formulas, while be-
ing written in the first person. The writing
should be structured as seamless prose with-
out bullet points or paragraph demarcations.

Summarize the lecture notes in a detailed man-
ner within 300 to 500 words, ensuring a mix
of short and long sentences where the latter
contain over 20 words. The summary should
present both broad ideas and necessary tech-
nical details, such as formulas, all while main-
taining a first-person narrative. The prose
should be continuous, free from bullet points
and explicit paragraph markers.

D.2 Auto evaluation metrics

We utilized some automated evaluation metrics to
assess the summaries generated by the models.

Rouge We use Fl-score of ROUGE-1, ROUGE-
2 and ROUGE-L!3, taking into account the com-
pleteness, readability and order of summary.

BertScore (Zhang et al., 2020) computes a simi-
larity score for each token in the candidate sentence
with each token in the reference sentence. It corre-
lates better with human judgments.

SummaC (Summary Consistency; Laban et al.,
2022) is focused on evaluating factual consistency
in summarization. They use NLI to detect incon-
sistencies by splitting the document and summary
into sentences and computing the entailment prob-
abilities on all document/summary sentence pairs,
where the premise is a document sentence and the
hypothesis is a summary sentence. They aggregate
the NLI scores for all pairs by either taking the max-
imum score per summary sentence and averaging
(SCZS) or by training a convolutional neural net-
work to aggregate the scores (SCConv). We report
the SCConv score and use the publicly available
for implementation'?.

UniEval (Zhong et al., 2022) is a unified multi-
dimensional evaluator which re-frames NLG evalu-
ation as a Boolean Question Answering (QA) task
and by guiding the model with different questions
to evaluate from multiple dimensions. We report
the coherence score, fluency score, and relevance
score computed by UniEval'>.

E Related Work

Human-centered text summarization The
human-centered text summarization approach
emphasizes designing and developing summa-
rization models that align with the needs and
preferences of human users. It primarily involves
human-computer interaction for building the sum-
marization models and leverages large language
models (LLMs) as evaluators to assist in assessing
the quality metrics such as fluency and factual
consistency of the summaries (Cheng et al., 2022;
Sottana et al., 2023). Additionally, it is also applied
to the construction of text summarization datasets,
which involves two stages: data collection and
data annotation. Existing research predominantly

Bhttps://huggingface.co/docs/datasets/how_to_
metrics

14https://github.com/tingofurro/summac
Bhttps://github.com/maszhongming/UniEval
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focuses on the data annotation stage, accomplished
through human interaction (Gururangan et al.,
2018). In contrast, human-centered data collection
should prioritize simulating real-use scenarios so
that the data reflects actual human needs.

Large language model for text summarization
Most LLMs adopt an autoregressive structure simi-
lar to GPT, capable of automatic text summariza-
tion (ATS) (Houlsby et al., 2019). However, as
the model size increased, full parameter training
became costly. Research gradually shifted towards
more cost-effective and efficient methods, includ-
ing finetuning and prompt engineering. Prompt
engineering for LLMs involves exploring and for-
mulating strategies to maximize the use of spe-
cific functions inherent in large language models
(LLMs). This process requires optimizing the input
text string to more effectively leverage the LLM’s
intrinsic knowledge, thereby enhancing the inter-
pretation of the input text (Liu et al., 2023). This
significantly improves the quality of the generated
summaries. Prompt engineering is advantageous
because it does not require extensive training or
rely only on a small number of samples (Narayan
et al., 2021), thus reducing resource expenditure.
The implementation of prompt engineering is based
on methods such as template engineering, chain of
thought (CoT), and agent interaction. Template en-
gineering is another natural way to create prompts
by manually creating intuitive templates based on
human introspection (Zhao et al., 2023). Chain
of thought (Wei et al., 2024b) is a series of in-
termediate reasoning steps that can significantly
enhance the LLM’s ability to perform complex rea-
soning tasks. To address issues of factual hallu-
cinations and information redundancy in ATS, a
summarization chain of thought (SumCoT) (Wang
et al., 2023b) technique was proposed to guide
LLMs in gradually generating summaries, help-
ing them integrate finer-grained details from the
source document into the final summary. Agents
are artificial entities that perceive the environment,
make decisions, and take actions (Xi et al., 2023).
A three-agent generation pipeline, consisting of a
generator, a lecturer, and an editor, can enhance
the customization of LLM-generated summaries to
better meet user expectations.
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Human Written Summary Check Guidelines

This guideline is intended to give annotators a clear understanding of the task and
requirements before manual annotation.Be sure to read the following content

carefully.

This task is used to assess the quality of human-written summaries. You need to

complete 100 tasks, each of which will provide you with an original document and a

human-written summary. You need to score each summary based on four evaluation

dimensions, with a maximum score of 25 points for each dimension. The four
evaluation dimensions are:

» Coherence: The overall quality of all sentences. "The summary should be
well-structured and well-organized. It should not just be a collection of related
information, but should build coherent information about a topic from one
sentence to the next."

» Consistency: The factual consistency between the summary and its source. A
factually consistent summary only contains statements that are present in the
source document.

» Fluency: The quality of individual sentences. The sentences in the summary
"should not have formatting issues, capitalization errors, or obviously
ungrammatical sentences (e.g., fragments, missing parts), which would make the
text difficult to read."

» Relevance: The selection of important content from the source. The summary
should only include important information from the source document. Annotators
were instructed to penalize summaries containing redundant and superfluous

information.

Please fill in the scores for each dimension in the table below and calculate the total

Scorc€.

Task Number | Coherence | Consistency | Fluency | Relevance | Total Score

Annotation results are only used for this study. All the information will be
anonymized and your personal preferences will not be disclosed.You do not have to

bear any responsibility for the risk caused by your annotation results.

Figure 5: This is a human-written summary check guideline for annotators.
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