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Abstract

Large language models (LLMs) can solve com-
plex multi-step math reasoning problems, but
little is known about how these computations
are implemented internally. Many recent stud-
ies have investigated the mechanisms of LLMs
on simple arithmetic tasks (e.g., 𝑎 + 𝑏, 𝑎 × 𝑏),
but how LLMs solve mixed arithmetic tasks
still remains unexplored. This gap highlights
the limitation of these findings in reflecting real-
world scenarios. In this work, we take a step
further to explore how LLMs compute mixed
arithmetic expressions. We find that LLMs fol-
low a similar workflow to mixed arithmetic cal-
culations: first parsing the complete expression,
then using attention heads to aggregate infor-
mation to the last token position for result gen-
eration, without step-by-step reasoning at the
token dimension. However, for some specific
expressions, the model generates the final
result depends on the generation of interme-
diate results at the last token position, which
is similar to human thinking. Furthermore, we
propose a Causal Effect Driven Fine-tuning
method (CEDF) to adaptively enhance the iden-
tified key components used to execute mixed
arithmetic calculations to improve LLMs’ rea-
soning ability.

1 Introduction

In recent years, large language models (LLMs)
have demonstrated excellent performance in com-
plex reasoning tasks (Mondorf and Plank, 2024).
Through large-scale pre-training, in-context learn-
ing, and chain-of-thought(CoT) techniques, LLMs
can solve math problems at the high school level
and above (He et al., 2024). However, their com-
plex reasoning ability is relatively poor without
using CoT (Yu et al., 2024).

When solving arithmetic problems without CoT,
do LLMs output corresponding answers based on
memory directly, or do they perform operations
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equivalent to arithmetic rules internally (reason-
ing)? This reflects whether the models have truly
understood arithmetic problems, further determin-
ing the extent to which we can trust the outputs
of LLMs. In recent years, with the development
of interpretability techniques, the understanding
of how large models tackle simple text compre-
hension tasks and perform basic arithmetic calcu-
lations has been steadily increasing (Hanna et al.,
2023; Wang et al., 2023; Quirke and Barez, 2024;
Stolfo et al., 2023). However, how LLMs accom-
plish more complex mathematical reasoning tasks,
which are prevalent in real-world applications, still
remains mysterious.

In this work, we preliminarily explore mixed
arithmetic calculation, a complex multi-step mathe-
matical reasoning problem. People solve the values
of sub-expressions of mixed arithmetic expressions
step by step in the order of the Parenthesis, Expo-
nents, Multiplication, Addition, and Subtraction
(PEMDAS) rules, ultimately arriving at the cor-
rect answer. Do LLMs execute mixed arithmetic
calculations in the same rule?1

To figure out the answer to this question, we
conducted the following explorations: 1) Based
on causal effect attribution, we identify the key
components that the model uses to execute differ-
ent mixed arithmetic expressions. 2) Using Patch-
scopes (Ghandeharioun et al., 2024) and pattern
analysis, we explore the composition of key com-
ponents and the functional roles of each component.
Through knockout experiments, we verified these
perspectives.

Therefore, we confirmed that the model com-
pletes mixed arithmetic tasks as follows: as the
activation propagates forward, the model first un-
derstands task instruction, then comprehensively
parses the expression, and finally aggregates the

1This work does not involve discussions on exponentiation
operations.
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operand information to the last token for result gen-
eration. This forward answer generation process is
similar to simple arithmetic tasks without step-by-
step reasoning, according to the PEMDAS rule at
the token dimension. However, we find that LLMs
exhibit similarities to human thinking in other as-
pects (perspectives 1 & 2).

In summary, LLMs complete mixed arithmetic
tasks in a manner that is neither purely memory-
based nor purely reasoning-based, reflecting
both similarities and differences compared to
human thought processes.

Compared to previous work, we emphasize the
following new perspectives:

1. Unlike simple arithmetic operations, LLMs’
key heads exhibit significant functional differ-
entiation, and different types of mixed expres-
sions activate different attention heads.

2. For some specific expressions, the model gen-
erates the final result that depends on the gen-
eration of intermediate results, which can be
seen as a form of arithmetic "reasoning" dif-
ferent from human thinking.

3. We propose a Causal Effect Driven Fine-
tuning method (CEDF) to adaptively enhance
the identified key components used to execute
mixed arithmetic calculations, which achieves
significant improvements compared to full
fine-tuning and precise tuning.

2 Related Work

2.1 Mechanical Interpretability
Mechanistic interpretability is a subfield of AI inter-
pretability that focuses on attributing model behav-
iors to its components, thus reverse engineering the
network (Saphra and Wiegreffe, 2024). Research
efforts have focused on understanding internal fea-
tures (Elhage et al., 2022; Ju et al., 2024; Allen-Zhu
and Li, 2024), identifying key components or cir-
cuit within models (Chughtai et al., 2023; Nanda
et al., 2023; Hanna et al., 2023; Lieberum et al.,
2023; Wang et al., 2023). In understanding the
internal features field, Patchscopes (Ghandehari-
oun et al., 2024) and SelfIE (Chen et al., 2024)
maps a given representation to a sentence in natu-
ral language, having obvious advantages over other
methods (Pal et al., 2023). In the field of detec-
tion circuits, activation patching is a classic circuit
detection algorithm based on causal mediation anal-
ysis (Vig et al., 2020). The EAP-IG algorithm is

a linear approximation to the activation patching
algorithm combined with the integral gradient to
estimate the importance of each edge in the com-
putational subgraph (Hanna et al., 2024).

We use Patchscopes to understand the internal
features of LLMs in mixed arithmetic calculation
tasks and use EAP-IG to identify the key mod-
ules and pathway in the calculation process in this
work (Ghandeharioun et al., 2024; Hanna et al.,
2024).

2.2 Interpretability on Arithmetic Tasks
The earliest explorations focused on arithmetic
problems with two or three operands (Quirke and
Barez, 2024; Nanda et al., 2023). Stolfo’s work
showed that early MLP modules establish an un-
derstanding of the concepts of operands and opera-
tors, while middle-layer attention heads transport
information from operand and operator tokens to
the last token, with late MLPs that integrate all
the information completing the computational rea-
soning (Stolfo et al., 2023). Zhang’s work further
explored this process, finding that less than 5% of
attention heads in LLMs are related to arithmetic
operations, and these components play a critical
role in solving complex mathematical application
problems (Zhang et al., 2024). Nikankin carefully
investigated the functions of neurons in key MLP
layers, discovering that 1.5% of neurons in each
layer combine in a pattern-recognition manner to
form bags of heuristics approach that complete
arithmetic reasoning (Nikankin et al., 2024).

Our work extends them to the more complex
case of mixed arithmetic expressions, which re-
quire understanding the relationship between mul-
tiple operators and parentheses.

Contemporaneously, Mirzadeh and Deng ex-
plored the nature of large models’ arithmetic
reasoning behavior from alternative research
perspectives beyond mechanistic interpretabil-
ity (Mirzadeh et al., 2024; Deng et al., 2024). Their
conclusions emphasize different aspects and do not
conflict with the viewpoints presented in this paper.

3 Experimental Setup

3.1 Task Definition
We define the expression of mixed arithmetic rea-
soning tasks studied in this work. In this paper, for
simplicity and ease of analysis, mixed arithmetic
expressions are inductively defined as follows:

1. Every integer 𝑘 ∈ Z is an expression.

5743



2. If 𝐸1 and 𝐸2 are expressions, then so are: 𝐸1+
𝐸2, 𝐸1 − 𝐸2, 𝐸1 × 𝐸2, 𝐸1 ÷ 𝐸2.

3. Define an evaluation function 𝑣 : Expr → Z
with the following recursive rules:

𝑣(𝑘) = 𝑘 (1)

𝑣(𝐸 + 𝐹) = 𝑣(𝐸) + 𝑣(𝐹) (2)

𝑣(𝐸 − 𝐹) = 𝑣(𝐸) − 𝑣(𝐹) (3)

𝑣(𝐸 × 𝐹) = 𝑣(𝐸) × 𝑣(𝐹) (4)

𝑣(𝐸 ÷ 𝐹) = 𝑣(𝐸) ÷ 𝑣(𝐹) (5)

where Expr is the set of all mixed arithmetic
expressions, and 𝑘 is an integer.

Since division is not closed over the set of in-
tegers, we define the result of division operations
as integer division results, ignoring cases where
exact division is not possible. We define 𝑣(𝐸) and
𝑣(𝐹) as the Intermediate Result (IR) values for
expression E <op> F, where <op> ∈ {+,−,×,÷}.

We use {𝑋1, 𝑋2, 𝑋3 . . . } to denote the operands
appearing in the expression in left-to-right order.
The task of mixed arithmetic operations is defined
as constructing a model that, given an expression,
outputs the final result of the expression. We will
explain this process in the following sections. The
task template is shown in Appendix A.

3.2 Datasets
We construct a dataset with different recursive
rounds, and the dataset consisting of all 𝑖-round ex-
pressions is named as D𝑖 . The values of operands,
IRs, and Final Results (FR) are constrained to the
range of [0, 1000). Random sampling is employed,
and we ensure that each expression prototype in
the dataset is represented by 2000 samples.

3.3 Models
We investigated the following four representa-
tive models: Qwen2.5-14B-Instruct (Qwen Team,
2024), Llama3-8B-Instruct (Dubey et al., 2024),
Phi-4 (Abdin et al., 2024), and Gemma-2-9B-
IT (Team et al., 2024). All results presented in
the main text are based on experiments conducted
with the Qwen2.5-14B-Instruct model. Results for
the other models are provided in the Appendix C.3
& D.4.

4 Key Component Detection

4.1 Method
We use the EAP-IG algorithm (Hanna et al., 2024)
to estimate the causal effect of each edge in the
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Figure 1: The edges of different components in the
token-wise computational graph. In the figure, 𝑖 and 𝑣
represent two different layer indices satisfying 𝑖 < 𝑣,
while 𝑗 and 𝑢 represent arbitrary head indices in these
two different layers.

model’s computational graph, thereby we can know
WHAT key components of the model execute
mixed arithmetic calculations. More introduction
about EAP-IG is provided in Appendix B.1.

Unlike previous interpretability studies using
circuit detection algorithms (Hanna et al., 2023;
Goldowsky-Dill et al., 2023; Wang et al., 2023;
Merullo et al., 2024), we model Transformers-
based LLM as a token-wise computational graph,
allowing us to analyze the importance differences
of edges connecting different tokens directly.

We use 𝑎𝑙,𝑛𝑡 , 𝑚𝑙
𝑡 to refer to the 𝑛-th attention head

in the 𝑏-th layer at the 𝑡-th token position of the
model and the 𝑡-th token position MLP module in
the 𝑙-th layer of the model, respectively. We use
𝑒𝑛1→𝑛2
𝑡 ,𝑞𝑘𝑣 to refer to the edge from node 𝑛1 to node
𝑛2 in 𝑡-th token position, while 𝑞𝑘𝑣 used to refer to
the type (query, key, value) of the edge, which can
be 𝑞, 𝑘 , 𝑣 or does not exist.

The connections of these edges and nodes are
shown in Figure 1. Based on the EAP-IG algo-
rithm (Hanna et al., 2024), the causal effect 𝑠𝑛1→𝑛2

𝑡 ,𝑞𝑘𝑣

for each edge 𝑒𝑛1→𝑛2
𝑡 ,𝑞𝑘𝑣 can be obtained using the

following formula:

𝑠𝑛1→𝑛2
𝑡 ,𝑞𝑘𝑣 =

(𝑧𝑛1
𝑡 ,𝑞𝑘𝑣 − 𝑧𝑛1

𝑡 ,𝑞𝑘𝑣)
1
𝑚

𝑚∑︁
𝑘=1

𝜕L(𝑧 + 𝑘
𝑚 (𝑧 − 𝑧))

𝜕𝑧𝑛2
𝑡 ,𝑞𝑘𝑣

(6)

where 𝑧
𝑔
𝑡,𝑞𝑘𝑣 and 𝑧

𝑔
𝑡,𝑞𝑘𝑣 represent the activation val-
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Figure 2: The distribution of causal effects across all
MLPs (a) and all attention heads (b)2.

ues of edge 𝑒𝑛1→𝑛2
𝑡 ,𝑞𝑘𝑣 based on clean input is 𝑥 and

disturbed input 𝑥, respectively. L represents the
model’s loss function, and 𝑚 represents the num-
ber of hyperparameter integration steps of the algo-
rithm. 𝑧 and 𝑧 are the model’s all hidden represen-
tations when the input is 𝑥 and 𝑥, respectively.

4.2 Implementation Details

Following previous work (Hanna et al., 2023;
Goldowsky-Dill et al., 2023; Wang et al., 2023;
Merullo et al., 2024), we used the Kullback-Leibler
divergence between the probability distributions of
the output token of the patched run and the clean
run as the metric. We randomly changed the values
of operands or the types of operators in each clean
sample’s expression to construct perturbed samples
𝑥.

4.3 Main Results

Benefiting from more granular modeling of the
forward computation process, the top 1% of high
causal effect edges, when considered as a circuit,
can recover an average of 85% of the full model’s
performance. Therefore, we believe that we have
identified the key components of the model to com-
plete the mixed arithmetic calculation task. Table 3
presents the circuit performance of 1% of the edges
on different expressions.

Figure 2 illustrates the average distribution of
causal effects across all MLPs and attention heads
for all expressions in D2.

2The sign / in the first column in Figure 2& 5 means the
causal effect is so high that it exceeds the range of the color
bar.

4.4 Discussion

Key MLPs. From Figure 2, we observe that: 1)
At the operand positions, only the early 30 layers
have an impact on the output; for the last token,
only layers 31-37 have a positive causal effect,
while layers 41-44 have a negative causal effect.
This difference indicates that the first 30 layers and
the last 18 layers play different roles in complet-
ing mixed arithmetic calculations. We will further
explore this functional difference in the following
sections.

More discussions about the parentheses effect
are provided in Appendix C.

Key Attention heads. From Figure 2, we ob-
serve that: 1) Only a small portion of the heads
has a significant impact on output. This enables
further investigation into the patterns of these key
heads and analysis of their functionalities. 2) The
distribution of key heads is not concentrated, with
relatively more heads between layers 19 and 36,
and most high effect heads beyond layer 37 having
negative effects. We use a threshold of 1e-5 to clas-
sify high causal effect heads and further analyze
their functionalities in the following sections.

5 MLP Function Analysis

5.1 Method

Patchscopes parses the information in the activa-
tion by patching them to an "zero" expression, so
we can know HOW the model generates the inter-
mediate and final results(IRs&FRs). This workflow
is illustrated in Figure 3. The algorithm details are
provided in the Appendix B.2.

5.2 Implementation Details

We perform Patchscopes (Ghandeharioun et al.,
2024) on the residual flow at the operand positions
and the last token position to parse the information
of the operand values, IRs, and FRs "stored" in the
activation. We run Patchscopes on all expressions
in D2 to analyze the functions of the key MLPs in
the model.

5.3 Main Results

Main results are shown in Figure 4. All operands
are resolved from the operand positions, while the
IR and FR are resolved from the last token position.

We find that the resolution rate of the IR in dif-
ferent expressions has three different trends. There-
fore, we classify them into three groups according
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Figure 4: The resolution rates on type-1 expressions.

to the trends. More discussions about these three
expression types are provided in the Appendix D.
To prevent misclassification of expressions, we
use the light area to show the trend of the stan-
dard deviation of the resolution rate, indicating that
all expressions in this group change in the same
trend. The resolution rates on type-1 expressions
are shown in Figure 4.

5.4 Discussion

From Figure 4, we observe that:
1) From around layer 15, as the activation prop-

agates forward, the resolution rate of the operands
gradually decreases. This indicates that the infor-
mation of the operand values in the activation is
gradually transformed or transferred.

2) From around layer 30, the resolution rate
of the operands drops rapidly, which corresponds
to the key MLPs detection results, indicating that
the information of the operands is transferred out
of this position, and the subsequent activation no
longer contains information related to the operand.

3) From around layer 31, the resolution rate of
the IR and FR begins to rise. This corresponds
to the drop in the resolution rate of the operands
in observation 2. This indicates that the operand
information is transferred to this position and is
mapped to the IR or FR after the MLP layer, i.e.,
arithmetic reasoning is performed. This observa-
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Figure 5: The differences in causal effects between QK
and OV circuits.

tion is also consistent with the results of key MLP
detection. This indicates that the model doesn’t
step-by-step result value mapping at the token
dimension.

4) For type1 expressions, the drop in the res-
olution rate of the IR corresponds to the further
rise in the resolution rate of the FR, indicating that
the IR is further mapped to the FR in subsequent
MLPs. This demonstrates the model’s reliance
on IRs for arithmetic "reasoning" at the layer
level for specific expressions, resembling human
arithmetic reasoning. We will discuss the cases
of type2 and type3 further in the Appendix D.

6 Attention Head Function Analysis

6.1 Method

We conducted comparative studies and pattern anal-
ysis to reveal the functionalities of different types
of attention heads to understand HOW attention
heads assist MLPs in arithmetic calculation tasks.
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heads.

6.2 Implementation Details

Previous work on simple arithmetic operations
has found that key attention heads often transfer
operand information to the last token. As these
heads are directly related to the generation of re-
sults by the late MLPs, we refer to these heads as
late heads. Correspondingly, we refer to the key
heads identified in this work that do not transfer
information to the last token as early heads. This
classification helps to discuss the functionalities
of attention heads more clearly in the following
sections.

Based on the token-wise computational graph
and EAP-IG algorithm, we note that the relevant
edges of attention heads at certain token positions
have high causal effects, meaning that these heads
primarily function to transport information between
these positions. Therefore, we specifically distin-
guish early heads and late heads based on whether
the edge from the attention head to the last token
position MLP (the red edge in Figure 2) has the
highest causal effect of all output edges.

For different types of attention heads, we ana-
lyzed the intersection-over-union (IoU) of the sub-
sets activated by different expressions. Due to the
significant differences in the sets of attention heads
relied upon by different expressions, we provide
examples to illustrate the patterns of different types
of attention heads and discuss their functionalities
by category.

6.3 Result and Discussion

6.3.1 Comparing early and late heads.
By analyzing the causal effect differences between
< 𝑞, 𝑘 > and < 𝑣, 𝑜 >, we can assess the impor-
tance of the QK circuit and OV circuit (Elhage
et al., 2021) in the information transport function
of these heads. Here < 𝑜 > means the output of the
attention heads. The results are shown in Figure 5

& 6.

From Figure 5 & 6, we observe that:

1) For all attention heads, the causal effect of the
VO circuit is generally higher than that of the QK
circuit. This is expected because the VO circuit
directly determines the output of the attention head,
while the QK circuit only determines the attention
pattern.

2) Comparing the QK and VO circuits of dif-
ferent types of attention heads, we find that the
causal effect of the QK circuit of early heads is
much lower than that of late heads. This indicates
that the information transport of early heads can
be completed mainly by the OV circuit, while the
information transport of late heads mainly depends
on the full cooperation of the QK and VO circuits.

Why does this difference occur? We believe
this is related to the functionality of the attention
heads. Early heads transfer information within a
fixed input token sequence, so the transfer path is
relatively fixed, and the QK circuit plays a minor
role. In contrast, the functionality of late heads is
directly related to generating the next token, which
requires "querying" information from the context,
so the QK circuit plays a more critical role.

3) Early heads are distributed before layer 28,
while late heads are mainly distributed between lay-
ers 23 and 37. Early heads correspond to the region
where the MLP resolution rate decreases slowly,
while late heads are located before the region where
the IR and FR resolution rates rise rapidly. This
verifies the reliability of the MLP function analysis.

6.3.2 Comparing different expressions.

According to the types of operators involved, we
divide all expressions in D2 into 10 categories. We
use a threshold of 1e-5 to classify high causal ef-
fect heads. Figure 7 shows the IoU of the high
causal effect attention head sets for different types
of expressions.

From Figure 7, we observe that: In both early
and late heads, there are three high IoU regions,
namely the addition-subtraction related region,
the multiplication-related region, and the division-
related region. Expressions involving the same
operation type often have high IoU. This indicates
that the model activates different sets of attention
heads according to the operation type to complete
the information transport task.
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Figure 7: The IoU across all expressions of early (a) and late (b) heads causal effects.
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Figure 8: The patterns and causal effect differences across all expressions of three representative heads .

6.3.3 Pattern Analysis.

Based on the results of the comparative study, we
show the patterns of three representative attention
heads in Figure 8 to discuss their roles in mixed
arithmetic operations.

From Figure 8, we observe that:
1) Head 𝑎0,4 focuses on the keywords in the task

instructions, indicating that it plays a role in task
understanding. Moreover, it has high efficiency
on all expressions, indicating that it plays a role in
all different expression tasks. This is expected be-
cause its function is independent of the expression.

2) Head 𝑎16,17 is an early head related to mul-
tiplication. It builds attention between operators
and operands in multiplication expressions and has
high efficiency only in expressions involving multi-
plication and second-highest efficiency in expres-

sions involving division. This is consistent with the
results of the comparative study.

Moreover, its pattern indicates that the function
of early heads is to parse expressions. We be-
lieve this is the main reason for the slow decrease
in the resolution rate of the operand values in the
mid-term residual flow, i.e., early heads inject in-
formation from other token positions into the resid-
ual flow to establish a global understanding of the
operands.

3) Head 𝑎32,17 is a late head related to addition
and subtraction. It builds attention from the last
token to the operands in addition and subtraction
expressions. It has high efficiency in all expres-
sions involving addition and subtraction, while hav-
ing zero or even negative efficiency in expressions
involving multiplication and division.
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Settings 𝑣(𝑋1 − 𝑋2) 𝑣(𝑋3 − 𝑋4) FR
R L R L R L

W/o Knock 47% 32.1 36% 32.1 81% 35.7
m33,K16 35% 33.6 33% 33.4 27% 36.4
m33,K32 27%↓ 34.7 21%↓ 34.7 26%↓ 36.0
m36,K16 50% 32.4 44% 32.9 26% 35.7
m36,K32 47% 32.9 42%↑ 32.9 21%↓ 35.0

Table 1: The results of knockout late heads. R repre-
sents the average resolution rate, and L represents the
average first resolution position. K16 and K32 represent
knocking out the top 16 and 32 heads, respectively. m33
and m36 represent the 𝑚33

𝑙𝑎𝑠𝑡 -heads and 𝑚36
𝑙𝑎𝑠𝑡 -heads, re-

spectively.

This phenomenon is consistent with the results
of the comparative study. Its pattern proves that the
function of late heads is to transport operand
information to the last token to assist the MLP in
arithmetic reasoning.

7 Knockout and Enhancement

7.1 Knockout Key Heads

7.1.1 Method and Details
We selected a representative and complex expres-
sion (𝑋1 − 𝑋2) + (𝑋3 − 𝑋4) for the knockout exper-
iments. Details regarding the expression selection
are provided in the Appendix F.1.

As shown in Figure 3.b, we first obtain the activa-
tion values of the attention heads from a perturbed
run and patch the activation values to the corre-
sponding positions of the clean run as the knockout
run. Then we patch the residual activation values
of the knockout run to zero expression to detect the
IR and FR.

7.1.2 Knockout Early Heads
First, we conducted knockout experiments on early
heads to observe the changes in the resolution rate
of the operands after knockout. The results are
shown in Figure 9. Knocking out early heads gen-

erally leads to a decrease in the resolution rate of
the operand values in the residual flow. This is be-
cause, without the attention heads responsible for
task understanding in the early heads, the model
cannot correctly establish a proper understanding
of the operands. This indicates that the MLP’s
representation of the operands depends on the
collaboration of the early heads.

7.1.3 Knockout Late Heads
To demonstrate that the late MLP relies on IRs
for reasoning by knocking out late heads, we per-
formed a detailed classification of the late heads.

As shown in Table 1, first row, for this expres-
sion, the IRs are mainly parsed at 𝑚33

𝑙𝑎𝑠𝑡 , while
the FRs are primarily parsed at layer 36 and be-
yond. We refer to the late heads that are most
important for these two MLPs as 𝑚33

𝑙𝑎𝑠𝑡 -heads and
𝑚36

𝑙𝑎𝑠𝑡 -heads, respectively. More information about
𝑚33

𝑙𝑎𝑠𝑡 -heads and 𝑚36
𝑙𝑎𝑠𝑡 -heads is provided in the Ap-

pendix F.2.
By knocking out 𝑚33

𝑙𝑎𝑠𝑡 -heads and 𝑚36
𝑙𝑎𝑠𝑡 -heads

separately, we observed the impact of these heads
on the generation of IRs and FRs. The results are
shown in Table 1.

From Table 1, we observe that:
1) Knocking out 𝑚33

𝑙𝑎𝑠𝑡 -heads leads to a decrease
in the resolution rates of both the IRs and FRs, even
though these heads have a lower effect on 𝑚36

𝑙𝑎𝑠𝑡 .
This indicates that 𝑚36

𝑙𝑎𝑠𝑡 relies on the informa-
tion from 𝑚33

𝑙𝑎𝑠𝑡 to generate the FRs. This is also
validated by the effects between MLPs shown in
Appendix F.3.

2) Knocking out 𝑚36
𝑙𝑎𝑠𝑡 -heads reduces the reso-

lution rate of the final results without affecting the
resolution of the IRs from 𝑚33

𝑙𝑎𝑠𝑡 . This indicates that
𝑚33

𝑙𝑎𝑠𝑡 does not require these heads to generate IRs,
even if some heads of them are upstream of the
33rd layer MLP.

7.2 Adaptive Enhancement
7.2.1 Implementation Details
We design fine-tuning experiments to explore the
impact of the identified calculation pathway on the
model’s performance. Due to the limited diversity
of synthetic data, we used D2 and D3 as the train-
ing sets and D4−7 as the test sets. We evaluate the
robustness of the model’s abilities by testing the
model’s generalization ability on more challenging
data in a zero-shot setting.

We performed fine-tuning by setting the learn-
ing rate based on the causal effects obtained from
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Tuning Setting Test Acc (Zero-shot)
D4 D5 D6 D7

No Tunig 45% 29% 18% 15%
Full Tunig 77% 52% 30% 22%

Precise Tunig 82% 55% 32% 24%
CEDF 86% 64% 45% 33%

Table 2: Test accuracy of different tuning settings.

EAP-IG, called Causal Effect Driven Fine-tuning
method (CEDF). All results are obtained based on
small LLMs due to the limited diversity of synthetic
data. More details are provided in the Appendix G.

7.2.2 Results and Discussions
As shown in Table 2, CEDF significantly
outperforms full fine-tuning and precise fine-
tuning (Zhang et al., 2024), demonstrating the ef-
fectiveness of the identified key components.

The experimental results indicate that the key
components can more robustly enhance reasoning
ability, which shows that it is these components that
determine the model’s ability to perform arithmetic
reasoning robustly, rather than simply memorizing
expressions.

8 Conclusion

Do LLMs execute mixed arithmetic calculations in
the same rule as human? Our work thoroughly
investigates how LLMs complete mixed arithmetic
tasks to answer this question. On the one hand, the
model follows a workflow different from humans
to complete this task, namely task understanding,
operand representation, expression parsing, infor-
mation aggregation, and arithmetic "reasoning".
On the other hand, the model exhibits patterns sim-
ilar to human thinking in many details, such as
understanding the correlations between different
operator types and relying on intermediate results
to generate the final result at the last token. In
summary, our answer is that neither memory nor
reasoning accurately applies.

Our work provides new insights into under-
standing the mathematical reasoning capabilities
of LLMs and offers new inspirations for future re-
search, which will help improve the reliability of
LLMs.

Limitations

Due to methodological limitations, we did not ex-
plore the impact of CoT on the model, which is the
popular technology of current reasoning models.

This is beyond the scope of this paper, and we will
explore it in future work.

Due to computational resource limitations, our
experiments were only conducted on small models
with a parameter scale of around 10B. In future
work, we will conduct experiments on larger mod-
els.

The diversity of synthetic data is insufficient, and
our conclusions may not fully apply to mathemati-
cal reasoning problems with complex descriptions.
In future work, we will investigate complex mathe-
matical reasoning problems.

Due to limited resources and space, the proposed
CEDF method has not been validated on larger
LLMs.

Ethics and Risks

This paper mainly focuses on interpreting how the
LLM to complete the mixed arithmetic calculation
task without CoT. Our goal is to enhance model
arithmetic reasoning ability by understanding why
they perform such performance first, thereby ad-
vancing the development of more reliable and ro-
bust LLMs. Nonetheless, the findings in this paper
about LLM inner mechanisms may be misused
by malicious actors to attack or mislead LLMs.
Therefore, we stress the importance of increased
oversight by relevant authorities concerning the
applications of LLMs.
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Klimczak-Plucińska, Harleen Batra, Harsh Dhand,
Ivan Nardini, Jacinda Mein, Jack Zhou, James Svens-
son, Jeff Stanway, Jetha Chan, Jin Peng Zhou, Joana
Carrasqueira, Joana Iljazi, Jocelyn Becker, Joe Fer-
nandez, Joost van Amersfoort, Josh Gordon, Josh
Lipschultz, Josh Newlan, Ju yeong Ji, Kareem Mo-
hamed, Kartikeya Badola, Kat Black, Katie Mil-
lican, Keelin McDonell, Kelvin Nguyen, Kiranbir
Sodhia, Kish Greene, Lars Lowe Sjoesund, Lau-
ren Usui, Laurent Sifre, Lena Heuermann, Leti-
cia Lago, Lilly McNealus, Livio Baldini Soares,
Logan Kilpatrick, Lucas Dixon, Luciano Martins,
Machel Reid, Manvinder Singh, Mark Iverson, Mar-
tin Görner, Mat Velloso, Mateo Wirth, Matt Davi-
dow, Matt Miller, Matthew Rahtz, Matthew Watson,
Meg Risdal, Mehran Kazemi, Michael Moynihan,
Ming Zhang, Minsuk Kahng, Minwoo Park, Mofi
Rahman, Mohit Khatwani, Natalie Dao, Nenshad
Bardoliwalla, Nesh Devanathan, Neta Dumai, Nilay
Chauhan, Oscar Wahltinez, Pankil Botarda, Parker
Barnes, Paul Barham, Paul Michel, Pengchong
Jin, Petko Georgiev, Phil Culliton, Pradeep Kup-
pala, Ramona Comanescu, Ramona Merhej, Reena
Jana, Reza Ardeshir Rokni, Rishabh Agarwal, Ryan
Mullins, Samaneh Saadat, Sara Mc Carthy, Sarah
Cogan, Sarah Perrin, Sébastien M. R. Arnold, Se-
bastian Krause, Shengyang Dai, Shruti Garg, Shruti
Sheth, Sue Ronstrom, Susan Chan, Timothy Jor-
dan, Ting Yu, Tom Eccles, Tom Hennigan, Tomas

5753

https://aclanthology.org/2024.lrec-main.722
https://aclanthology.org/2024.lrec-main.722
https://doi.org/10.1177/0193841X8100500502
https://doi.org/10.1177/0193841X8100500502
https://doi.org/10.1177/0193841X8100500502
https://arxiv.org/abs/2307.09458
https://arxiv.org/abs/2307.09458
https://arxiv.org/abs/2307.09458
https://doi.org/10.48550/arXiv.2310.08744
https://doi.org/10.48550/arXiv.2310.08744
https://arxiv.org/abs/2410.05229
https://arxiv.org/abs/2410.05229
https://arxiv.org/abs/2404.01869
https://arxiv.org/abs/2404.01869
https://arxiv.org/abs/2404.01869
https://www.lesswrong.com/posts/AcKRB8wDpdaN6v6ru/interpreting-gpt-the-logit-lens?utm_campaign=post_share&utm_source=link
https://www.neelnanda.io/mechanistic-interpretability/attribution-patching
https://www.neelnanda.io/mechanistic-interpretability/attribution-patching
https://openreview.net/forum?id=9XFSbDPmdW
https://openreview.net/forum?id=9XFSbDPmdW
https://doi.org/10.48550/arXiv.2410.21272
https://doi.org/10.48550/arXiv.2410.21272
https://doi.org/10.48550/arXiv.2410.21272
https://doi.org/10.48550/arXiv.2310.13121
https://doi.org/10.48550/arXiv.2310.13121
https://qwenlm.github.io/blog/qwen2.5/
https://qwenlm.github.io/blog/qwen2.5/
https://doi.org/10.48550/arXiv.2410.09087
https://doi.org/10.48550/arXiv.2305.15054
https://doi.org/10.48550/arXiv.2305.15054
https://doi.org/10.48550/arXiv.2305.15054
https://proceedings.mlr.press/v70/sundararajan17a/sundararajan17a.pdf


Kocisky, Tulsee Doshi, Vihan Jain, Vikas Yadav,
Vilobh Meshram, Vishal Dharmadhikari, Warren
Barkley, Wei Wei, Wenming Ye, Woohyun Han,
Woosuk Kwon, Xiang Xu, Zhe Shen, Zhitao Gong,
Zichuan Wei, Victor Cotruta, Phoebe Kirk, Anand
Rao, Minh Giang, Ludovic Peran, Tris Warkentin,
Eli Collins, Joelle Barral, Zoubin Ghahramani, Raia
Hadsell, D. Sculley, Jeanine Banks, Anca Dragan,
Slav Petrov, Oriol Vinyals, Jeff Dean, Demis Hass-
abis, Koray Kavukcuoglu, Clement Farabet, Elena
Buchatskaya, Sebastian Borgeaud, Noah Fiedel, Ar-
mand Joulin, Kathleen Kenealy, Robert Dadashi,
and Alek Andreev. 2024. Gemma 2: Improving
open language models at a practical size. Preprint,
arXiv:2408.00118.

Jesse Vig, Sebastian Gehrmann, Yonatan Belinkov,
Sharon Qian, Daniel Nevo, Yaron Singer, and Stu-
art Shieber. 2020. Investigating gender bias in lan-
guage models using causal mediation analysis. In
Advances in Neural Information Processing Systems,
volume 33, pages 12388–12401. Curran Associates,
Inc.

Kevin Ro Wang, Alexandre Variengien, Arthur Conmy,
Buck Shlegeris, and Jacob Steinhardt. 2023. Inter-
pretability in the wild: a circuit for indirect object
identification in GPT-2 small. In The Eleventh Inter-
national Conference on Learning Representations.

Ping Yu, Jing Xu, Jason Weston, and Ilia Kulikov.
2024. Distilling system 2 into system 1. Preprint,
arXiv:2407.06023.

Wei Zhang, Chaoqun Wan, Yonggang Zhang, Yiu-ming
Cheung, Xinmei Tian, Xu Shen, and Jieping Ye.
2024. Interpreting and Improving Large Language
Models in Arithmetic Calculation. arXiv preprint.
ArXiv:2409.01659.

A Task Instruction

In this paper, the task instruction we used is shown
in Figure 10.

B Methods Details

B.1 EAP-IG

B.1.1 Transformer Circuits
Transformer Circuits is an interpretability frame-
work for analyzing the internal mechanisms of
Transformer models (Elhage et al., 2021). It con-
ceptualizes the model as a circuit composed of in-
terconnected computational components, where in-
formation flows along specific pathways to perform
tasks. This framework, developed by researchers at
Anthropic, views a Transformer as a directed graph
where attention heads and MLP layers form nodes,
with their connections constituting edges through
which information flows.

Default Mixed Expression Form
System: Please answer the result value 
directly, don't output any other word.
User:  (523 - 054) + 172 =  
Assistant: 641

Question Form 
System: Please answer the result value 
directly, don't output any other word.
User:  x =  (523 - 054) + 172, what is the 
value of x?
Assistant: 641

Systems of Equations Form
System: Please answer the result value 
directly, don't output any other word.
User:   It is known that x, y satisfy the 
following equations: x = 523 - 054, y = 
172 + x. What is the value of y?
Assistant: 641

Complex Context Form
System: Please answer the result value 
directly, don't output any other word.
User:   The initial price of WMT stock is 
$523. In the first day, the stock price 
decreased by $054. In the second day, the 
stock price increased to 002 times its 
original value. What is the final price of 
the WMT stock?
Assistant: $938

Figure 10: The task instruction used in this paper.

The core components in this framework include:
(1) attention heads decomposed into Query-Key
(QK) circuits that determine where information
flows, and Value-Output (VO) circuits that deter-
mine what information is passed; (2) MLP lay-
ers that transform information within the residual
stream; and (3) residual connections that maintain
information flow throughout the network.

A central insight of this approach is the compo-
sitionality of model behavior—complex behaviors
emerge from interactions between simpler compo-
nents. For instance, in arithmetic tasks, certain
attention heads may specialize in passing operand
information, while others focus on parsing opera-
tors, with late-layer MLPs ultimately performing
computations (Zhang et al., 2024).

Circuit analysis enables identifying critical path-
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ways responsible for specific model capabilities, re-
vealing which components contribute significantly
to particular outputs. This understanding facilitates
both interpretability and targeted interventions like
the ones employed in our study to analyze the inter-
nal mechanisms used by LLMs to perform mixed
arithmetic operations.

B.1.2 Causal Mediation Analysis
Causal Mediation Analysis is a statistical approach
for investigating how an independent variable
affects an outcome variable through intermedi-
ate variables (mediators) (Judd and Kenny, 1981;
Baron and Kenny, 1986; Pearl, 2009). In the con-
text of neural networks, it involves interventions on
specific model components to observe how these
interventions affect the model’s outputs, thereby
establishing causal relationships between compo-
nents and outcomes. Causal mediation introduces
the concept of counterfactuals: "What would the
output be if a specific component behaved differ-
ently?", allowing researchers to isolate the func-
tional contribution of specific neural network com-
ponents.

B.1.3 Activation Patching
Activation patching is a key component identifica-
tion or circuit detection method based on causal me-
diation analysis. It achieves this by implementing
key patching operations to perform causal interven-
tions and assess the strength of the resulting causal
effects. Many studies identify circuits using activa-
tion patching (Vig et al., 2020; Geiger et al., 2021),
which replaces a (clean) edge activation with a cor-
rupted one during the model’s forward pass. If the
resulting change in the metric is greater than some
threshold 𝜏, the edge is added to the circuit.

B.1.4 Edge Attribution Patching (EAP)
(Nanda, 2023) automate and accelerate the causal
scores calculations by a first-order approximation.
Given an edge 𝑒 = (𝑢, 𝑣) with clean and cor-
rupted activations 𝑧𝑢 and 𝑧′𝑢, EAP approximates
the change in loss 𝐿 caused by corrupting 𝑒 as

(𝑧′𝑢 − 𝑧𝑢)⊤∇𝑣𝐿 (𝑠), (7)

𝐿 (𝑥) = −𝑀 (𝑥) (8)

where ∇𝑣𝐿 (𝑠) is the gradient of 𝐿 with respect
to the input of 𝑣. Note that EAP estimates the
change in loss 𝐿, which is always set to −𝑀 (𝑥).
The change in loss (Approximate causal effects) for
each edge can be computed with one forward pass

on corrupted inputs and one forward and backward
pass on clean inputs. Therefore, we can select
which edges fall in the circuit based on the change
in loss.

B.1.5 EAP with Integrated Gradients
(EAP-IG)

IG aims to solve a problem that affects both the
gradient × input method and EAP: zero gradients.
The authors of the work (Sundararajan et al., 2017)
note that if one of the model’s internal activations
has a zero gradient at 𝑠, that activation will not
contribute to the attribution, even if the activation
has a non-zero gradient at 𝑠′, and the difference
in activations is significant. IG resolves this issue
by cumulating the gradients along the straight-line
path from 𝑠′ to 𝑠. We use a more detailed variant
of EAP-IG, as shown in Equation 6.

B.2 Patchscopes
Patchscopes is a method that explains the model’s
hidden representations by patching. It consists of
the following steps.

1. Run the forward computation on the source
prompt in the source model (the green model
in Figure 3.a) and cache the source layer’s rep-
resentation. In Figure 3.a, the source prompt
is "3 + (6 − 2) =".

2. Run the forward computation on the target
prompt up to the target layer in the target
model (the yellow model in Figure 3.a). In
Figure 3.a, the target prompt is "0+ (0−0) =".

3. Patch the target representation of "=" at the
target layer, replacing it with the cached rep-
resentation (from step 2), and continue the
forward computation from that layer onward.

By observing the target model’s output after
patching, we can understand what information is
stored in the cached representation. In this work,
we determine whether the cached representation
stores operands, intermediate results, or final re-
sults by observing whether the expected result is
output by the target model.

C More Key Component Detection
Details

C.1 Circuit Performance
Table 3 shows the performance of the circuits de-
tected on different expression tasks. As can be
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Opteration
Types

KL Div Prob Diff
Full Top1% Full Top1%

++ 1.21 1.09 1.00 0.99
+− 1.16 1.05 0.99 0.98
−− 1.09 0.98 0.98 0.96
+× 1.01 0.86 0.92 0.89
−× 1.23 1.03 0.90 0.87
×× 1.23 1.04 0.99 0.98
÷× 1.23 1.04 0.95 0.92
+÷ 0.91 0.78 0.78 0.75
−÷ 0.95 0.82 0.82 0.79
÷÷ 1.09 0.93 0.91 0.88

Table 3: The circuit performance on different expres-
sions.

Figure 11: The distribution of causal effects across all
MLPs on (X1 <op> X2) <op> X3 and X1 <op> (X2
<op> X3).

seen, our method effectively detects key compo-
nents across various models.

C.2 Parenthesis Position Effect

By comparing the key component detection results
in Figure 11 of expressions with parentheses at dif-
ferent positions, we can see that the position of the
parentheses does not significantly affect the distri-
bution of key components. This indicates that the
model uses the same components to parse paren-
theses at different positions.

C.3 Other Models Results

We ran EAP-IG on Phi-4, Gemma-2-9B-IT, and
Llama-3.1-8B-Instruct and obtained similar results.
This indicates that our method is reliable.

Opteration
Types

KL Div Prob Diff
Full Top1% Full Top1%

Llama-3.1-8B-Instruct
+ 0.03 0.03 0.12 0.11
− 0.03 0.02 0.15 0.14
× 0.05 0.04 0.29 0.26
÷ 0.05 0.04 0.26 0.25

Phi-4
+ 0.24 0.20 0.50 0.44
− 0.14 0.12 0.37 0.33
× 0.18 0.15 0.47 0.44
÷ 0.09 0.07 0.26 0.25

Gemma-2-9B-IT
+ 0.23 0.22 0.65 0.64
− 0.21 0.20 0.62 0.62
× 0.21 0.20 0.64 0.63
÷ 0.19 0.18 0.53 0.52

Table 4: The circuit performance on different expres-
sions of three other models.

Circuit Performance Table 4 shows the perfor-
mance of the circuits detected on different models.
As can be seen, our method effectively detects key
components across various models. Probability
difference value is positively correlated with the
model’s predictive performance on the expression,
and the performance of the three models is signifi-
cantly different from that of Qwen2.5-14B. In the
following functional analysis, we will only focus
on Gemma-2-9B-IT.

Key Components Distributions Here we show
the distributions of key components for three mod-
els, as shown in Figure 14,13 and 12. We find that
the distributions of key components for different
models have similar characteristics, and the discus-
sions in the main text hold for these models.

D More Discussion about IR

D.1 Expressions Tpyes

According to the trend of IR, we divide the ex-
pressions into three types. The first type is that
the IR first rises and then falls; the second type is
that it only rises with the FR, and the third type is
that it remains almost unchanged. In the following
Figure 15, we show the other two different trends.

The specific expressions represented by each
type are as Table 5.
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Figure 12: The distribution of causal effects across all
MLPs (a) and all attention heads (b) of Llama-3.1-8B-
Instruct.

Figure 13: The distribution of causal effects across all
MLPs(a) and all attention heads(b) of phi-4.

Figure 14: The distribution of causal effects across all
MLPs (a) and all attention heads (b) of gemma-2-9B-IT.

a. Type 2

b. Type 3

Figure 15: The resolution rates on type-2 and type-3
expressions.

Expression Types
Type 1

(𝑎 + 𝑏) + 𝑐 𝑎 + (𝑏 + 𝑐) 𝑎 + (𝑏 − 𝑐)
(𝑎 − 𝑏) + 𝑐 𝑎 + (𝑏 × 𝑐) 𝑎 + (𝑏 ÷ 𝑐)
(𝑎 × 𝑏) + 𝑐 𝑎 − (𝑏 × 𝑐) 𝑎 ÷ (𝑏 + 𝑐)

Type 2
(𝑎 − 𝑏) − 𝑐 (𝑎 − 𝑏) × 𝑐 (𝑎 − 𝑏) ÷ 𝑐
(𝑎 × 𝑏) − 𝑐 (𝑎 × 𝑏) × 𝑐 (𝑎 × 𝑏) ÷ 𝑐
(𝑎 ÷ 𝑏) + 𝑐 (𝑎 ÷ 𝑏) × 𝑐 (𝑎 ÷ 𝑏) ÷ 𝑐
𝑎 × (𝑏 + 𝑐) 𝑎 × (𝑏 − 𝑐) 𝑎 × (𝑏 × 𝑐)
𝑎 × (𝑏 ÷ 𝑐) 𝑎 ÷ (𝑏 − 𝑐) 𝑎 ÷ (𝑏 × 𝑐)
𝑎 ÷ (𝑏 ÷ 𝑐)

Type 3
(𝑎 + 𝑏) ÷ 𝑐 (𝑎 + 𝑏) − 𝑐 (𝑎 ÷ 𝑏) − 𝑐
(𝑎 + 𝑏) × 𝑐 𝑎 − (𝑏 ÷ 𝑐) 𝑎 − (𝑏 + 𝑐)
𝑎 − (𝑏 − 𝑐)
Table 5: The expressions of different types.
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Figure 16: The resolution rates on type-1, type-2, and type-3 expressions across three different task forms.

D.2 Other Expression Forms

To ensure the robustness of our conclusions, we
verified the trend of IR changes on more task forms.
We found that the trend of IR changes is similar
across different task forms. Here, we present the IR
change trends for three different expression forms:
Question Form, Systems of Equations Form, and
Complex Context Form. The templates used are
shown in Figure 10, and the trends of IR changes
are shown in Figure 16.

As shown in Figure 16, compared to other forms,
the mean FR resolution rates on the Complex Con-
text Form for all types of expressions significantly
decrease, and the standard deviation increases no-
tably. Considering that this task requires a deeper
understanding of the context, it is expected that the
resolution rates are lower and more unstable for
such challenging tasks. More importantly, these
resolution rate trends across all task forms in Fig-
ure 16 are well-aligned with the conclusions we
obtained from the default mixed arithmetic expres-
sion task.

D.3 Validated by Other Detection Methods

To avoid the potential limitations of Patchscopes,
we used the Logit Lens (Geva et al., 2022; Nanda,
2022) to detect intermediate results. The results are
shown in Figure 17, which are consistent with those
obtained from Patchscopes, further demonstrating
the robustness of our conclusions.

Figure 17: The resolution rates on type-1, type-2, and
type-3 expressions using the Logit Lens.
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Figure 18: The resolution rates on all types of expres-
sions using Gemma-2-9B-IT.

D.4 Other Models Results

We analyzed Gemma-2-9B-IT using the same
method, and the results are shown in Figure 18.
The results show a similar trend to those of Qwen.
This indicates that our conclusions are reliable.

E More Pattern Analysis

Due to the diversity of the distribution of key atten-
tion heads on different expressions, we only show
more patterns using the expression (𝑋1 − 𝑋2) +
(𝑋3 − 𝑋4) as an example to provide more evidence
for the previous observations.

E.1 More Early Head Patterns

Figure 19 illustrates the attention patterns of several
typical early attention heads. We observe that these
attention heads are functionally specialized, and
their primary functions can be inferred from their
attention patterns.

Head 𝑎0,4 primarily transports information from
"operations" and "specified" to "in", indicating its
role in understanding the task instruction.

Head 𝑎14,2 transports information between
parentheses and operators, suggesting its role in
parsing the expression range corresponding to the

operator.
Head 𝑎16,19 transports information between dif-

ferent operands, indicating its role in understanding
the relationships between operands.

Head 𝑎19,19 transports operator information to
the second operand, suggesting its role in linking
the operator type to its second operand.

Head 𝑎19,35 transports information about the sec-
ond operand to the right parenthesis, aiding in the
comprehensive understanding of the subexpression.

E.2 More Late Head Patterns

Figure 20 illustrates the attention patterns of several
typical late attention heads.

Head 𝑎33,32 and 𝑎32,17 established an attention
relationship between the operands of X2, X4, and
the last token, indicating their important role in
transmitting operand information to the final token.
At the same time, the operands they transfer cor-
respond to the IR parsed by 𝑚33

𝑙𝑎𝑠𝑡 , reflecting the
further functional differentiation of later heads.

Head 𝑎36,39 and 𝑎35,11 established an attention
relationship between the operands of X1, X3, and
the last token, the operands they transfer corre-
spond to the FR parsed by 𝑚36

𝑙𝑎𝑠𝑡 .

F More Knockout Details

F.1 Expression Selection

To verify whether the conclusions obtained on D2
hold for more complex expressions, we selected a
more complex expression (𝑋1 − 𝑋2) + (𝑋3 − 𝑋4).
This expression includes both addition and subtrac-
tion operations and two parentheses, corresponding
to two IRs, which can more reliably verify whether
the model relies on IRs for arithmetic reasoning.
We do not involve multiplication and division oper-
ations because the model’s performance is limited
on expressions involving multiplication and divi-
sion in D3.

F.2 Key Late Heads Distributions

Figure 21 shows the most important attention heads
in the upstream nodes of the last token at the 33rd
and 36th MLP layers. The patterns of the two most
important attention heads in 𝑚33

𝑙𝑎𝑠𝑡 -heads, 𝑎33,32

and 𝑎32,17, are shown in Figure 20a and b, respec-
tively, and the patterns of the two most important
attention heads in 𝑚36

𝑙𝑎𝑠𝑡 -heads, 𝑎36,39 and 𝑎35,11,
are shown in Figure 20c and d, respectively.
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a. Head 𝑎0,4 attention pattern. b. Head 𝑎0,27 attention pattern.

c. Head 𝑎14,2 attention pattern. d. Head 𝑎16,19 attention pattern.

e. Head 𝑎19,19 attention pattern. f. Head 𝑎19,35 attention pattern.

Figure 19: Six typical attention patterns of early attention heads.
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a. Head 𝑎33,32 attention pattern. b. Head 𝑎32,17 attention pattern.

c. Head 𝑎36,39 attention pattern. d. Head 𝑎35,11 attention pattern.

Figure 20: Four typical attention patterns of late attention heads.

Attention heads → m33tlast

Attention heads → m36tlast

Figure 21: The distribution of key late heads related
𝑚33𝑡𝑙𝑎𝑠𝑡 and 𝑚36𝑡𝑙𝑎𝑠𝑡 on (𝑋1 − 𝑋2) + (𝑋3 − 𝑋4).

D2 D3 D4 D5 D6 D7
2530 8145 1600 3200 8600 12800

Table 6: The Statistics of D2−7. The sample numbers
of D2−3 are the training sets, while sample numbers of
D4−7 are the test sets.

F.3 Causal Effect between 𝑚33𝑡𝑙𝑎𝑠𝑡 and
𝑚36𝑡𝑙𝑎𝑠𝑡

Figure 22 shows the causal effect scores between
the last token of 𝑚33𝑡𝑙𝑎𝑠𝑡 and 𝑚36𝑡𝑙𝑎𝑠𝑡 . As can
be seen, 𝑚33𝑡𝑙𝑎𝑠𝑡 is the most important positive
input source node for 𝑚36𝑡𝑙𝑎𝑠𝑡 , which verifies the
dependence of 𝑚36𝑡𝑙𝑎𝑠𝑡 on 𝑚33𝑡𝑙𝑎𝑠𝑡 .

G Adaptive Enhancement Details

G.1 Dataset Details

Since large language models struggle to correctly
handle multi-digit numbers, in the enhancement

5761



Figure 22: The input nodes causal effects distribution
of 𝑚36𝑡𝑙𝑎𝑠𝑡 .

experiments, we limit the values of operands, in-
termediate results, and final results to [0, 10), al-
lowing the model to focus on enhancing arithmetic
reasoning performance rather than understanding
multi-digit numbers.

Due to the large number of expressions in D4−7,
we randomly selected 100 samples from each pro-
totype to construct the test set (see Table 6). The
random sampling was fixed for reproducibility, and
all tuning experiments used these samples.

We set the batch size to 40 and the number of
epochs to 10 in all experiments in this work. All
results are averaged over independent 3 runs.

G.2 Training Details

In the CEDF method, the learning rate for each
component (MLP or attention head) is calculated
according to the following formula:

𝑙𝑟𝑔 = 𝑙𝑟0 ×
𝑠𝑔 − 𝑠𝑚𝑖𝑛

𝑠𝑚𝑎𝑥 − 𝑠𝑚𝑖𝑛
(9)

where 𝑙𝑟𝑔 is the learning rate of component 𝑔, 𝑙𝑟0
is the global learning rate in full fine-tuning, 𝑠𝑔 is
the causal effect score of component 𝑔, and 𝑠𝑚𝑖𝑛

and 𝑠𝑚𝑎𝑥 are the minimum and maximum causal
effect scores in the computation graph.

G.3 Ablation Study

Our method adds no extra modules or hyperparam-
eters, relying only on the learning rate. We ablate

the backbone model scale and learning rate, with
results shown in Table 7. CEDF is insensitive to
both the learning rate and the backbone model.

When the learning rate is set to 1e-4, full fine-
tuning fails to converge. However, since many
components’ effective learning rates are lower than
𝑙𝑟0, CEDF still performs acceptably, demonstrating
its robustness to learning rate scaling.

G.4 Resource Requirements
All experiments were conducted on a NVIDIA
A800 GPU, with each experiment taking approxi-
mately 4 hours on average.
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Backbones Learning
Rate 𝑙𝑟0

Setting Test Acc (Zero-shot)
D4 D5 D6 D7

Backbones Sensitivity
Qwen2.5-0.5B 5e-5 Full SFT 76% 51% 31% 22%
Qwen2.5-0.5B 5e-5 CEDF 80% 56% 35% 26%
Qwen2.5-3B 5e-5 Full SFT 83% 56% 34% 25%
Qwen2.5-3B 5e-5 CEDF 87% 61% 37% 28%
llama3.2-1B 5e-5 Full SFT 71% 48% 29% 21%
llama3.2-1B 5e-5 CEDF 78% 56% 35% 26%
llama3.2-3B 5e-5 Full SFT 74% 54% 35% 26%
llama3.2-3B 5e-5 CEDF 93% 73% 44% 29%

Learning rates Sensitivity
Qwen2.5-1.5B 1e-5 Full SFT 73% 52% 33% 25%
Qwen2.5-1.5B 1e-5 CEDF 82% 58% 36% 26%
Qwen2.5-1.5B 5e-5 Full SFT 77% 52% 30% 22%
Qwen2.5-1.5B 5e-5 CEDF 86% 64% 45% 33%
Qwen2.5-1.5B 1e-4 Full SFT 12% 12% 12% 11%
Qwen2.5-1.5B 1e-4 CEDF 69% 47% 31% 24%

Table 7: The Results of Ablation Experiments.
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