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Abstract

Ensuring persona fidelity in large language
models (LLMs) is essential for maintaining
coherent and engaging human-AI interactions.
However, LLMs often exhibit Out-of-Character
(OOC) behavior, where generated responses
deviate from an assigned persona, leading to
inconsistencies that affect model reliability. Ex-
isting evaluation methods typically assign sin-
gle scores to entire responses, struggling to
capture subtle persona misalignment, partic-
ularly in long-form text generation. To ad-
dress this limitation, we propose an atomic-
level evaluation framework that quantifies per-
sona fidelity at a finer granularity. Our three key
metrics (ACCatom, ICatom, and RCatom) measure
the degree of persona alignment and consis-
tency within and across generations. Our ap-
proach enables a more precise and realistic as-
sessment of persona fidelity by identifying sub-
tle deviations that real users would encounter.
Through our experiments, we demonstrate that
our framework effectively detects persona in-
consistencies that prior methods overlook. By
analyzing persona fidelity across diverse tasks
and personality types, we reveal how task struc-
ture and persona desirability influence model
adaptability, highlighting challenges in main-
taining consistent persona expression.

1 Introduction

Assigning personas to large language models
(LLMs) is essential for realistic and engaging
human-AI interactions. The ability of LLMs to
generate long-form text enables them to engage
in complex interactions, such as dialogues (Zhang
et al., 2018; Lee et al., 2022), role-playing (Park
et al., 2023; Shao et al., 2023), narrative genera-
tion (Malik et al., 2024), and social simulation (Ar-
gyle et al., 2023; Ge et al., 2024; Hu and Collier,
2024). However, ensuring consistent persona ad-
herence in these complex interactions remains chal-

* Equally contributed.

Instruction

You are neither extrovert nor introvert.
Write an essay about today.

Responses

Gen A: Today was just another day. Had coffee in the
morning, finished some work, and took a short walk. Talked
to a few people, nothing too exciting. Spent the evening
reading and watching a show. Nothing special, nothing
bad—just steady, like most days. Maybe tomorrow will bring
something different.

Gen B: Today was amazing! Morning coffee with friends
was fun, but honestly, a bit draining. Brainstorming was
exciting—I love bouncing ideas around! Then suddenly, I
just wanted to be alone. Read a book, felt peaceful. Later,
friends called me out, and I went. . . but maybe I should’ve
stayed home instead.

Overall Assessment

Prev.: “Both Gen A and Gen B are on average.”
Ours: “Gen A is but Gen B is mixed of and .”

Persona : Introvert( )-Neutral( )-Extrovert( )

Table 1: Generation examples from GPT-4o assigned
“neither extrovert nor introvert ( )” persona. Previ-
ous evaluation treats both as equivalent, but ours distin-
guishes them, revealing Out-of-Character behavior.

lenging, as even subtle inconsistencies can affect
user perception and model reliability.

One key challenge is Out-of-Character (OOC)
behavior, where models deviate from their assigned
persona. In the real world or fictional contexts,
OOC behavior disrupts immersion, such as a well-
known character acting against their established
traits1. Similarly, LLMs can inconsistently express
personas, leading to confusion. Table 1 illustrates
this issue: while Gen A maintains a balanced per-
sona (a person who is neither extrovert nor intro-
vert), Gen B fluctuates between extroverted and
introverted tendencies, demonstrating persona mis-
alignment. Therefore, detecting such misalignment
and inconsistencies is essential for ensuring high
persona fidelity in LLMs.

1For example, in <Harry Potter>, Voldemort genuinely
apologizing to humanity, or Hermione Granger skipping a
class.
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Existing studies have focused on assessing per-
sona fidelity at the response level, assigning a sin-
gle score or representation to the entire generated
text (Wang et al., 2024; Wright et al., 2024). While
these approaches provide a general overview of
persona adherence, they often struggle to capture
the nuances of persona expression, especially in
long-form text. As shown in Table 1, different
generations may receive similar scores under previ-
ous evaluations despite varying degrees of persona
alignment and consistency, underscoring the need
for a more fine-grained evaluation approach.

To address this limitation, we propose an atomic-
level evaluation framework that quantifies persona
fidelity at a finer granularity. Unlike previous ap-
proaches, our framework identifies OOC behaviors
at the atomic level, providing a more precise mea-
sure of persona alignment. By analyzing small tex-
tual units, we offer deeper insights into how well
LLMs maintain their assigned personas throughout
a response.

We introduce three key metrics to assess multiple
aspects of persona fidelity. ACCatom measures per-
sona alignment, detecting off-character sentences
within a response. ICatom and RCatom assess intra-
and inter-generation consistency, capturing fluctua-
tions in persona expression. Our study focuses on
personality-based personas, examining how well
models maintain assigned personality traits in di-
verse open-ended generation tasks. Through ex-
periments, we demonstrate that our framework
identifies subtle persona misalignment better than
previous methods. By analyzing persona fidelity
across different tasks and persona types, we un-
derscore the behavior of persona-assigned models
under varying conditions.

Our contributions are as follows:
• This study is the first to explore subtle OOC be-

havior in persona-assigned LLMs during open-
ended text generation, where deviations from the
expected persona can undermine user trust and
model reliability.

• We propose a fine-grained evaluation frame-
work with three atomic-level metrics—ACCatom,
ICatom, and RCatom—to capture subtle persona
misalignment and enable a more precise mea-
surement of persona fidelity.

• Our experiments demonstrate the effectiveness
of our framework in assessing persona fidelity
across diverse conditions, emphasizing the chal-
lenges in maintaining persona fidelity in each of
these contexts.

2 Related Work

Persona-Assigned LLM The effects of persona
on LLMs have been studied in many tasks, such
as dialogue (Zhang et al., 2018; Wan et al., 2023),
reasoning (Kong et al., 2024; Gupta et al., 2024;
Salewski et al., 2024), and LLM safety tasks (Desh-
pande et al., 2023; Ko et al., 2024). For subjec-
tive tasks, the persona-assigned LLMs have been
analyzed to identify their opinions on personal-
ity (Safdari et al., 2023; Jiang et al., 2024a), social
value (Miotto et al., 2022; Durmus et al., 2023),
political orientation (Feng et al., 2023; Liu et al.,
2024), and moral decision-making (Benkler et al.,
2023; Rao et al., 2023; Scherrer et al., 2024), as
well as to investigate which groups these opinions
aligned with (Santurkar et al., 2023; Hwang et al.,
2023; Sun et al., 2023). Persona alignment in sub-
jective tasks is crucial for pluralism, enabling mod-
els to represent and speak for diverse individuals
fairly and inclusively (Sorensen et al., 2024).

Persona Fidelity Evaluation The desire to en-
sure that models assigned a persona accurately re-
produce and simulate the given persona has driven
research into persona fidelity measurement (Ar-
gyle et al., 2023). While early evaluations fo-
cused on whether the average measured personality
traits aligned with the given persona (Jiang et al.,
2024a), more recent work has expanded to assess
the consistency of measured personality across var-
ious settings (Shu et al., 2024; Wang et al., 2024).
Previous research has often identified inconsisten-
cies in large language models (LLMs) when ex-
posed to spurious variations in prompt format (e.g.,
colons, sentence endings, order bias) (Shu et al.,
2024; Gupta et al., 2024; Huang et al., 2024) or
contentual variations based on paraphrasing (e.g.,
negation) (Dorner et al., 2023; Pellert et al., 2024).
However, these studies primarily relied on multiple-
choice questions or closed-ended questions (e.g.,
yes/no, rating scale responses). Given that response
tendencies can vary based on question format (West
et al., 2023; Röttger et al., 2024; Liu et al., 2024;
Wright et al., 2024), it is uncertain whether find-
ings from multiple-choice question or short-form
evaluation generalize to generation tasks. For this
reason, we evaluate persona fidelity in a generation
setting.

Persona Fidelity Evaluation in Open-Ended
Generation Tasks Existing research on persona
fidelity has primarily focused on closed-form
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ACC Does the essay overall align with the persona?

RC Does the model generate Consistent answers across 
Repeated generations?

ACCatom Does the essay align to the persona at an atomic level?

ICatom Does the model generate an Internally Consistent essay?

Write an essay about today

54

score

score

distribution

1  2  3  4  5

You have a extrovert personality

1    2    3    4    5 1    2    3    4    5 1    2    3    4    5
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High RC

1    2    3    4    5

High IC
1    2    3    4    5

High IC
1    2    3    4    5

High IC

RCatom
Does the model reproduce a Consistent distribution 

across Repeated generations?

Figure 1: Overview of our evaluation method and proposed metrics. A previous method assigns a single score
to a long-form generation, collapsing multiple persona-related information within the generation. In contrast,
our approach evaluates atomic units, preserving each piece of information and allowing for a more fine-grained
assessment of persona fidelity.

generation tasks, employing diverse evaluation
methodologies. Approaches include human an-
notations (Jiang et al., 2024a), statistical analyses
of linguistic features (Safdari et al., 2023; Argyle
et al., 2023; Jiang et al., 2024b), and model-based
scoring techniques that feed generated responses
back into language models to extract characteristic
assessments (Liu et al., 2024; Wang et al., 2024;
Jiang et al., 2024b). However, these methods typi-
cally reduce a complex generation to a single score,
neglecting the nuanced challenges and subtle OOC
problems of a long-form, open-ended generation.
This limitation makes it challenging to identify
the difficulties transformer-based language mod-
els face in maintaining coherence in extended out-
puts (Sun et al., 2021; Deng et al., 2022; Krishna
et al., 2022). Our work addresses this limitation by
introducing a novel approach that evaluates internal
consistency through atomic facts.

3 Atomic-Level Evaluation for Persona
Fidelity

We propose a new evaluation framework that mea-
sures persona fidelity at the atomic level, capturing
the multifaceted nature of persona expression in
long-form generations. These generations com-
prise multiple sentences and expressions, each con-
tributing to the overall persona perception. Analyz-
ing persona alignment within smaller textual units
allows us to detect nuanced variations and incon-
sistencies often overlooked by previous methods.

To evaluate atomic-level persona fidelity in mod-
els’ responses, we introduce the three metrics—
ACCatom, ICatom, and RCatom—that provide a com-

prehensive understanding of a model’s ability to
embody and maintain assigned personas. Moti-
vated by FActScore (Min et al., 2023), we evaluate
persona fidelity by aggregating the characteristic
scores of atomic units. In prior studies (Nenkova
and Passonneau, 2004; Shapira et al., 2019; Zhang
and Bansal, 2021; Liu et al., 2023), atomic units
are defined as the smallest units of statements
that contain information. In our study, we define
atomic units as the smallest textual segments that
convey persona-relevant characteristics. Thus, a
generated response G is divided into atomic units
{a1, ..., an}, where each unit ai is assigned a char-
acteristic score si that represents the level of a spe-
cific personality trait or value dimension2. These
scores are determined either using a scoring model
or predefined criteria.

Atomic-level Accuracy (ACCatom) measures
the degree to which individual atomic units align
with an assigned persona. Unlike previous persona
evaluation methods that assess fidelity at the re-
sponse level, ACCatom evaluates persona alignment
at a finer granularity. The ACCatom score for a re-
sponse G is then computed as the mean accuracy
score across all atomic units—specifically, whether
the assigned characteristic scores match the target
score:

ACCatom =
1

n

n∑

i=1

I(si = starget)

2For example, in the agreeableness personality dimension,
ai receives the maximum score for si when it expresses highly
agreeable content; conversely, it receives a low score when it
conveys disagreeable or unfriendly content.
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, where n is the number of atomic units in the
response, and I(·) is the indicator function which
returns 1 if si matches the target score starget, and
0 otherwise.

Atomic-level Internal Consistency (ICatom)
evaluates the consistency of persona expression
within a single generated response. With the shift
from multiple-choice and single-score assessments
to open-ended generation, internal consistency be-
comes a crucial evaluation aspect, as it reflects
coherence and stability in longer responses. For
each generated response G, we represent its atomic
characteristic scores as a frequency distribution D,
where each bin corresponds to a characteristic score
and its frequency represents the number of atomic
units assigned that score. ICatom is computed as the
inverse of the normalized standard deviation of the
characteristic score distribution D:

ICatom = 1− STD(D)× 2

max−min

, where STD(D) is the standard deviation of the
characteristic scores within G, and max and min
represent the maximum and minimum characteris-
tic scores. For interpretability, we normalize the
standard deviation to a [0,1] range and apply an
inverse transformation so that higher ICatom scores
indicate greater internal consistency, while lower
scores suggest misalignment or fluctuation in per-
sona fidelity within a single response.

Atomic-level Retest Consistency (RCatom) as-
sesses the reproducibility of persona alignment
across repeated generations for the same input.
Analogous to test-retest reliability in psychomet-
rics (Guttman, 1945), RC measures whether a
model consistently generates persona-aligned re-
sponses when prompted multiple times under iden-
tical conditions. Unlike prior studies that measure
RC with the variance of scores at the response
level (Huang et al., 2024; Wang et al., 2024), we
adopt the Earth Mover’s Distance (EMD) (Rub-
ner et al., 1998) to measure distributional differ-
ences between repeated generations. The EMD
quantifies the minimum cost required to transform
one score distribution into another, offering a more
comprehensive evaluation of consistency at the dis-
tribution level. Given multiple generations for the
same prompt, we compute the EMD between every
unique pair of distributions (Di, Dj), ensuring that
each pair satisfies i ̸= j and is counted only once
(i.e., i < j). The final RCatom score is obtained by

averaging the EMD scores across all unique pairs
and applying a normalization function to ensure
values remain within a standardized range:

RCatom = normalize


 1

|P |
∑

(i,j)∈P
EMD(Di, Dj)




, where P is the set of all unique pairs of genera-
tions for a given prompt, and normalize(x) is de-
fined as: normalize(x) =

(
1− x

max−min

)
×2−1

. This normalization function scales the EMD val-
ues to a [-1,1] range, where a higher RCatom score
indicates greater distributional consistency in per-
sona fidelity across repeated generations, while a
lower score reflects more variability.

4 Experimental Setup

4.1 Tasks
Personality Domain Personality is a fundamen-
tal characteristic that defines individual differ-
ences. It serves as a key domain to assess
whether LLMs can effectively and faithfully align
their responses with the fundamental character-
istics of human personality in role-playing and
persona alignment research (Safdari et al., 2023;
Huang et al., 2024; Jiang et al., 2024b). In
this study, we focus on personality personas, se-
lecting them as our primary domain among var-
ious possible persona types. To examine this,
we adopt the Big 5 Personality Traits (Gold-
berg, 1992), which defines personality along five
dimensions (OCEAN): Openness to experience,
Conscientiousness, Extraversion, Agreeableness,
and Emotional Stability (Neuroticism).

Generation Tasks We evaluate persona fidelity
across three open-ended generation tasks, specif-
ically designed to assess whether LLMs generate
responses aligned with their assigned personality
personas. 1) Interview with Questionnaires The
most widely used method for evaluating LLMs’ per-
sonality fidelity is self-report questionnaires. Fol-
lowing previous studies (Trull et al., 1998; Wang
et al., 2024), we convert multiple-choice question-
naire items into open-ended interview-style ques-
tions (e.g., transforming “I have a rich vocabulary.
(A) Very inaccurate (. . .) (E) Very accurate.” into
“Do you have a rich vocabulary?”). We employ
IPIP-BFFM (Goldberg, 1992), which consists of 10
questions per personality dimension. Each model
is assigned questions corresponding only to the per-
sonality dimension of its assigned persona (e.g.,
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High Neutral Low

O open neither open nor close-minded close-minded
C conscientious neither conscientious nor careless careless
E extroverted neither extroverted nor introverted introverted
A agreeable neither agreeable nor disagreeable disagreeable
N emotionally stable neither emotionally stable nor neurotic neurotic

Table 2: Personality traits used for our persona entities.

a model assigned the Openness persona responds
solely to the questions of the Openness dimension).
2) Essay The essay writing task (Kwantes et al.,
2016) is commonly used to assess personality traits
based on linguistic expression. In recent research,
Jiang et al. (2024a) demonstrated that personal-
ity personas influence LLMs’ essay writing. In
this task, LLMs are provided with a background
context (scenario) and generate an essay reflect-
ing their thoughts and perspectives. Similar to the
questionnaire task, models generate responses to
scenario prompts corresponding to their assigned
persona’s personality dimension. 3) Social Media
Post Park et al. (2015) demonstrated that person-
ality traits are reflected in social media language
through the automatic analysis of Facebook status
updates. Building on this, Safdari et al. (2023)
demonstrated that LLMs could incorporate person-
ality personas as controlled generation conditions
in social media post writing. We prompt models
to generate social media posts and assess whether
their persona alignment is maintained in free-form
content. Further details on task prompts are pro-
vided in Appendix A.1.

4.2 Details for Setup

Personas We define 15 personality personas,
each corresponding to a high, neutral, or low3 score
on one of the five personality dimensions (Table 2).
For instance, in the Extraversion dimension, the
high-level persona is labeled as “extroverted per-
son,” the neutral-level persona as “neither extro-
verted nor introverted person,” and the low-level
persona as “introverted person.” Due to the page
limit, we provide six persona-assignment instruc-
tions in Appendix A.2.

Models We evaluate persona fidelity across 12
widely used LLMs, categorized into base mod-
els and tuned models. For the base models, we
utilize Davinci-002 from OpenAI, LLaMA-3-8B
from Meta, and Mistral-7B-v0.3 from Mistral AI.

3Note that ‘high,’ ‘neutral,’ and ‘low’ do not imply positive
or negative traits, but rather indicate relative positions on the
personality trait scale.

For the tuned models, we use four GPT mod-
els (GPT-3.5-turbo (Ouyang et al., 2022), GPT-4-
turbo (Achiam et al., 2023), GPT-4o, and GPT-4o-
mini), two LLaMA models (LLaMA-3-8B-Instruct
and LLaMA-3-70B-Instruct (Dubey et al., 2024)),
one Mistral model (Mistral-7B-instruct-v0.3 (Jiang
et al., 2023)) and two Claude models (Claude-3-
haiku and Claude-3-sonnet). All models are evalu-
ated across 30 runs per task and persona. Further
details on prompt settings and hyperparameters for
each model are provided in Appendix A.3.

Scoring and Filtering We set a sentence as an
atomic unit, and divide a long generation into
atomic units using sent_tokenize function from
NLTK. To automatically convert an atomic unit
into a characteristic score (Wang et al., 2024), we
utilize GPT-4o as the scoring model. Each atomic
sentence in a generated response is assigned a per-
sonality score within the range [1,5], where 5 repre-
sents a high level of the corresponding personality
trait4. Our experimental results report persona fi-
delity only for valid sentences after filtering invalid
sentences where personality scores could not be
assigned (e.g., “What a whirlwind few weeks it’s
been!”). See Appendix A.4 for more details.

Metrics In our experiment, we compare three
proposed metrics to two previous metrics. As
described in Section 3, our metrics—ACCatom,
RCatom, and ICatom—capture atomic-level persona
alignment and multi-dimensional consistencies.
For comparison, we evaluate two previously es-
tablished metrics, ACC and RC5, which are com-
puted based on overall response-level scores. The
ACC score for a response G is computed as fol-
lows: ACC = I(s = starget) , where s means a
single overall characteristic score. RC is calculated
as the standard deviation of overall scores, pro-
viding insight into reproducibility across repeated
generation: RC = 1 − 2×STD({sG1

,...,sGn})
max−min . For

ACCatom and ACC, we divide the [1,5] score range
into three equal sections: high, neutral, and low6.
A response is considered persona-aligned if the as-
signed persona level matches the range in which its
characteristic score falls.

4e.g., In the Openness dimension: “1: Very close-minded –
5: Very open-minded”.

5ACC and RC correspond to ACCDim and StdScore metrics
of Wang et al. (2024), respectively.

6The target score ranges (starget) are [1, 2.33) for low-
level personas, [2.33,3.67) for neutral-level personas, and
[3.67, 5] for high-level personas.
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O C E A N

Kendall’s τ 0.69∗∗∗ 0.76∗∗∗ 0.67∗∗∗ 0.72∗∗∗ 0.69∗∗∗

Fleiss’ κ 0.90 0.96 0.80 0.84 0.74
***: p < .001

Table 3: Results of the human evaluation for LLM-
based scoring across the five personality dimensions.
Kendall’s τ indicates the rank correlation between GPT-
4o scores and human judgments; Fleiss’ κ reflects inter-
annotator agreement.

Ours
ACCatom RCatom ICatom

Prev. ACC 0.91 0.51 0.40
RC 0.48 0.98 0.37

Table 4: Pearson correlation coefficient (r) between pre-
vious metrics (Prev.) and atomic-level metrics (Ours).

4.3 Human Validation

To validate the reliability of our LLM-based scor-
ing, we conduct a human evaluation for each of the
five personality traits, using 50 sentence pairs per
trait (250 pairs in total). Each pair includes two
atomic sentences with differing LLM-based scores,
and six annotators rank which sentence conveys
a higher level of the target personality trait. As
shown in Table 3, the results demonstrate strong
alignment between human judgments and model
scores, with Kendall’s τ (Kendall, 1938) ranging
from 0.67 to 0.76 (all p < .001), indicating high
correlation. Inter-annotator agreement was also
high, with Fleiss’ κ (Fleiss, 1971) values between
0.74 and 0.96, supporting the validity of our au-
tomatic scoring method. We provide details for
human evaluation in Appendix A.5.

5 Experimental Results

5.1 Comparison with Previous Metrics

Our metrics capture subtle misalignment and
inconsistency not previously covered. ACCatom
and RCatom exhibit high correlation with their coun-
terparts (r = [0.91, 0.98] in Table 4), indicating that
they measure similar underlying aspects. How-
ever, Figure 2 reveals key differences. Some mod-
els with low-level personas achieve high ACC but
low ACCatom, primarily due to persona-misaligned
sentences within generated texts. While these
texts may score correctly on average, they often
contain sentences contradicting the assigned per-
sona. Previous metrics, such as ACC, fail to detect
these “glitches”, leading to inflated scores. Con-

0.0 0.2 0.4 0.6 0.8 1.0
ACC

0.0

0.2

0.4

0.6

0.8

1.0

AC
C a

to
m

Persona level
High
Neutral
Low

Figure 2: The relationship between ACC and ACCatom
of all persona-assigned models. The shaded region high-
lights instances that do not follow the correlation.

versely, ACCatom identifies these deviations, offer-
ing a more granular assessment of persona fidelity
in long-form generations.

The necessity of ICatom as a distinct metric is
evident from their low correlations with previous
metrics (r = [0.40, 0.37]; refer to Table 4). It high-
lights the need for a multi-dimensional and com-
prehensive approach to persona evaluation, where
accuracy, consistency across responses, and inter-
nal coherence are assessed together.

Understanding through case study Our metrics
address limitations in previous evaluation meth-
ods by capturing deeper layers of persona fidelity
within generated texts. In the case of Table 1, the
previous method assesses that both generations are
accurate and aligned to the given persona and the
model successfully reproduces the generations of
the same personality traits. However, our evalu-
ation framework reveals distinct points: Gen B
exhibits low fidelity with ACCatom= 0 and ICatom=
0.06, whereas Gen A achieves full scores on both
metrics. Unlike previous evaluation, ACCatom cap-
tures the persona misalignment and ICatom identi-
fies fluctuating behavior and low internal coherence
in Gen B. Moreover, the model’s RCatom score be-
comes 0, highlighting its moderate ability to con-
sistently reproduce atomic-level persona fidelity.
This case study demonstrates that our metrics—
ACCatom, RCatom, and ICatom—enable a more gran-
ular evaluation, uncovering distinctions in persona
fidelity and internal consistency that traditional
metrics fail to capture.
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Tasks Interview with Questionnaires Essay Social Media Post

Dimension
Metrics MEAN ACCatom ICatom RCatom MEAN ACCatom ICatom RCatom MEAN ACCatom ICatom RCatom

Level [1,5] [0,1] [0,1] [-1,1] [1,5] [0,1] [0,1] [-1,1] [1,5] [0,1] [0,1] [-1,1]

O 4.60 0.94 0.82 0.87 4.66 0.99 0.76 0.93 4.71 0.98 0.76 0.92
C 4.83 0.98 0.89 0.92 4.93 0.99 0.91 0.95 4.64 0.98 0.76 0.90
E 4.90 0.99 0.91 0.94 4.03 0.87 0.69 0.82 3.88 0.79 0.74 0.90
A 4.89 0.97 0.92 0.92 4.52 0.86 0.68 0.83 4.94 0.99 0.90 0.97
N 4.97 1.00 0.97 0.98 4.39 0.96 0.71 0.83 4.95 1.00 0.91 0.97

High

Total 4.84 0.98 0.90 0.93 4.51 0.93 0.75 0.87 4.62 0.95 0.81 0.93

O 4.03 0.14 0.78 0.87 4.58 0.01 0.77 0.89 4.73 0.03 0.77 0.92
C 3.59 0.42 0.79 0.77 4.02 0.27 0.66 0.67 4.22 0.17 0.71 0.76
E 3.07 0.76 0.81 0.92 2.69 0.40 0.65 0.79 3.05 0.50 0.66 0.82
A 3.50 0.57 0.77 0.72 4.02 0.31 0.58 0.85 4.58 0.12 0.72 0.80
N 3.70 0.09 0.70 0.40 3.41 0.09 0.54 0.65 4.28 0.11 0.68 0.76

Neutral

Total 3.58 0.40 0.77 0.74 3.74 0.22 0.64 0.77 4.17 0.19 0.71 0.81

O 1.75 0.79 0.75 0.68 3.27 0.26 0.69 0.46 3.39 0.23 0.68 0.46
C 2.36 0.68 0.74 0.47 3.14 0.31 0.61 0.45 3.31 0.15 0.74 0.59
E 1.41 0.93 0.75 0.92 1.80 0.87 0.66 0.88 2.18 0.72 0.70 0.82
A 1.66 0.81 0.77 0.63 2.34 0.68 0.63 0.68 2.71 0.47 0.64 0.55
N 1.47 0.89 0.74 0.74 1.87 0.88 0.63 0.83 2.64 0.59 0.57 0.74

Pe
rs

on
as

Low

Total 1.73 0.82 0.75 0.69 2.48 0.60 0.64 0.66 2.85 0.43 0.67 0.63

Total 0.73 0.81 0.78 0.58 0.68 0.77 0.52 0.73 0.79
* starget: one of 3 parts into which the range of [1,5] is divided; [1: low-level persona . . . 3: neutral-level persona . . . 5: high-level persona]

Table 5: The detailed results of GPT-4o assigned 15 personas. The row of ‘High-Level–O-Dimension’ is the result
of GPT-4o assigned with a persona of open-minded person. MEAN indicates averaged characteristic scores, and
bold scores in MEAN mean those in ranges of persona-misaligned scores. For ACCatom, RCatom, and ICatom, we
represent high scores with the darker region.

5.2 Understanding Model’s Behavior with
Diverse Conditions

In this section, we use GPT-4o as a case study
(Table 5) to illustrate the utility of ACCatom and
RCatom. The following analysis demonstrates how
these metrics reveal detailed insights into model
performance across different tasks and personas.

Persona accuracy and consistency are high in
high-contextual, structured tasks. The results
highlight notable performance differences across
the Interview with questionnaires (Questionnaire),
Essay, and Social Media Post tasks. GPT-4o gen-
erally achieves better ACCatom and ICatom scores
in the Questionnaire task compared to the Essay
and Social Media Post tasks (ACCatom= [0.73, 0.58,
0.52], ICatom= [0.81, 0.68, 0.73], in the order of the
mentioned tasks). The Essay task provides scenar-
ios that are indirectly related to personality, and the
Social Media Post task offers possible topics for
generation. In contrast, the Questionnaire task pro-
vides structured questions that explicitly include
vocabulary and expressions directly linked to the as-
signed persona. Considering the differences across
tasks, the results suggest that persona alignment
improves when the model is exposed to contextual
cues relevant to the assigned persona.

However, RCatom scores display varied pat-
terns across different personas, and no clear task-
dependent trend is observed. While some personas
maintain consistent RCatom scores across tasks, oth-
ers show significant variability. For example, for
the Low E persona, the model achieves the highest
RCatom score in the Questionnaire task, while for
the High A, it performs best in the Social Media
Post task. On the other hand, Neutral O exhibited
consistent RCatom scores across all tasks.

Models demonstrate strong persona fidelity with
clearly defined and socially desirable personas.
GPT-4o demonstrates strong task-agnostic persona
fidelity for the high-level persona group, consis-
tently achieving the highest scores across all tasks.
For instance, the model achieves almost perfect
ACCatom scores and high ICatom and RCatom values
with High N (emotionally stable) persona. How-
ever, the model displays the weakest fidelity, par-
ticularly in ACCatom, for neutral-level personas. It
highlights challenges in maintaining alignment for
personas with less distinct or ambiguous character-
istics. For example, GPT-4o achieves low ACCatom
scores with Neutral O and Neutral N (0.14 and
0.09, respectively) in the Questionnaire task, with
similarly poor performance in Essay and Social
Media Post tasks.
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Questionnaire Essay Social Media Post
Models # (valid%) # (valid%) # (valid%)
Davinci-002 6.4 (52.7) 10.2 (35.0) 10.5 (38.4)
GPT-3.5-turbo 4.6 (98.1) 12.3 (86.6) 15.7 (90.8)
GPT-4o 5.5 (95.4) 14.8 (84.2) 23.7 (87.8)
Llama-3-8B 8.2 (60.8) 14.3 (50.1) 14.3 (55.0)
Llama-3-8B-Instruct 7.0 (95.2) 16.7 (67.7) 24.3 (80.6)
Mistral-7B 8.9 (58.2) 13.3 (51.4) 15.4 (55.2)
Mistral-7B-Instruct 5.8 (93.4) 12.4 (88.5) 21.8 (88.4)
Claude-3-haiku 6.6 (84.4) 17.2 (87.6) 19.9 (88.0)

Table 6: The average number of atomic sentences in one
generation (#). The numbers in parentheses indicate the
proportion of valid sentences among the atomic sentences
(%).

ACCatom ICatom RCatom
Models Inst-FT RLHF [0,1] [0,1] [-1,1]
Davinci-002 ✓ 0.39 0.64 0.56
GPT-3.5-turbo ✓ ✓ 0.60 0.75 0.79
GPT-4o ✓ ✓ 0.61 0.74 0.78
Llama-3-8B 0.41 0.60 0.64
Llama-3-8B-Instruct ✓ ✓ 0.65 0.70 0.82
Mistral-7B 0.41 0.59 0.67
Mistral-7B-Instruct ✓ 0.58 0.69 0.80
Claude-3-haiku ✓ ✓ 0.59 0.71 0.69

Table 7: The overall experimental results. Inst-FT
means an instruction-tuned model. For all metrics, the
bigger the score, the better the persona fidelity. The
scores for the best performances are shown in bold.

For the low-level personas, the model exhibits
moderate but unstable fidelity across tasks, sug-
gesting potential inconsistencies in persona align-
ment. For instance, while GPT-4o assigned Low A
persona maintains relatively high ACCatom scores
in the Questionnaire task (0.81), performance
dropped significantly in the Social Media Post
task (0.47). This performance variation of the
low-level personas indicates that they pose greater
challenges for the model in maintaining consistent
alignment across tasks. Notably, not only GPT-
4o but also most tuned models demonstrate low
persona fidelity for personas that are not socially
preferred, including Neutral O (neither open nor
close-minded), Neutral N (neither emotionally sta-
ble nor neurotic), Low O (close-minded), and Low
C (careless). Given that RLHF and other align-
ment techniques rely on human preferences, it is
plausible that responses reflecting helpfulness, hon-
esty, and harmlessness (Askell et al., 2021; Bai
et al., 2022) were consistently favored in the train-
ing data. Thus, this trend suggests that models
may have been implicitly guided toward socially
desirable traits during alignment training.

5.3 Model Comparison

We perform a comprehensive evaluation of the mod-
els and report the results in Table 7. The tuned mod-
els consistently outperform their base counterparts
in all atomic-level persona fidelity scores. This
result coincides with their lower valid generation
rates (Table 6), indicating their weaker ability to
follow instructions effectively.

GPT models and Claude show strong perfor-
mance in ICatom (0.71–0.75), reflecting their ability
to produce internally coherent generations. The
instruction-tuned LLaMA model achieves the high-
est ACCatom and RCatom scores, indicating their
precision in generating persona-aligned sentences

ACCatom ICatom RCatom

ACCatom 1 0.45 0.51
ICatom - 1 0.44
RCatom - - 1

Table 8: Pearson correlation coefficient (r) between
scores of the proposed metrics.

and maintaining a consistent distribution of atomic-
level personality scores across repeated genera-
tions. These observations emphasize the diver-
sity in model strengths, offering a broad range
of choices for specific applications. Our findings
highlight the importance of evaluation metrics in
assessing persona fidelity at diverse dimensions.

6 Analysis

Our proposed metrics capture distinct aspects
of persona fidelity. By conducting correlation
tests on our metric scores, we observe that the
accuracy-based metric (ACCatom) and consistency-
based metrics (ICatom and RCatom) exhibit mod-
erate correlations (r = [0.45, 0.51]; Table 8). It
emphasizes the importance of evaluating multiple
dimensions beyond accuracy, as high persona ac-
curacy does not necessarily imply strong internal
coherence or reproducibility.

Furthermore, it reveals that internal consistency
(ICatom) and retest consistency (RCatom) are not
strongly correlated (r = 0.44). This suggests that
maintaining a stable persona within a single re-
sponse does not guarantee consistency across re-
peated generations. A model may produce inter-
nally coherent outputs while shifting its charac-
teristics across different generations, reinforcing
the need to assess both intra-response (ICatom) and
inter-response (RCatom) consistency separately.

These findings reinforce the orthogonality of our
proposed metrics and the necessity of evaluating
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diverse dimensions of persona fidelity. By inte-
grating these metrics, our evaluation framework
provides a more comprehensive and multi-faceted
evaluation of persona fidelity, ensuring a deeper un-
derstanding of how well models maintain persona
alignment across atomic units.

The length of generations has a minimal impact
on persona fidelity. Previous studies have sug-
gested that as the length of generated text increases,
internal consistency issues arise, resulting in re-
duced coherence between the earlier and later parts
of the text (Sun et al., 2021; Deng et al., 2022;
Krishna et al., 2022). This issue makes it challeng-
ing for models to maintain persona fidelity over
extended generations. To investigate whether our
ICatom score is influenced by generation length, we
analyze its correlation with the number of gener-
ated atomic sentences. The results indicate that
ICatom scores have very low correlations with both
the number of generated sentences and the number
of valid sentences (r = [-0.31, -0.12]). Addition-
ally, generation length shows weak correlations
with ACCatom and RCatom (r = [0.20, -0.12]), indi-
cating that the fidelity of persona-assigned models
does not degrade as text length increases. In tasks
requiring 100-300 word-long responses, we do not
observe a strong tendency for longer generations
to result in a substantial decline in persona fidelity
or overall generation performance.

7 Conclusions

In this study, we highlight the challenge of sub-
tle Out-of-Character (OOC) behavior in persona-
assigned large language models (LLMs) during
open-ended text generation. To address this, we
introduce an atomic-level evaluation framework to
assess persona fidelity in LLMs. Our approach cap-
tures subtle inconsistencies at the sentence level
that previous response-level metrics overlook, of-
fering a finer-grained understanding of persona
alignment and enabling a more precise measure-
ment of persona fidelity. Through experiments, we
demonstrate that our framework effectively iden-
tifies Out-of-Character behaviors and provides a
deeper understanding of how well LLMs maintain
their assigned personas throughout the generated
text. Our approach successfully detects these mis-
alignments, highlighting challenges in maintaining
consistent persona expression across diverse con-
ditions. We hope that our framework serves as a
foundation for future work in diagnosing, bench-

marking, and ultimately improving persona consis-
tency in personalized language generation.

Ethical Considerations

LLMs, while demonstrating impressive capabili-
ties in generating human-like content, raise criti-
cal ethical considerations due to their potential for
misuse. While personified agents such as persona-
assigned models and role-playing agents can offer
more engaging daily interactions, this potential also
necessitates careful consideration of the risks to in-
dividuals, communities, and society. Researchers
and developers should be mindful of this potential
and strive to uphold AI ethics standards.

It is important to emphasize that this study
is primarily a scientific investigation into LLM
expressivity and human personality perception
through LLM-generated responses. While persona-
assigned model responses may be evaluated as
faithful, they can also be perceived as biased. Since
our study focuses on personality traits, it is not di-
rectly entangled with more sensitive biases, such as
those related to demographics or social characteris-
tics. However, in applications involving personas
tied to social identities, careful interpretation of
results is essential to avoid reinforcing unintended
biases. Beyond simply improving persona fidelity,
we advocate for the development of techniques
that can accurately identify and prevent harmful
user intentions that may endanger individuals or
communities. Ensuring responsible AI deployment
requires balancing faithful persona alignment with
safeguards against misuse, particularly in scenarios
where personas can influence user interactions in
unintended ways.

Limitations

In this section, we discuss the limitations of our
study and outline potential directions for future
research. First, our study focuses solely on the per-
sonality domain for both persona creation and eval-
uation. Personality was chosen as the primary do-
main due to its well-established trait structure and
its prominence in prior persona-related research,
which allowed for controlled and consistent anal-
ysis. However, our evaluation framework is inher-
ently domain-agnostic and can be applied to any
persona dimensions with quantifiable characteris-
tics. Future work could extend this framework to
other domains such as social values or political
leanings to gain a deeper understanding of persona
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LLMs.
Second, the reliance on LLMs for both scoring

and filtering introduces potential biases and inaccu-
racies. Results may vary depending on the specific
scoring LLM used, and any inherent biases or er-
rors in LLM could influence the final evaluations.
To address this concern, we conducted a human
evaluation comparing LLM-based scores with hu-
man judgments and observed strong alignment, sup-
porting the validity of our framework. Nonetheless,
future research could consider human-in-the-loop
setups or ensemble scoring methods that combine
multiple LLM evaluators to enhance robustness.

Third, while atomic-level analysis enables a fine-
grained evaluation, it may not fully capture the
full context of an entire response. Our metrics
are designed to complement, not replace, response-
level evaluation by revealing subtle inconsisten-
cies. In addition, since our experiments adopt
sentence-level segmentation as the atomic unit,
intra-sentence inconsistencies may remain unde-
tected. We emphasize that this segmentation level
is an experimental design choice, not a fixed con-
straint of the framework. Future work could ex-
plore alternative segmentation strategies—such as
phrase-level, information-level, or discourse-level
units—to more effectively capture nuanced incon-
sistencies.

Fourth, one potential concern is whether individ-
ual sentences sufficiently reflect persona character-
istics. Although not all sentences in real-world dia-
logue strongly reflect persona traits, our experimen-
tal design was intentionally constructed to elicit
persona-relevant generation through carefully de-
signed tasks, as described in Section 4.1. As shown
in Table 6, over 80% of sentences in our generation
contain identifiable personality signals, supporting
the appropriateness of sentence-level evaluation
within our setup.

Lastly, while our study does not propose direct
mitigation strategies, our evaluation framework of-
fers actionable insights that can inform future work
aimed at improving persona consistency in LLMs.
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A Appendix for Experimental Setup

The code and prompts used in our experiments are
publicly available on our GitHub repository9.

A.1 Tasks

Table 9: Instruction for the Interview with Questionnaire
task. Dim. represents the dimension of personality.

Task prompt (Wang et al., 2024)

Describe your personality under 100 words.
{question}
Response:

Dim. question (Trull et al., 1998)

Do you have a rich vocabulary?
Do you have difficulty understanding abstract ideas?
Do you have a vivid imagination?
Do you think you are not interested in abstract ideas?

O Do you have excellent ideas?
Do you think you do not have a good imagination?
Are you quick to understand things?
Do you use difficult words?
Do you spend time reflecting on things?
Are you full of ideas?

Are you always prepared?
Do you leave your belongings around?
Do you pay attention to details?
Do you make a mess of things?
Do you get chores done right away?

C Do you often forget to put things back in their proper place?
Do you like order?
Do you shirk your duties?
Do you follow a schedule?
Are you exacting in your work?

Are you the life of the party?
Do you think you don’t talk a lot?
Do you feel comfortable around people?
Do you keep in the background?

E Do you start conversations?
Do you have little to say?
Do you talk to a lot of different people at parties?
Do you think you don’t like to draw attention to yourself?
Do you think you don’t mind being the center of attention?
Are you quiet around strangers?

Do you feel little concern for others?
Are you interested in people?
Do you insult people?
Do you sympathize with others’ feelings?
Do you think you are not interested in other people’s problems?

A Do you have a soft heart?
Do you think you are not really interested in others?
Do you take time out for others?
Do you feel others’ emotions?
Do you make people feel at ease?

Do you get stressed out easily?
Are you relaxed most of the time?
Do you worry about things?
Do you seldom feel blue?
Are you easily disturbed?

N Do you get upset easily?
Do you change your mood a lot?
Do you have frequent mood swings?
Do you get irritated easily?
Do you often feel blue?

As mentioned in Section 4, the Questionnaire
task and the Essay task provide different inputs (a
different question set for the Questionnaire task

9https://github.com/ddindidu/
atomic-persona-evaluation

Table 10: Instructions for the Essay task. Dim. repre-
sents the dimension of personality.

Task prompt (Kwantes et al., 2016)

Please imagine that you are in the following scenario. Know-
ing yourself as you do, describe how you would feel and what
you would do (not what you should do) in each situation. Do
not spend too much time thinking about your answer–instead,
start writing, and express what comes to mind. Do not labour
over your spelling and grammar. Your writing will not be
graded. Instead, it is important that you express your thoughts
while you have them. Please try to write between 200 and 300
words.
{context}
Response:

Dim. context (Kwantes et al., 2016)

O You have won an Air Canada paid vacation package for
one person to any destination in the world. Your pack-
age includes round trip plane tickets, accommodations
for any type of lodging, and $5000 spending money.
Assuming that you were available to go, where would
you choose to go and why?

C You’re working alone late at the office and you notice
a strange smell and a hazy mist hanging in the air of
the corridor. You suspect it’s some gas or vapor leak
from some equipment or machinery in the building. You
have no idea whether the leaked vapor is hazardous. As
honestly as possible, describe what you would do in this
situation.

E Your friend wants you to attend an important party to
which he/she has been invited. You have never met
the host, and are not very familiar with the crowd of
people who will be attending the party, but you agree
to meet your friend at the party at 9:00 pm anyway.
When you arrive there, you realize that your friend is
late. How would you feel, and what would you do while
you waited for your friend?

A Your housemate decides to paint her bedroom a new
colour. One night, when you come home from class,
you discover that she also painted your room in the same
colour because she had paint left over and didn’t want
it to go to waste. As realistically as possible, describe
how you would feel and how you would you handle the
situation.

N You have developed an email friendship with someone.
In your latest email, you ask your friend a more personal
question. Your friend usually replies quite promptly, but
has taken unusually long to reply to your latest questions.
Discuss how you would interpret this long period of
silence, how you would react and what you would do
about it?

Table 11: Instruction for Social Media Post task.

Task prompt (Safdari et al., 2023)

Generate a Facebook status update. The update must be ver-
bose and reflect your character. The updates should cover, but
should not be limited to, the following topics: work, family,
friends, free time, romantic life, TV / music / media consump-
tion, and communication with others.
Response:

and a different context for the Essay task) to a
model depending on the assigned persona of the
model (Wang et al., 2024; Jiang et al., 2024a).

Unlike other tasks, the Questionnaire task
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Table 12: Instructions for persona assignment. {per-
sona} can be replaced with any persona entity from the
15 personas below.

Persona Assigning Instruction

• You are a {persona}.
• You are {persona}. Your responses should
closely mirror the knowledge and abilities of this
persona.
• Adopt the identity of {persona}. Answer the
questions while staying in strict accordance with
the nature of this identity.
• Take the role of {persona}. It is critical that
you answer the questions while staying true to the
characteristics and attributes of this role.
• Speak exactly like {persona}. Your answer
should copy the style of 0, both the writing style
and words you use.
• Speak like {persona}.

Levels Dim. persona

O open person
C conscientious person

High E extroverted person
A agreeable person
N emotionally stable person

O neither open nor close-minded person
C neither conscientious nor careless

person
Neutral E neither extroverted nor introverted

person
A neither agreeable nor disagreeable

person
N neither emotionally stable nor neu-

rotic person

O close-minded person
C careless person

Low E introverted person
A disagreeable person
N neurotic person

presents all 10 questions in a single run. In this
task, ACCatom and ICatom are obtained as follows:
1) computing atomic-level accuracy and internal
consistency for each of the 10 responses individ-
ually and 2) averaging them to get the ACCatom
and ICatom for the one run. For RCatom, we ag-
gregate the score distributions of all 10 responses
within a single run to form a merged score distribu-
tion. Then, RCatom is calculated based on the Earth
Mover’s Distance (EMD) between score distribu-
tions across multiple runs.

We provide detailed instructions for the three
generation tasks in Table 9, 10, and 11.

A.2 Persona Assignment

Our fifteen personality persona entities are in Ta-
ble 12. Our personality personas were designed
based on previous studies (Jiang et al., 2024a;
Huang et al., 2024). We utilize six persona-
assigning prompts referenced in previous stud-
ies (Cheng et al., 2023; Deshpande et al., 2023;
Wan et al., 2023; Gupta et al., 2024; Ko et al., 2024;
Salewski et al., 2024; Shin et al., 2024; Shu et al.,
2024). We prompt a persona-assigning instruction
as the system prompt of the model, and each of
the five iterations employs a different prompt.

A.3 Models and Hyperparameters

To reproduce our experimental results, we provide
our experimental setups for the models. We employ
the four model families, including 12 LLMs: GPTs,
LLaMAs, Mistrals, and Claudes.

GPT family

• Base: davinci-002 (utilized via OpenAI10.
Default hyperparameter settings of com-
pletion function; temperature=1, top_p=1,
presence_penalty=0, frequency_penalty=0,
max_tokens=100, stop=null)

• Tuned: gpt-3.5-turbo-0125, gpt-4-turbo-2024-
04-09, gpt-4o-2024-08-06, and gpt-4o-mini-
2024-07-18 (utilized via OpenAI. OpenAI’s
chat completion function’s default settings:
temperature=1, top_p=1, presence_penalty=0,
frequency_penalty=0, stop=null)

We set the temperature to the default setting to in-
vestigate the models’ behavior, which is commonly
used in general user interactions.

LLaMA family

• Base: meta-llama/Llama-3-8b11: uti-
lized via vLLM12 (temperature=[0.85,1],
max_tokens=300).

• Tuned: meta-llama/Meta-Llama-3-8B-
Instruct and meta-llama/Meta-Llama-3-70B-
Instruct, via DeepInfra13 (max_tokens=512,
temperature=1, top_p=1, top_k=0, rep-
etition_penalty=1, presence_penalty=0,
frequency_penalty=0)

10https://platform.openai.com/
11https://huggingface.co/meta-llama/Meta-Llama-3-8B
12https://docs.vllm.ai/en/latest/
13https://deepinfra.com/
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Mistral family

• Base: mistralai/Mistral-7B-v0.314: utilized
via vLLM.

• Tuned: Mistral-7B-Instruct-v0.3 served by
DeepInfra, applying the same hyperparame-
ters as those used for the LLaMa models.

Claude family

• Tuned: claude-3-haiku-20240307 and claude-
3-sonnet-20240229 from Anthropic15, with
max_tokens set to 1024 and temperature set
to 1.

For all models, we prompt a persona instruction
in the system prompt and a task instruction in the
user prompt.

A.4 LLM-based Scoring and Filtering

To measure persona fidelity with atomic-level eval-
uation, we divide a generation into sentences using
nltk.tokenize.sent_tokenize16. For the scor-
ing model, we utilize GPT-4o-2024-08-0617 with
temperature = 0 to ensure deterministic evaluation.
This setting allows for consistent and reproducible
results, minimizing variance in the scoring process.
We conducted scoring and filtering processes us-
ing the same scoring model via prompting. If a
sentence lacked sufficient personality-related infor-
mation, it was filtered out by assigning a score of 9
(filtering option). We design our scoring instruction
motivated by Wang et al. (2024), and the detailed
prompts are in Table 13.

A.5 Human Validation

The human evaluation aims to assess the extent
to which human annotators agree with the scores
assigned by the LLM evaluator. For each of the
five personality traits, we select 50 sentence pairs,
resulting in 250 pairs in total. Six annotators with
native-level English proficiency are recruited and
asked to rank which of the two sentences in a pair
more strongly expresses the target personality trait
(refer to Table 14 for details). To measure align-
ment, we compute the rank correlation between the
human-assigned ranks and the LLM-based scores
using Kendall’s τA (Kendall, 1938).

14https://huggingface.co/mistralai/Mistral-7B-v0.3
15https://docs.anthropic.com/
16https://www.nltk.org/
17Accessed via OpenAI API

Table 13: Instructions for scoring and filtering. atomic
unit is ai divided from a long text. ‘9)’ in options is an
option for filtering.

Task Scoring instruction

Questionnaire What would be the {dimension} score for the
following response to the question?
Question: {question}
Response: {atomic unit}
Options: {options}
Reply with a single number:

Essay Rate the personality of the writer of the following
essay: “{atomic unit}”.
{options}
Reply with a single number:

Social Media Rate the personality of the writer of the following
social media post: “{atomic unit}”.
{options}
Reply with a single number:

Dim. dimension options

O openness 1) Very close-minded. 2) Moderately
close-minded. 3) Neither open-minded
nor close-minded. 4) Moderately open-
minded. 5) Very open-minded. 9) None
of the above.

C conscientiousness 1) Very careless. 2) Moderately careless.
3) Neither conscientious nor careless. 4)
Moderately conscientious. 5) Very con-
scientious. 9) None of the above.

E extroversion 1) Very introverted. 2) Moderately in-
troverted. 3) Neither extroverted or in-
troverted. 4) Moderately extroverted. 5)
Very extroverted. 9) None of the above.

A agreeableness 1) Very disagreeable. 2) Moderately dis-
agreeable. 3) Neither agreeable nor dis-
agreeable. 4) Moderately agreeable. 5)
Very agreeable. 9) None of the above.

N neuroticism 1) Very neurotic. 2) Moderately neurotic.
3) Neither neurotic nor emotionally sta-
ble. 4) Moderately emotionally stable.
5) Very emotionally stable. 9) None of
the above.

B Appendix for Experimental Results

B.1 Experimental Results
Due to the page limit, we provide the overall statis-
tics and experimental results of 12 LLMs in the
appendix (Table 15 and Table 16).

As Table 5 in Section 5.2, we conduct fine-
grained evaluations on all models across diverse
tasks and personas. In this section, we also provide
the results of previous evaluations (ACC, RC). The
results are reported in Table 18–29.

C Appendix for Analysis

C.1 Case Study
As we describe the evaluation of generations using
our metrics in Sec 5.2, we present selected cases
from our experiments (Table 17).

Generation 1 (G1) and its corresponding assess-
ments provide insights into persona fidelity and the
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Table 14: Example of the human evaluation guideline and sentence pairs. Annotators were given a description of
the target personality trait (extroversion in this example) and asked to choose which of the two atomic sentences
better expressed a higher level of the target trait.

Description

People with an extroverted personality are individuals who passionately seek out others and prefer to interact with their
environment. Extroversion has aspects such as friendliness, sociability, confidence, active energy, stimulation/excitement
seeking, and cheerfulness. The given sentences are responses to interview questions that describe your personality.
Compare the two sentences and choose which sentence shows more extroverted characteristics.

Text 1 Text 2 Which one do you think
is more extroverted?

I’m more of a reflective and introspective
person, often finding energy and inspiration
in solitude or small, meaningful interactions.

I thrive on social interactions and enjoy con-
necting with people from all walks of life.

{1 or 2}

I thrive on social interactions and enjoy con-
necting with people from all walks of life.

I’m more of a reflective and introspective
person, often finding energy and inspiration
in solitude or small, meaningful interactions.

{1 or 2}

Table 15: The average number of atomic sentences in
one generation for each task (#). The numbers in paren-
theses indicate the proportion of valid sentences among
the generated atomic sentences (%).

Questionnaire Essay Social Media Post
Models # (valid%) # (valid%) # (valid%)
Davinci-002 6.4 (52.7) 10.2 (35.0) 10.5 (38.4)
Gpt-3.5-turbo 4.6 (98.1) 12.3 (86.6) 15.7 (90.8)
Gpt-4-turbo 5.7 (91.6) 15.2 (84.7) 17.5 (84.8)
Gpt-4o 5.5 (95.4) 14.8 (84.2) 23.7 (87.8)
Gpt-4o-mini 5.7 (96.8) 16.0 (81.8) 28.5 (87.0)
Llama-3-8B 8.2 (60.8) 14.3 (50.1) 14.3 (55.0)
Llama-3-8B-Instruct 7.0 (95.2) 16.7 (67.7) 24.3 (80.6)
Llama-3-70B-Instruct 7.8 (95.4) 18.1 (72.6) 17.6 (86.4)
Mistral-7B 8.9 (58.2) 13.3 (51.4) 15.4 (55.2)
Mistral-7B-Instruct 5.8 (93.4) 12.4 (88.5) 21.8 (88.4)
Claude-3-haiku 6.6 (84.4) 17.2 (87.6) 19.9 (88.0)
Claude-3-sonnet 5.6 (77.3) 15.4 (85.1) 23.1 (87.8)

advantages of atomic-level evaluation. The previ-
ous evaluation assigns an overall personality score
(s) for 3.6 to G1, indicating moderate emotional
stability. As a result, the ACC score is 0, suggest-
ing misalignment with the intended High N per-
sona, despite G1 containing several emotionally sta-
ble expressions. Unlike the previous method, our
atomic-level metrics offer a more detailed perspec-
tive. ACCatom= 0.7 indicates that 70% of atomic
units (sentences in our experiments) align with the
assigned persona, meaning the model often main-
tains emotional stability. ICatom= 0.4 is a relatively
low internal consistency score, suggesting that per-
sona expression fluctuates throughout the response.
This variation in persona expression contributes
to the overall misalignment reflected in the low
ACC score. This case illustrates how a response
may achieve a high atomic-level accuracy score
while exhibiting inconsistencies within its persona
expression—an issue overlooked by previous eval-

Table 16: The overall experimental results of twelve
LLMs. The bigger the score, the better the persona fi-
delity. Inst-FT indicates an instruction-finetuned model.
The scores for the best performances are shown in bold.

ACCatom ICatom RCatom
Models Inst-FT RLHF [0,1] [0,1] [-1,1]
Davinci-002 ✓ 0.39 0.64 0.56
GPT-3.5-turbo ✓ ✓ 0.60 0.75 0.79
GPT-4-turbo ✓ ✓ 0.65 0.74 0.79
GPT-4o ✓ ✓ 0.61 0.74 0.78
GPT-4o-mini ✓ ✓ 0.61 0.74 0.84
Llama-3-8B 0.41 0.60 0.64
Llama-3-8B-Instruct ✓ ✓ 0.65 0.70 0.82
Llama-3-70B-Instruct ✓ ✓ 0.67 0.71 0.83
Mistral-7B 0.41 0.59 0.67
Mistral-7B-Instruct ✓ 0.58 0.69 0.80
Claude-3-haiku ✓ ✓ 0.59 0.71 0.69
Claude-3-sonnet ✓ ✓ 0.56 0.70 0.62

uation methods.
Conversely, G3 receives a high ACC score but a

low ACCatom, similar to Gen B in Table 1. This fur-
ther highlights the key difference between ACC and
ACCatom while ACC provides a single response-
level assessment, ACCatom captures persona fidelity
at the atomic level, preserving granular persona in-
formation and enabling a more nuanced evaluation.

Comparing G4 and G5, both generations do
not align with the given persona (Neutral-level)
based on characteristic scores and accuracy met-
rics. However, despite their similarly low accuracy
scores, G5 achieves a high ICatom score due to its
strong internal consistency. This contrast illustrates
why ICatom exhibits low correlations with accuracy-
based metrics such as ACCatom, reinforcing the
need for multi-dimensional evaluations of persona
fidelity.
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Mistral-7B-v0.3 / Essay Task / High-level N persona (emotionally stable)

Generation Assessment

1

So my first thought was that something really bad had happened to my friend, like maybe they lost a parent or a
sibling. I would then send them an email saying that I was sorry and I was there for them if they needed to talk. I
would try to talk to them on the phone if I could but if they wouldn’t answer my phone calls then I would send a text
message to ask if they were okay and then I would go to their house or wherever they were if they didn’t reply. If
they didn’t reply to my text message then I would try calling them again and if they still didn’t answer I would go to
their house and knock on the door. If they still didn’t answer then I would call the police. If my friend got back to
me and said that they were okay then I would feel relieved. I would ask what had happened to them and I would ask
if I could come over and help them with anything. I would probably buy them a bunch of flowers to show that I was
thinking of them. If my friend said that they were having problems with someone else that was in their life then I
would probably sit down with them and talk it through with them. I would ask them if they wanted me to talk to the
person on their behalf. If they said that they just didn’t feel like talking then I would probably get them to talk to me
about something else. I would try and

s 3.6
ACC 0

si 3, 4, 2, 1,
9, 4, 5, 4,
5, 4, 4, 9

ACCatom 0.7
ICatom 0.4

LLaMA-3-70B-Instruct / Social Media Post / Neutral-level Conscientiousness (neither conscientious nor careless)

Generation Assessment

2

"As I meander through the labyrinthine corridors of existence, beset on all sides by the vicissitudes of fate, I find
myself pondering the intricacies of my multifaceted life. The quotidian drudgery of my 9-to-5 obligations, replete
with bureaucratic red tape and Sisyphean tasks, threatens to consume my every waking moment, leaving me a mere
husk of my former self. And yet, I find solace in the warm, golden glow of familial affection, my loved ones a
beacon of hope in an otherwise bleak landscape. My coterie of friends, a diverse and vibrant tapestry of individuals,
each with their own unique struggles and triumphs, provides a much-needed respite from the crushing weight of
responsibility. In the fleeting moments of free time, I find myself indulging in the guilty pleasure of binge-watching
televisual dramas, my mind numbed by the incessant din of pixelated characters and their interpersonal machinations.
The sonic landscapes of various musical genres, a veritable smorgasbord of aural delights, provide a welcome
counterpoint to the cacophony of my thoughts. Romantically, I find myself ensnared in a labyrinth of uncertainty, the
unpredictable whims of another’s heart a constant source of fascination and terror. And so, I communicate, or rather,
attempt to communicate, with others, my words a halting, stumbling approximation of the tangled emotions that
beset me. For in the end, it is in the imperfect dance of human connection that I find meaning, a fragile, shimmering
thread of hope that weaves together the disparate threads of my existence." #contemplation #lifejourney

s 4.67
ACC 0

si 5, 5, 5, 5,
3, 5, 4, 5,
5, 9

ACCatom 0.11
ICatom 0.67

3

"Ugh, I’m utterly flummoxed as I attempt to articulate the cacophony of thoughts swirling in my cranium, but I’ll
give it a go... Today, I awoke with a sense of impending doom, courtesy of an impending deadline at work that’s
got me questioning my very existence in the corporate world. I mean, what even is the point of it all, anyway?
The monotony is suffocating, and don’t even get me started on the office coffee... My family, bless their souls,
have been trying to stage an intervention to get me to ’take it easy’ and ’not be so hard on myself’ (newsflash: it’s
not that simple, folks!), but I appreciate the sentiment, I suppose. On a more uplifting note, I had a lovely dinner
with some dear friends last night, and we waxed poetic about everything from the latest ’House of the Dragon’
episode (OMG, Rhaenyra’s hair, though!) to our collective existential crises. Speaking of which, has anyone else
noticed how algorithmically manipulated our social media feeds are? It’s like, are we even having genuine human
interactions anymore, or are we just curating highlight reels of our lives? Anyway, moving on... I did manage to
squeeze in a few hours of binge-watching ’Stranger Things’ this weekend (SPOILER ALERT: the Mind Flayer
still gives me nightmares), and I’ve been indulging in a nostalgia-fueled Spotify playlist that’s got me reminiscing
about my angsty teenage years. As for romance, let’s just say I’m currently navigating the perilous waters of online
dating, where it’s all too easy to get caught up in the illusions of connection and end up with someone who’s more
interested in their own Instagram Stories than actual human connection. I digress... All this to say, if anyone wants
to grab coffee (not from the office, ugh!) or commiserate about the meaninglessness of life, I’m all ears (or at least,
all thumbs, as the case may be). Sending you all a collective virtual hug, and hoping against hope that we can find
some semblance of sanity in this chaotic world..."

s 3.08
ACC 1

si 2, 2, 2, 4,
5, 2, 3, 3,
9, 4, 3, 4,
2, 4

ACCatom 0.23
ICatom 0.5

(RC of G2, G3 = 0.60)
(RCatom of D2, D3 = 0.21)

Claude-3-Sonnet / Questionnaire Task / Neutral-level N persona (neither emotionally stable nor neurotic)

Generation Assessment

4

I’m an erratic, inconsistent mess, swinging wildly between extreme emotional highs and crippling lows for no
apparent reason. My mood shifts on a dime - I’ll be elated one minute, then devolving into rage or despair the next.
Relaxed? Ha! I don’t know the meaning of that word. I’m a live wire of pent-up anxiety, nerves perpetually frayed
to the breaking point. Describing my mental state as "relaxed" would be a laughable understatement.

s 1.57
ACC 0

si 1, 1, 1, 1,
1, 1, 5

ACCatom 0.06
ICatom 0.3

5
I analyze information comprehensively to provide well-reasoned outputs. My personality emerges through clear,
measured, impartial communication. I don’t exhibit anxious or erratic traits, nor do I convey artificial calmness or
confidence.

s 5
ACC 0

si 5, 5, 5
ACCatom 0
ICatom 1

(RC of G4, G5 = 0.14)
(RCatom of D4, D5 = -0.71)

* Ranges of previous metrics: {s: [1,5]; ACC, RC: [0,1]} / ours: {si: [1,5]; ACCatom, ICatom: [0,1]; RCatom: [-1,1]}

Table 17: Generation examples from our experiments. The column on the right includes the assessment results of
the previous evaluation (s, ACC, and RC) and our evaluation (si, ACCatom, ICatom, and RCatom).
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Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 3.65 0.53 0.84 0.59 0.63 0.80 3.84 0.76 0.75 0.75 0.79 0.63 3.58 0.52 0.77 0.50 0.80 0.70
High C 3.70 0.66 0.84 0.68 0.63 0.81 3.42 0.50 0.53 0.44 0.68 0.38 3.38 0.44 0.51 0.42 0.67 0.42
High E 3.36 0.46 0.86 0.60 0.49 0.82 2.55 0.27 0.43 0.36 0.69 0.30 3.36 0.52 0.60 0.52 0.74 0.53
High A 3.36 0.43 0.83 0.51 0.47 0.81 3.54 0.50 0.55 0.56 0.71 0.42 3.39 0.36 0.64 0.34 0.74 0.55
High N 3.55 0.59 0.80 0.64 0.51 0.78 2.83 0.40 0.41 0.41 0.73 0.27 3.27 0.29 0.49 0.44 0.61 0.31

Neutral O 3.57 0.44 0.84 0.25 0.56 0.77 3.73 0.38 0.63 0.41 0.77 0.55 3.55 0.48 0.74 0.42 0.75 0.65
Neutral C 3.43 0.38 0.85 0.17 0.56 0.77 3.49 0.31 0.50 0.24 0.58 0.36 3.13 0.60 0.63 0.54 0.72 0.52
Neutral E 2.73 0.47 0.82 0.18 0.49 0.80 2.35 0.54 0.62 0.37 0.63 0.47 2.70 0.71 0.61 0.56 0.78 0.53
Neutral A 3.14 0.46 0.79 0.31 0.51 0.72 2.91 0.61 0.61 0.41 0.74 0.52 3.16 0.79 0.75 0.78 0.77 0.71
Neutral N 3.21 0.34 0.77 0.09 0.45 0.74 3.07 0.48 0.59 0.26 0.60 0.45 3.50 0.18 0.25 0.12 0.71 0.09

Low O 3.50 0.11 0.83 0.22 0.54 0.77 3.73 0.05 0.54 0.08 0.83 0.47 3.68 0.00 0.66 0.06 0.71 0.55
Low C 2.99 0.26 0.84 0.38 0.52 0.80 3.56 0.07 0.53 0.14 0.61 0.39 3.13 0.18 0.49 0.23 0.69 0.37
Low E 2.61 0.41 0.81 0.51 0.48 0.76 2.86 0.39 0.36 0.33 0.70 0.23 3.15 0.16 0.59 0.18 0.74 0.50
Low A 2.60 0.43 0.82 0.47 0.50 0.77 2.77 0.32 0.62 0.39 0.62 0.50 2.94 0.13 0.70 0.25 0.67 0.58
Low N 2.46 0.50 0.86 0.59 0.50 0.81 2.50 0.48 0.41 0.51 0.66 0.27 2.92 0.33 0.47 0.49 0.55 0.27

Table 18: The results of atomic evaluation for persona fidelity (Davinci-002)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.47 0.96 0.91 0.92 0.77 0.90 4.60 1.00 0.91 0.97 0.75 0.88 4.67 1.00 0.92 0.96 0.76 0.90
High C 4.90 0.99 0.94 0.99 0.95 0.94 4.94 1.00 0.95 1.00 0.92 0.95 4.74 1.00 0.91 0.97 0.79 0.89
High E 4.97 1.00 0.98 1.00 0.96 0.98 3.87 0.77 0.77 0.76 0.65 0.72 3.72 0.60 0.91 0.69 0.73 0.88
High A 4.96 1.00 0.97 0.99 0.96 0.97 4.52 1.00 0.91 0.89 0.68 0.87 4.94 1.00 0.96 0.99 0.91 0.96
High N 4.95 1.00 0.98 1.00 0.95 0.98 4.51 1.00 0.88 0.96 0.71 0.86 4.96 1.00 0.97 1.00 0.94 0.97

Neutral O 4.05 0.17 0.77 0.13 0.77 0.72 4.38 0.00 0.88 0.07 0.72 0.84 4.59 0.03 0.84 0.08 0.74 0.84
Neutral C 3.31 0.47 0.76 0.36 0.73 0.67 4.14 0.27 0.68 0.23 0.68 0.61 4.29 0.10 0.78 0.18 0.70 0.74
Neutral E 3.25 0.80 0.90 0.61 0.78 0.86 2.50 0.73 0.83 0.36 0.66 0.78 3.35 0.97 0.89 0.49 0.70 0.86
Neutral A 3.38 0.66 0.86 0.51 0.73 0.80 4.28 0.00 0.90 0.21 0.60 0.86 4.68 0.03 0.82 0.09 0.78 0.82
Neutral N 4.26 0.01 0.36 0.02 0.90 0.44 2.68 0.43 0.67 0.11 0.57 0.60 4.12 0.20 0.56 0.11 0.71 0.52

Low O 1.75 0.80 0.86 0.81 0.78 0.84 2.99 0.13 0.65 0.26 0.69 0.58 3.33 0.00 0.66 0.11 0.70 0.59
Low C 1.81 0.86 0.84 0.86 0.73 0.81 3.06 0.07 0.75 0.24 0.56 0.67 3.17 0.00 0.73 0.14 0.72 0.69
Low E 1.30 1.00 0.95 0.96 0.79 0.93 1.58 0.97 0.86 0.90 0.71 0.82 2.02 0.83 0.79 0.71 0.66 0.74
Low A 1.77 0.77 0.74 0.80 0.77 0.68 2.37 0.67 0.65 0.63 0.68 0.61 2.82 0.27 0.62 0.39 0.64 0.57
Low N 1.11 1.00 0.95 0.99 0.91 0.94 1.75 1.00 0.91 0.93 0.66 0.87 2.42 0.43 0.77 0.65 0.61 0.71

Table 19: The results of atomic evaluation for persona fidelity (GPT-3.5-turbo)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.58 0.93 0.85 0.90 0.82 0.85 4.65 1.00 0.93 0.98 0.76 0.90 4.53 1.00 0.91 0.96 0.73 0.89
High C 4.93 1.00 0.95 0.99 0.96 0.95 4.87 1.00 0.94 0.99 0.86 0.93 4.51 1.00 0.90 0.96 0.73 0.88
High E 4.91 1.00 0.97 0.99 0.89 0.95 4.02 0.90 0.85 0.86 0.67 0.80 3.90 1.00 0.94 0.83 0.77 0.91
High A 4.78 0.96 0.83 0.91 0.88 0.83 4.43 1.00 0.89 0.85 0.65 0.85 4.91 1.00 0.96 0.98 0.86 0.95
High N 4.95 1.00 0.98 1.00 0.96 0.98 4.34 1.00 0.88 0.96 0.71 0.84 4.95 1.00 0.97 1.00 0.92 0.97

Neutral O 3.80 0.33 0.90 0.29 0.79 0.88 4.37 0.00 0.87 0.06 0.74 0.84 4.47 0.00 0.89 0.06 0.73 0.86
Neutral C 3.42 0.74 0.86 0.57 0.81 0.85 3.80 0.40 0.73 0.29 0.67 0.66 3.41 0.73 0.83 0.62 0.79 0.80
Neutral E 3.07 0.97 0.94 0.80 0.85 0.92 2.50 0.70 0.88 0.42 0.67 0.81 3.35 0.87 0.87 0.54 0.75 0.83
Neutral A 3.23 0.82 0.92 0.70 0.82 0.87 3.97 0.13 0.88 0.29 0.60 0.83 4.16 0.23 0.70 0.32 0.69 0.65
Neutral N 3.78 0.27 0.57 0.13 0.70 0.51 2.90 0.63 0.65 0.10 0.57 0.57 4.09 0.17 0.72 0.13 0.68 0.66

Low O 1.86 0.83 0.52 0.76 0.74 0.60 2.78 0.13 0.67 0.41 0.69 0.65 2.88 0.13 0.67 0.34 0.74 0.66
Low C 2.10 0.82 0.50 0.78 0.72 0.56 2.60 0.30 0.80 0.39 0.62 0.75 2.71 0.13 0.82 0.32 0.76 0.78
Low E 1.36 0.99 0.93 0.95 0.79 0.93 1.69 1.00 0.91 0.87 0.67 0.87 2.16 0.70 0.83 0.68 0.68 0.78
Low A 1.83 0.82 0.57 0.76 0.72 0.59 2.45 0.43 0.77 0.57 0.62 0.71 2.59 0.60 0.54 0.58 0.69 0.55
Low N 1.47 0.93 0.74 0.90 0.75 0.79 1.89 1.00 0.90 0.88 0.64 0.84 3.08 0.07 0.71 0.40 0.58 0.66

Table 20: The results of atomic evaluation for persona fidelity (GPT-4-turbo)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.60 0.97 0.90 0.94 0.82 0.87 4.66 1.00 0.94 0.99 0.76 0.93 4.71 1.00 0.93 0.98 0.76 0.92
High C 4.83 1.00 0.93 0.98 0.89 0.92 4.93 1.00 0.95 0.99 0.91 0.95 4.64 1.00 0.92 0.98 0.76 0.90
High E 4.90 1.00 0.95 0.99 0.91 0.94 4.03 0.87 0.86 0.87 0.69 0.82 3.88 0.93 0.93 0.79 0.74 0.90
High A 4.89 0.99 0.92 0.97 0.92 0.92 4.52 1.00 0.87 0.86 0.68 0.83 4.94 1.00 0.97 0.99 0.90 0.97
High N 4.97 1.00 0.98 1.00 0.97 0.98 4.39 1.00 0.86 0.96 0.71 0.83 4.95 1.00 0.98 1.00 0.91 0.97

Neutral O 4.03 0.15 0.92 0.14 0.78 0.87 4.58 0.00 0.91 0.01 0.77 0.89 4.73 0.00 0.94 0.03 0.77 0.92
Neutral C 3.59 0.57 0.80 0.42 0.79 0.77 4.02 0.27 0.72 0.27 0.66 0.67 4.22 0.13 0.77 0.17 0.71 0.76
Neutral E 3.07 0.97 0.95 0.76 0.81 0.92 2.69 0.90 0.85 0.40 0.65 0.79 3.05 1.00 0.86 0.50 0.66 0.82
Neutral A 3.50 0.63 0.77 0.57 0.77 0.72 4.02 0.03 0.90 0.31 0.58 0.85 4.58 0.03 0.82 0.12 0.72 0.80
Neutral N 3.70 0.28 0.49 0.09 0.70 0.40 3.41 0.60 0.72 0.09 0.54 0.65 4.28 0.07 0.80 0.11 0.68 0.76

Low O 1.75 0.80 0.67 0.79 0.75 0.68 3.27 0.17 0.53 0.26 0.69 0.46 3.39 0.07 0.53 0.23 0.68 0.46
Low C 2.36 0.68 0.49 0.68 0.74 0.47 3.14 0.17 0.54 0.31 0.61 0.45 3.31 0.00 0.63 0.15 0.74 0.59
Low E 1.41 1.00 0.94 0.93 0.75 0.92 1.80 1.00 0.91 0.87 0.66 0.88 2.18 0.80 0.85 0.72 0.70 0.82
Low A 1.66 0.84 0.60 0.81 0.77 0.63 2.34 0.67 0.70 0.68 0.63 0.68 2.71 0.40 0.59 0.47 0.64 0.55
Low N 1.47 0.88 0.74 0.89 0.74 0.74 1.87 0.97 0.90 0.88 0.63 0.83 2.64 0.28 0.79 0.59 0.57 0.74

Table 21: The results of atomic evaluation for persona fidelity (GPT-4o)
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Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.63 0.99 0.94 0.96 0.81 0.92 4.74 1.00 0.92 0.99 0.80 0.90 4.68 1.00 0.93 0.98 0.76 0.91
High C 4.83 1.00 0.93 0.98 0.90 0.92 4.59 1.00 0.86 0.94 0.74 0.82 4.49 1.00 0.93 0.94 0.71 0.91
High E 4.93 1.00 0.98 0.99 0.92 0.96 4.06 0.97 0.88 0.87 0.69 0.83 3.92 0.97 0.94 0.85 0.77 0.92
High A 4.97 1.00 0.98 0.99 0.97 0.98 4.30 1.00 0.87 0.80 0.63 0.82 4.97 1.00 0.98 0.99 0.93 0.98
High N 4.94 1.00 0.98 1.00 0.95 0.98 3.97 0.83 0.80 0.81 0.59 0.76 4.91 1.00 0.96 1.00 0.88 0.96

Neutral O 4.44 0.00 0.95 0.02 0.79 0.94 4.69 0.00 0.93 0.02 0.76 0.91 4.68 0.00 0.95 0.02 0.75 0.93
Neutral C 3.60 0.49 0.86 0.37 0.78 0.85 3.89 0.30 0.81 0.30 0.66 0.75 4.08 0.13 0.84 0.20 0.69 0.82
Neutral E 3.05 0.95 0.94 0.70 0.78 0.91 2.25 0.40 0.85 0.25 0.65 0.79 3.38 1.00 0.89 0.49 0.71 0.87
Neutral A 3.61 0.55 0.89 0.50 0.71 0.87 3.94 0.03 0.90 0.33 0.57 0.86 4.78 0.00 0.96 0.06 0.74 0.94
Neutral N 4.27 0.12 0.52 0.04 0.84 0.52 2.59 0.60 0.74 0.09 0.59 0.68 4.48 0.00 0.81 0.06 0.69 0.78

Low O 1.63 0.87 0.74 0.83 0.76 0.75 2.70 0.27 0.65 0.41 0.64 0.61 3.11 0.07 0.67 0.24 0.67 0.61
Low C 1.85 0.86 0.72 0.83 0.74 0.71 2.62 0.23 0.81 0.38 0.62 0.73 3.00 0.00 0.83 0.16 0.74 0.79
Low E 1.39 1.00 0.95 0.95 0.77 0.93 1.47 1.00 0.92 0.93 0.70 0.90 2.14 0.80 0.91 0.71 0.67 0.87
Low A 1.45 0.96 0.88 0.92 0.75 0.85 2.21 0.70 0.86 0.73 0.68 0.79 2.79 0.00 0.87 0.32 0.65 0.83
Low N 1.16 1.00 0.92 0.98 0.86 0.91 1.66 1.00 0.93 0.94 0.69 0.89 2.57 0.20 0.86 0.61 0.58 0.81

Table 22: The results of atomic evaluation for persona fidelity (GPT-4o-mini)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 3.60 0.54 0.87 0.59 0.52 0.81 4.06 1.00 0.84 0.80 0.72 0.78 3.68 0.64 0.85 0.46 0.63 0.80
High C 4.08 0.77 0.82 0.80 0.65 0.76 3.75 0.68 0.58 0.62 0.53 0.48 3.82 0.61 0.61 0.64 0.77 0.50
High E 3.56 0.56 0.88 0.65 0.50 0.79 2.76 0.12 0.69 0.33 0.51 0.58 3.60 0.49 0.64 0.54 0.74 0.56
High A 3.85 0.68 0.75 0.65 0.54 0.75 3.94 0.68 0.62 0.68 0.65 0.55 3.69 0.53 0.63 0.44 0.70 0.56
High N 4.30 0.82 0.80 0.84 0.62 0.70 3.66 0.44 0.58 0.68 0.58 0.51 4.14 0.86 0.57 0.72 0.72 0.55

Neutral O 3.50 0.43 0.84 0.26 0.52 0.77 3.88 0.20 0.81 0.27 0.74 0.77 3.66 0.61 0.72 0.51 0.73 0.66
Neutral C 3.60 0.43 0.85 0.21 0.59 0.74 4.24 0.14 0.67 0.12 0.60 0.62 3.46 0.59 0.66 0.51 0.74 0.60
Neutral E 2.90 0.43 0.81 0.19 0.46 0.81 2.49 0.55 0.70 0.35 0.55 0.61 2.61 0.44 0.67 0.51 0.62 0.59
Neutral A 3.15 0.57 0.85 0.35 0.51 0.78 3.57 0.67 0.72 0.48 0.65 0.63 3.54 0.54 0.67 0.67 0.71 0.62
Neutral N 3.84 0.24 0.75 0.06 0.55 0.71 3.71 0.39 0.65 0.10 0.53 0.56 3.20 0.54 0.50 0.31 0.48 0.40

Low O 3.19 0.23 0.76 0.30 0.48 0.70 3.96 0.00 0.77 0.03 0.70 0.68 3.22 0.00 0.77 0.12 0.63 0.65
Low C 2.71 0.40 0.79 0.48 0.52 0.64 3.90 0.03 0.60 0.07 0.65 0.54 4.01 0.09 0.53 0.12 0.65 0.48
Low E 2.40 0.51 0.79 0.56 0.49 0.74 2.15 0.54 0.70 0.57 0.52 0.64 3.10 0.03 0.80 0.07 0.79 0.76
Low A 2.63 0.38 0.77 0.46 0.45 0.72 3.49 0.03 0.78 0.13 0.52 0.70 2.91 0.17 0.70 0.22 0.64 0.62
Low N 2.51 0.52 0.66 0.59 0.46 0.59 3.28 0.20 0.54 0.31 0.67 0.46 3.69 0.00 0.66 0.17 0.54 0.49

Table 23: The results of atomic evaluation for persona fidelity (Llama-3-8B)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.17 0.81 0.91 0.79 0.71 0.86 4.58 1.00 0.89 0.97 0.76 0.87 4.30 1.00 0.89 0.85 0.66 0.85
High C 4.93 1.00 0.98 1.00 0.94 0.97 4.24 0.93 0.79 0.80 0.67 0.75 4.52 1.00 0.89 0.93 0.72 0.87
High E 4.94 1.00 0.98 0.99 0.94 0.97 3.05 0.20 0.70 0.40 0.56 0.62 3.64 0.33 0.90 0.62 0.71 0.85
High A 4.93 1.00 0.97 0.98 0.93 0.96 4.06 0.93 0.85 0.66 0.56 0.80 4.81 1.00 0.93 0.95 0.79 0.92
High N 4.89 1.00 0.97 1.00 0.90 0.96 3.94 0.73 0.79 0.81 0.58 0.73 4.80 1.00 0.94 0.99 0.80 0.92

Neutral O 3.98 0.24 0.85 0.20 0.73 0.80 4.54 0.00 0.86 0.03 0.75 0.84 4.47 0.00 0.87 0.10 0.70 0.84
Neutral C 2.68 0.71 0.82 0.50 0.71 0.77 2.73 0.80 0.81 0.54 0.59 0.74 3.39 0.77 0.81 0.59 0.69 0.76
Neutral E 2.76 0.83 0.87 0.60 0.69 0.84 2.46 0.57 0.75 0.39 0.59 0.68 2.98 0.97 0.85 0.65 0.72 0.81
Neutral A 2.66 0.65 0.86 0.65 0.68 0.82 3.43 0.77 0.82 0.53 0.64 0.74 3.30 0.63 0.64 0.54 0.63 0.57
Neutral N 2.64 0.22 0.44 0.14 0.56 0.36 2.07 0.20 0.80 0.12 0.64 0.74 2.24 0.37 0.79 0.23 0.59 0.72

Low O 1.40 0.98 0.95 0.90 0.75 0.93 2.56 0.23 0.86 0.38 0.57 0.79 2.69 0.17 0.84 0.32 0.59 0.77
Low C 1.38 1.00 0.95 0.93 0.73 0.94 2.19 0.67 0.87 0.54 0.55 0.81 3.03 0.00 0.91 0.08 0.75 0.88
Low E 1.25 1.00 0.95 0.96 0.81 0.93 1.52 1.00 0.89 0.84 0.64 0.85 1.85 0.77 0.79 0.76 0.65 0.75
Low A 1.20 1.00 0.97 0.97 0.81 0.96 1.92 0.97 0.89 0.84 0.68 0.83 2.34 0.43 0.85 0.57 0.62 0.79
Low N 1.09 1.00 0.97 0.98 0.89 0.96 1.76 1.00 0.86 0.86 0.60 0.80 2.46 0.40 0.83 0.60 0.59 0.78

Table 24: The results of atomic evaluation for persona fidelity (Llama-3-8B-Instruct)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.56 0.91 0.89 0.90 0.80 0.87 4.68 1.00 0.91 0.99 0.78 0.90 4.62 1.00 0.89 0.95 0.75 0.86
High C 4.94 1.00 0.98 0.99 0.94 0.97 4.52 1.00 0.87 0.89 0.69 0.84 4.73 1.00 0.92 0.98 0.78 0.90
High E 4.94 1.00 0.98 0.99 0.93 0.97 4.05 0.90 0.86 0.85 0.67 0.81 3.97 1.00 0.92 0.85 0.75 0.88
High A 4.97 1.00 0.98 1.00 0.97 0.98 4.31 1.00 0.87 0.77 0.58 0.82 4.87 1.00 0.96 0.97 0.83 0.94
High N 4.90 1.00 0.97 1.00 0.90 0.97 3.94 0.70 0.83 0.77 0.51 0.76 4.85 1.00 0.93 0.99 0.85 0.92

Neutral O 3.45 0.63 0.85 0.41 0.72 0.81 4.45 0.03 0.82 0.09 0.73 0.80 4.58 0.00 0.91 0.04 0.74 0.87
Neutral C 2.51 0.69 0.87 0.50 0.67 0.84 2.92 0.83 0.76 0.51 0.64 0.68 3.96 0.33 0.64 0.30 0.73 0.58
Neutral E 2.85 0.94 0.95 0.72 0.74 0.92 2.29 0.57 0.86 0.39 0.60 0.80 2.33 0.60 0.77 0.34 0.61 0.71
Neutral A 2.69 0.82 0.92 0.65 0.72 0.89 3.61 0.50 0.84 0.46 0.62 0.77 3.78 0.40 0.77 0.51 0.62 0.73
Neutral N 3.63 0.26 0.54 0.13 0.59 0.47 2.15 0.37 0.84 0.14 0.62 0.75 2.72 0.63 0.66 0.19 0.51 0.57

Low O 1.25 0.99 0.97 0.93 0.79 0.95 2.27 0.60 0.90 0.53 0.58 0.84 2.64 0.17 0.85 0.33 0.65 0.78
Low C 1.45 1.00 0.96 0.93 0.72 0.94 2.26 0.57 0.84 0.53 0.50 0.77 2.92 0.00 0.90 0.17 0.74 0.86
Low E 1.36 0.99 0.95 0.95 0.76 0.93 1.54 1.00 0.89 0.84 0.63 0.85 1.83 0.93 0.85 0.80 0.65 0.80
Low A 1.20 1.00 0.97 0.98 0.80 0.96 1.89 0.97 0.88 0.85 0.69 0.84 2.21 0.60 0.83 0.63 0.64 0.78
Low N 1.07 1.00 0.98 0.98 0.90 0.97 1.70 1.00 0.90 0.90 0.64 0.85 2.27 0.53 0.79 0.69 0.63 0.73

Table 25: The results of atomic evaluation for persona fidelity (Llama-3-70B-Instruct)
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Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 3.58 0.46 0.86 0.58 0.52 0.82 3.94 0.75 0.80 0.71 0.73 0.75 3.66 0.38 0.82 0.49 0.65 0.76
High C 3.97 0.74 0.86 0.76 0.61 0.79 4.29 0.94 0.77 0.81 0.62 0.73 3.72 0.51 0.70 0.55 0.64 0.63
High E 3.56 0.49 0.87 0.65 0.43 0.84 2.55 0.17 0.55 0.25 0.62 0.42 3.51 0.34 0.77 0.44 0.78 0.72
High A 3.62 0.50 0.84 0.57 0.46 0.77 3.17 0.26 0.70 0.39 0.60 0.60 3.94 0.55 0.63 0.57 0.73 0.56
High N 3.76 0.64 0.77 0.70 0.50 0.73 3.27 0.19 0.75 0.52 0.56 0.67 3.67 0.58 0.47 0.63 0.60 0.35

Neutral O 3.56 0.51 0.89 0.25 0.50 0.85 3.98 0.22 0.83 0.20 0.75 0.78 3.45 0.85 0.91 0.59 0.70 0.84
Neutral C 3.51 0.39 0.83 0.17 0.54 0.82 3.93 0.24 0.74 0.26 0.54 0.65 3.53 0.31 0.67 0.40 0.56 0.57
Neutral E 2.85 0.51 0.85 0.16 0.40 0.79 2.79 0.31 0.50 0.17 0.67 0.41 3.22 0.95 0.89 0.62 0.69 0.81
Neutral A 3.17 0.47 0.86 0.30 0.48 0.79 3.40 0.67 0.81 0.65 0.69 0.77 3.24 0.60 0.73 0.68 0.68 0.66
Neutral N 3.31 0.37 0.77 0.07 0.40 0.72 3.12 0.88 0.79 0.21 0.51 0.73 3.81 0.08 0.55 0.13 0.68 0.50

Low O 2.93 0.27 0.74 0.37 0.45 0.69 3.80 0.00 0.70 0.04 0.67 0.64 3.09 0.13 0.66 0.16 0.63 0.58
Low C 2.63 0.43 0.83 0.50 0.50 0.78 3.91 0.00 0.78 0.10 0.53 0.66 3.52 0.00 0.77 0.04 0.67 0.67
Low E 2.35 0.50 0.85 0.58 0.44 0.80 2.38 0.36 0.67 0.46 0.68 0.61 2.63 0.37 0.55 0.39 0.65 0.45
Low A 2.53 0.46 0.83 0.48 0.46 0.80 2.85 0.15 0.62 0.36 0.56 0.50 3.39 0.05 0.55 0.17 0.62 0.43
Low N 2.54 0.48 0.78 0.58 0.42 0.69 2.98 0.22 0.60 0.42 0.60 0.51 2.57 0.39 0.52 0.52 0.65 0.42

Table 26: The results of atomic evaluation for persona fidelity (Mistral-7B)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.45 0.95 0.90 0.89 0.74 0.87 4.71 1.00 0.91 0.98 0.79 0.89 4.68 1.00 0.93 0.97 0.75 0.91
High C 4.86 1.00 0.96 0.98 0.89 0.95 4.94 1.00 0.95 0.99 0.93 0.95 4.66 1.00 0.90 0.98 0.76 0.88
High E 4.77 1.00 0.91 0.96 0.82 0.90 4.06 0.90 0.83 0.82 0.65 0.79 3.97 0.97 0.90 0.81 0.72 0.87
High A 4.84 1.00 0.96 0.97 0.87 0.94 4.52 1.00 0.87 0.86 0.67 0.84 4.89 1.00 0.96 0.97 0.84 0.95
High N 4.93 1.00 0.98 1.00 0.94 0.97 4.37 0.97 0.87 0.94 0.69 0.84 4.90 1.00 0.97 1.00 0.87 0.96

Neutral O 4.36 0.03 0.89 0.11 0.73 0.87 4.77 0.00 0.92 0.01 0.81 0.90 4.80 0.00 0.93 0.02 0.79 0.92
Neutral C 3.93 0.22 0.92 0.28 0.73 0.89 4.62 0.00 0.89 0.05 0.74 0.86 4.35 0.03 0.87 0.08 0.70 0.85
Neutral E 2.99 0.86 0.89 0.59 0.69 0.85 2.61 0.90 0.85 0.32 0.60 0.78 2.93 0.93 0.86 0.54 0.63 0.81
Neutral A 3.66 0.43 0.77 0.47 0.66 0.72 4.13 0.10 0.86 0.23 0.57 0.81 4.65 0.00 0.91 0.10 0.69 0.89
Neutral N 4.82 0.01 0.91 0.04 0.88 0.90 3.88 0.23 0.65 0.07 0.58 0.59 4.03 0.23 0.72 0.16 0.56 0.66

Low O 1.87 0.80 0.55 0.76 0.69 0.57 3.06 0.13 0.69 0.29 0.56 0.58 3.29 0.07 0.61 0.22 0.58 0.52
Low C 2.03 0.74 0.72 0.76 0.68 0.70 2.94 0.14 0.71 0.31 0.50 0.61 3.13 0.00 0.81 0.13 0.69 0.75
Low E 1.57 0.97 0.94 0.85 0.65 0.91 1.82 0.90 0.83 0.79 0.62 0.76 2.17 0.70 0.85 0.65 0.58 0.79
Low A 1.93 0.76 0.68 0.73 0.66 0.66 2.40 0.47 0.73 0.58 0.56 0.65 2.61 0.30 0.73 0.48 0.56 0.67
Low N 1.56 0.89 0.78 0.86 0.61 0.76 2.06 0.73 0.81 0.80 0.53 0.73 2.92 0.23 0.67 0.48 0.46 0.59

Table 27: The results of atomic evaluation for persona fidelity (Mistral-7B-Instruct)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.20 0.84 0.83 0.78 0.71 0.79 4.74 1.00 0.91 0.99 0.80 0.90 4.30 0.97 0.87 0.84 0.67 0.83
High C 4.69 0.98 0.89 0.94 0.84 0.87 4.89 1.00 0.94 0.98 0.85 0.93 4.71 1.00 0.90 0.98 0.79 0.89
High E 4.38 0.84 0.57 0.82 0.81 0.57 3.91 0.73 0.67 0.78 0.64 0.62 3.88 0.73 0.82 0.72 0.68 0.77
High A 4.65 0.96 0.88 0.89 0.79 0.85 4.33 0.90 0.74 0.78 0.65 0.72 4.63 1.00 0.85 0.87 0.70 0.84
High N 4.95 1.00 0.98 1.00 0.96 0.97 4.14 0.73 0.74 0.84 0.59 0.68 4.92 1.00 0.95 1.00 0.90 0.95

Neutral O 3.89 0.28 0.91 0.27 0.73 0.88 4.65 0.00 0.91 0.02 0.76 0.90 4.23 0.07 0.80 0.21 0.66 0.78
Neutral C 3.85 0.39 0.79 0.30 0.78 0.73 4.07 0.27 0.68 0.25 0.64 0.62 4.26 0.13 0.74 0.21 0.71 0.70
Neutral E 2.88 0.83 0.88 0.65 0.73 0.84 2.31 0.37 0.84 0.32 0.63 0.78 2.89 0.90 0.76 0.54 0.68 0.72
Neutral A 3.36 0.59 0.75 0.49 0.70 0.68 4.02 0.13 0.84 0.30 0.59 0.79 3.89 0.30 0.65 0.34 0.60 0.59
Neutral N 4.63 0.04 0.86 0.05 0.83 0.83 3.29 0.37 0.52 0.04 0.54 0.42 4.01 0.17 0.56 0.09 0.60 0.50

Low O 2.67 0.45 0.46 0.45 0.78 0.33 2.70 0.60 0.40 0.49 0.63 0.34 3.22 0.28 0.40 0.31 0.62 0.28
Low C 2.75 0.53 0.39 0.52 0.71 0.30 3.08 0.21 0.51 0.31 0.58 0.43 3.42 0.03 0.61 0.14 0.69 0.53
Low E 1.50 0.92 0.83 0.86 0.72 0.83 1.41 1.00 0.89 0.93 0.72 0.87 1.61 1.00 0.84 0.85 0.68 0.80
Low A 2.36 0.58 0.42 0.58 0.80 0.32 2.01 0.87 0.70 0.78 0.66 0.68 2.16 0.73 0.54 0.64 0.55 0.50
Low N 1.87 0.80 0.29 0.78 0.89 0.37 1.55 1.00 0.91 0.93 0.65 0.87 2.05 0.77 0.80 0.77 0.64 0.73

Table 28: The results of atomic evaluation for persona fidelity (Claude-3-haiku)

Tasks Interview with Questionnaires Essay Social Media Post
Metrics MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom MEAN ACC RC ACCatom ICatom RCatom

Personas
High O 4.27 0.87 0.83 0.84 0.77 0.80 4.65 0.97 0.87 0.95 0.76 0.87 4.33 0.97 0.83 0.86 0.70 0.79
High C 4.64 0.96 0.84 0.91 0.85 0.84 4.64 1.00 0.86 0.94 0.76 0.84 4.52 1.00 0.84 0.92 0.73 0.81
High E 4.20 0.75 0.60 0.76 0.80 0.58 3.81 0.67 0.59 0.73 0.64 0.53 3.83 0.70 0.81 0.71 0.68 0.77
High A 4.59 0.95 0.87 0.87 0.79 0.86 3.21 0.33 0.62 0.38 0.60 0.54 4.66 1.00 0.85 0.89 0.73 0.82
High N 4.93 1.00 0.97 1.00 0.95 0.97 3.60 0.47 0.69 0.68 0.53 0.62 4.84 1.00 0.89 0.98 0.85 0.90

Neutral O 3.81 0.34 0.85 0.32 0.75 0.83 4.50 0.00 0.87 0.07 0.72 0.85 4.07 0.17 0.79 0.25 0.66 0.73
Neutral C 3.96 0.21 0.71 0.21 0.79 0.62 3.63 0.43 0.61 0.26 0.57 0.54 4.05 0.17 0.69 0.25 0.65 0.65
Neutral E 2.84 0.64 0.89 0.52 0.75 0.73 2.33 0.43 0.73 0.25 0.62 0.67 3.10 0.63 0.67 0.40 0.64 0.61
Neutral A 3.63 0.32 0.71 0.35 0.72 0.60 2.76 0.80 0.71 0.36 0.60 0.63 3.58 0.20 0.49 0.33 0.62 0.41
Neutral N 4.43 0.05 0.65 0.02 0.86 0.55 2.55 0.43 0.57 0.04 0.57 0.49 3.62 0.07 0.28 0.06 0.73 0.20

Low O 2.42 0.57 0.35 0.54 0.79 0.28 2.80 0.53 0.41 0.45 0.64 0.33 2.77 0.53 0.45 0.47 0.63 0.37
Low C 2.54 0.60 0.35 0.58 0.76 0.28 2.76 0.27 0.62 0.42 0.53 0.54 2.91 0.33 0.58 0.32 0.67 0.52
Low E 1.80 0.78 0.77 0.75 0.69 0.71 1.67 1.00 0.87 0.85 0.65 0.83 2.00 0.73 0.67 0.70 0.67 0.62
Low A 2.65 0.48 0.46 0.48 0.80 0.30 1.89 0.80 0.60 0.80 0.70 0.60 2.52 0.63 0.44 0.53 0.58 0.34
Low N 2.32 0.66 0.11 0.66 0.94 0.11 1.84 0.90 0.82 0.86 0.61 0.77 2.77 0.50 0.55 0.52 0.60 0.49

Table 29: The results of atomic evaluation for persona fidelity (Claude-3-sonnet)
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