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Abstract

Authorship verification (AV) is a crucial task
for applications like identity verification, pla-
giarism detection, and AI-generated text iden-
tification. However, datasets for training and
evaluating AV models are primarily in English
and primarily in a single domain. This pre-
cludes analysis of AV techniques for gener-
alizability and can cause seemingly valid AV
solutions to, in fact, rely on topic-based fea-
tures rather than actual authorship features. To
address this limitation, we introduce the Mil-
lion Authors Corpus (MAC ), a novel dataset
encompassing contributions from dozens of
languages on Wikipedia. It includes only
long and contiguous textual chunks taken from
Wikipedia edits and links those texts to their au-
thors. MAC includes 60.08M textual chunks,
contributed by 1.29M Wikipedia authors. It
enables broad-scale cross-lingual and cross-
domain AV evaluation to ensure accurate analy-
sis of model capabilities that are not overly op-
timistic. We provide baseline evaluations using
state-of-the-art AV models as well as informa-
tion retrieval models that are not AV-specific,
in order to demonstrate MAC ’s unique cross-
lingual and cross-domain ablation capabilities.

1 Introduction

Authorship verification (AV) aims to determine
whether two or more texts are written by the same
author. AV has attracted significant attention from
researchers because of its practical and diverse ap-
plications, such as identity verification, account-
linking, historical linguistics, forensic analysis, and
AI-generated text detection. Despite various ap-
proaches having been explored for AV, the state-
of-the-art (SOTA) models mainly focus on a data-
driven representation learning approach (Rivera-
Soto et al., 2021; Zhu and Jurgens, 2021; Wegmann
et al., 2022; Fincke and Boschee, 2024). Although
these representation models demonstrate promising

* denotes equal contribution

performance on large-scale AV on various datasets
(Klimt and Yang, 2004; Schler et al., 2006; Seroussi
et al., 2014; Ni et al., 2019; Bevendorff et al., 2020;
Khan et al., 2021), they are limited mainly to AV
on English texts in a single domain because most
dataset studies are single-domain and English-only.
These constraints on domain and language further
hinder the study of cross-lingual and cross-domain
AV, which requires texts written by the same author
but in different languages and/or domains.

The objective of this study is to research and ad-
dress these limitations. To do so, we introduce the
Million Authors Corpus (MAC )—a large dataset of
content from Wikipedia that covers 60 languages.1

The potential of Wikipedia as a corpus for linking
textual content to its contributing users in multi-
ple languages and domains has remained underex-
plored. Unlike existing datasets, MAC contains
texts in dozens of languages and four different do-
mains, as well as authors writing in multiple lan-
guages and domains. MAC enables a more compre-
hensive evaluation of AV models, which is impos-
sible with existing datasets. In addition, MAC is
suitable for training and evaluating other NLP tasks
such as text-style transfer (Hallinan et al., 2023;
Liu and May, 2024), and semantic-shift (Hamilton
et al., 2016; Kutuzov et al., 2018).

We choose to base MAC on Wikipedia since: (i)
Wikipedia is one of the largest public textual repos-
itories in the world (Medelyan et al., 2009; Mesgari
et al., 2015); (ii) The association between an editor
and a page-edit is transparent, verified, and main-
tained by the Wikimedia Foundation (Ayers et al.,
2008); and (iii) Wikipedia allows its users multiple
ways to contribute and communicate, such as edit-
ing article pages2 or discussing various topics over

1MAC includes 60 languages, two of which are English.
One of these is “simple English,” a simplified variant of stan-
dard English used as a separate Wikipedia project.

2Article pages are the content pages people normally think
of as Wikipedia.
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Figure 1: MAC creation and usage. We process 60 lan-
guages from Wikipedia to create MAC . It contains 60.08M
text chunks contributed by 1.29M users. Using MAC , we
train authorship verification models and compare their perfor-
mance against existing baselines in novel cross-lingual and
cross-domain settings.

talk pages. Users’ writing styles and topics widely
differ between these page types. Wikipedians are
also welcome to contribute to multiple Wikipedia
projects (i.e., languages). We make use of this
and collect data from the different Wikipedia page
types and languages to enable cross-domain and
cross-language evaluation. Therefore, MAC con-
sists of users that contribute to multiple Wikipedia
namespaces (which we refer to as domains) as well
as multilingual users.

We develop a novel pipeline to extract substan-
tive contributions from Wikipedia in any language.
These contributions, which we refer to as text
chunks, must be long and contiguous new textual
edits. We associate each text chunk with its corre-
sponding author (i.e., a Wikipedian), we henceforth
refer to as an author.

Due to Wikipedia’s diversity, these chunks rep-
resent multiple genres, including encyclopedic text,
social discussions, and debates, all across multiple
topics and languages. Including only long enough
contributions makes MAC practical and useful for
AV models and makes the conclusions from AV
experiments meaningful. Figure 1 illustrates the
creation-evaluation flow of MAC .

Overall, MAC contains more than 60.08M text
chunks from 60 Wikipedia languages. 1.29M con-
tributers made at least two contributions to be in-
cluded in MAC . It contains more than 560K au-
thors who have substantial contributions to more
than a single domain and more than 250K authors
who have substantial contributions in more than
a single language. These cross-domain and cross-
lingual characteristics of MAC makes it valuable
for various NLP tasks, primarily AV.

To demonstrate the value of MAC , we conduct
an exploratory study and show that MAC could
help answer five fundamental research questions
(RQs) in AV. RQ1: Does an AV model trained on

one language and domain perform well on unseen
authors in the same language and domain? RQ2
(respectively, RQ3): Does an AV model trained on
one language (respectively, domain) perform well
on unseen authors on other languages (respectively,
domains)? RQ4 (respectively, RQ5): Given a text
written by an author, could an AV model find an-
other text written by the same author in another
language (respectively, domain)? The first three
RQs are answerable using existing datasets, while
the latter two are only answerable with MAC . No-
tably, our results on four AV models show that their
performance differences are generally consistent
across the first two RQs but starkly different across
the latter three RQs, including the two only as-
sessable by MAC , confirming the necessity of the
cross-lingual and cross-domain evaluation powered
by MAC .

To summarize, in this study, we make the follow-
ing contributions:

1. We introduce MAC—a novel corpus that relies
on Wikipedia data. Its uniqueness is the extraction
of long text chunks from Wikipedia and its linkage
to the contributing author. MAC is cross-lingual
and covers 60 languages. It is also cross-domain as
we collect data from different Wikipedia page types
(e.g., article and talk pages). We make MAC avail-
able for the research community. The full dataset is
available in the Zeondo data repository.3 The con-
cise data we use to train the presented models in the
manuscript are also available in the Hugging-Face
repository.4

2. Based on MAC , we conduct an exploratory ex-
periment using four AV models to examine five
fundamental RQs, two of which are unanswerable
with existing datasets regarding cross-lingual and
cross-domain AV.
3. The experimental results show that the perfor-
mance of the models exhibits significantly different
patterns on the two RQs only answerable by MAC
compared to both the first two RQs and the third
RQ. By this, we underlie the value of the cross-
lingual and cross-domain characteristics of MAC .

2 MAC Creation

Here, we detail how MAC was built, illustrated by
the three leftmost blocks in Figure 1.

3https://zenodo.org/records/15538126
4https://huggingface.co/datasets/Blablablab/

MAC
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NS Description # T.Chunks %

0 Article page 30.75M 51.18%
1 Article talk page 5.60M 9.33%
2 User page 1.08M 1.81%
3 User talk page 22.65M 37.69%

Table 1: Wikipedia namespaces (NSs) that we include in
MAC , which we refer to as ‘domains’ in this study. The
two rightmost columns are the number and percentage of text
chunks included in MAC .

2.1 Wikipedia Raw Data

Wikipedia maintains its content in multiple lan-
guages, each functioning as an independent project.
In this study, we process the 60 languages with
most of the Wikipedia content to get sufficient cov-
erage. Appendix Table 3 contains a full list of the
languages we process. The English Wikipedia is
the largest and most active project, with over 6M ar-
ticles and 48M registered editors. However, many
other languages (e.g., French and German) have
shown significant growth in recent years in both
content and registered editors.5

Content in Wikipedia comes in multiple forms.
Apart from collaboratively written article pages,
each user has their own publicly readable ‘user
page’. Further, for each article and user page, there
is a ‘talk page’—a virtual space for the Wikipedia
community to discuss, comment, and ask questions
about relevant topics of the main article or user.
Each of these four types of pages contains different
content and writing styles. Wikimedia maintains
different namespaces (NSs) for each, which we
use throughout our study and call them domains.
We use the Wikipedia numbering notation, which
ranges from 0 to 3. While building MAC , we pro-
cess all four domains, summarized in Table 1.

We collect the data of all Wikipedia pages us-
ing the Wikipedia dump files, which are released
monthly by the Wikimedia Foundation.6 The
Wikipedia dump files allow us to process all ex-
isting information on each page. This way, we can
track and collect information about each revision
of both the content pages and the talk pages. The
dump files contain detailed information per revi-
sion, including time, editor name, textual content,
etc. We use the April 2024 release of Wikipedia
dump files for each of the 60 languages we process.

5List of Wikipedias: https://tinyurl.com/yckxuup4
6Wikipedia dumps: https://dumps.wikimedia.org

2.2 Raw Data Processing

A unique attribute of MAC is that it contains only
substantial, long and contiguous contributions (i.e.,
text chunks). By doing so, we avoid the long tail of
minor contributions, which are very common both
in Wikipedia and in existing AV datasets and which,
when included, call into question the validity of AV.
In this section, we describe in detail how we extract
these text chunks.

We process each Wikipedia project (i.e., lan-
guage) independently. Our language-agnostic
methodology makes it feasible to process
Wikipedia pages in any language. To do that, we
avoid using language-specific techniques that are
not necessarily available across all languages (e.g.,
Arabic POS tagging). To process the textual con-
tent of each revision, we use existing Python pack-
ages built for Wikipedia (see Appendix Table 9).

In the remainder of the paper, we use the follow-
ing notation. P is the set of Wikipedia pages that
we process. For each page p ∈ P , we mark its N
sequence of sorted revisions as R1

p, ..., R
i
p, ...R

N
p .

We mark R∗
p as the latest relevant revision of arti-

cle p, which we compare each new revision against
(i.e., to find added content).

Per page p, its sequence of N sorted revisions is
taken as input one after the other while building the
corpus. The Wikipedia dump files contain the page
textual content for each Ri

p, ∀i ∈ N . They do not
contain the textual added content of Ri

p compared
to Ri−1

p , which forces us to compare revisions to
identify new long textual contributions.

Before processing revision Ri
p, we check

whether it is relevant. There are two scenarios
where we skip Ri

p, such as a vandalism edit that
deletes the page content. In Appendix Section A,
we further explain those two scenarios. In cases
when Ri

p is relevant, we follow two steps to extract
its information and add to MAC :

Step 1: Revisions Comparison In this step, we
extract the newly added textual content in Ri

p. We
do so by comparing Ri

p with R∗
p.7 By splitting the

text into paragraphs and sentences, we can detect
new or edited text at the sentence level. Sequences
of new or edited text are concatenated into the same
text chunk. Note that multiple text chunks can be
added or edited within a single revision. Hence, Ri

p

is associated with a list of new text chunks.

7As previously explained, some revisions are skipped, so
the comparison is not always to Ri−1

p .
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Step 2: Length Filtering Each text in
MAC needs to be long enough to contain stylis-
tic information for AV. However, many Wikipedia
changes are minimal (e.g., typo correction), and
therefore, we impose a length restriction where any
edit must introduce at least α contiguous words.
We set α=100 in English, and it is adjusted for
each language due to morphological and typologi-
cal differences (e.g., a language with shorter sen-
tences than English but more morphologically rich
words); Details of this are in Appendix Section B.
This length presents a challenging setting on par
with current datasets focused on social media and
online reviews (e.g., Tyo et al., 2022).

We also impose a maximum length restriction.
We exclude contributions that are longer than 5α
words (e.g., 500 in English) to avoid edits, which
are a recreation of existing articles, including trans-
lations and archiving of discussions in talk pages.

Wikipedia is a rich collaborative platform that
allows users to contribute in different ways. Not all
such contributions are relevant to our needs. Hence,
we apply three data-cleaning processes to ensure
we do not include undesired contributions. Those
are: removal of tables, bots detection, and mixed
languages content exclusion.8 We further explain
these cleaning processes in Appendix Section C.

For each text chunk that we save, we also record
a list of essential attributes such as the author de-
tails (name and ID), page details (title, ID, and
namespace), and edit time. Row-level examples of
MAC are presented in Appendix Table 4.

2.3 MAC Analysis
In Table 2, we present basic statistics for the ten
most dominant languages in MAC . The complete
statistics list with each language in the corpus is
found in Appendix Table 3. Here, MAC is used
to train and evaluate AV models. Therefore, we
monitor and report the number of authors with at
least two contributions, as those authors are help-
ful for training AV models. The two rightmost
columns in Table 2 highlight two uniquenesses of
MAC—cross-domain and cross-language contribu-
tions. Since each text chunk is associated with a
specific Wikipedian (i.e., author), we are able to
track authors even when they contribute in differ-
ent domains and languages. This tracking ability is
thanks to Wikipedia’s unified login mechanism.9

8We only remove mixed languages content when the pri-
mary language is non-English ‘mixed’ with English text.

9Unified login: https://tinyurl.com/4j6nfe8n

Author Statistics
Language # T.Chunks ≥2 Contrib. ≥2 Domains ≥2 Langs.

English (en) 22.95M 618.76K 294.83K 93.47K
Gernam (de) 5.52M 109.89K 59.55K 23.77K

French (fr) 6.77M 85.88K 39.28K 20.82K
Spanish (es) 3.16M 73.64K 28.49K 17.61K
Russian (ru) 2.48M 49.32K 17.32K 12.90K

Italian (it) 2.21M 46.73K 19.38K 9.62K
Portuguese (pt) 1.86M 35.09K 11.22K 7.62K

Polish (pl) 1.66M 29.81K 16.03K 4.98K
Dutch (nl) 1.15M 20.48K 8.76K 6.26K

Ukrainian (uk) 883.37K 15.05K 4.41K 5.80K

All (60 Langs.) 60.08M 1.29M 568.30K 253.37K

Table 2: MAC statistics. We present the top ten dominant
languages in MAC and the total (i.e., sum) numbers over all
languages in the corpus. ‘T.Chunks’ and ‘Contrib.’ refer to
Text Chunks and Contributions, respectively.

This way, users keep their username while editing
different page types (i.e., domains) and languages.

English (en) is the most dominant language
in the corpus, aligned with the pattern in other
Wikipedia corpora (Guo et al., 2020; Perez-
Beltrachini and Lapata, 2021). 48% of the authors
in MAC are English-speaking.

MAC analysis MAC comprises both authors
(i.e., Wikipedians) and their textual contributions.
Accordingly, we examine the distribution of au-
thors across languages, as well as the length of
each textual instance in MAC . Figure2 presents
these two distributions: a log-log plot of author
contributions and a histogram of text lengths. As
expected, the distribution of author contributions
closely follows a power-law pattern, while the dis-
tribution of text lengths is left-skewed, reflecting
the dataset’s minimum length requirement of ap-
proximately 100 words per text.

Authors Overlap A practical way to analyze
MAC is to calculate the overlap of authors between
language pairs. We expect ‘close’ languages, such
as Ukrainian and Belarusian, to have a high authors’
overlap as both are East Slavic languages, with a
high lexical similarity, commonly spoken by many
in the post-Soviet states. By applying this approach
across all language pairs, we construct a network
in which nodes represent languages, and weighted
edges denote connections based on the extent of
author overlap.

Appendix Figure 5 illustrates this network. As
expected, the most edited Wikipedia languages
(e.g., English, German) dominate the network.
Closely related languages such as Ukrainian-
Russian-Belarusian and Arabic-Egyptian-Farsi
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Figure 2: MAC characteristics. Subfigure (a) demon-
strates the power-law distribution of authors’ contribu-
tions. Subfigure (b) displays the left-skewed distribution
of text lengths, with French being a notable exception.
For clarity, we present only the five most prevalent lan-
guages in MAC .

maintain tight connections in the network.

3 Authorship Verification Experiments

Here, we introduce the AV tasks and experiments.

3.1 Task Definition

AV aims to identify whether two texts are writ-
ten by the same author. Following recent works
(Rivera-Soto et al., 2021; Zhu and Jurgens, 2021;
Wegmann et al., 2022; Fincke and Boschee, 2024),
we adopt a similarity-based verification approach
in which a model is trained to compute similarity
scores between a pair of texts and assign a high
score to texts written by the same author. Formally,
given a set of candidate texts T = {t1, · · · , tn},
and an authorship function A(t), where A(ti) =
A(tj) iff ti and tj are written by the same au-

thor, the goal of AV is to train a model M such
that M(ti, tj) > M(ti, tk) ∀ i, j, k ∈ [n] where
A(ti) = A(tj) ̸= A(tk). In practice, since T may
be too large to exhaustively evaluate M for all pairs,
and an operator of an AV model may wish to ob-
tain authorship matches for a small set of candidate
texts (e.g. for plagiarism detection), AV is formu-
lated as an information retrieval (IR) task, where
a small query set of texts is used to probe a much
larger candidate set. Success of M is demonstrated
(via standard IR metrics; see Section 3.2.4) by its
ability to correctly assign scores such that a candi-
date text matching a query’s author is found.

3.2 Experimental Setup

3.2.1 Data Post-processing
To evaluate AV models in an IR manner, we restruc-
ture MAC as an IR task and thus denote query-
candidate pairs for training, validation, and test.
Specifically, for each author in each language, we
extract one pair of texts. To maximally reduce the
effect of content in AV (Wegmann et al., 2022), we
select the hard positive pair with the lowest SBERT
(Reimers and Gurevych, 2019) cosine similarity if
we have more than two texts to choose from. Then,
per language, we split all extracted text pairs into
training, validation, and test sets in a 7:1:2 ratio.

We only keep text pairs from domain 0 in the
training and validation sets to hold out the other
domains for evaluating out-of-domain generaliz-
ability. We also filter out texts of more than 300
words to avoid the risk of including translated texts.
The text pair selection (and length filtering) sub-
stantially reduce the amount of data used in the
AV experiments, thereby leading to the different
number of authors in Table 2 (≥2 Contrib.) and
Table 8. For convenience, we denote the set of
query and candidate texts as Q = {q0, · · · , qn}
and C = {c0, · · · , cn}, respectively.

3.2.2 AV Models
We consider two categories of models: off-the-shelf
IR models and fine-tuned authorship representation
models. The IR models serve as baselines for as-
sessing the performance gain from fine-tuning.
IR Model We select two representative IR mod-
els: BM25 (Robertson et al., 1994) and SBERT
(Reimers and Gurevych, 2019). BM25 is one of the
most widely used information retrieval (IR) models.
Given a pair of texts, a relevance score is calculated
based on token matching. We use this relevance
score as the AV similarity score simij for each pair
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of texts qi and cj . Unlike BM25, SBERT is a neu-
ral representation model that transforms texts into
embedding vectors, tuned explicitly for semantic
similarity. For two texts qi and cj , we use the co-
sine similarity of their embedding vectors, vqi and
vcj as their AV similarity score simij , which can
be formally defined as simij =

vqi ·vcj
∥vqi∥∥vcj ∥

.

Authorship Representation Model We evaluate
two models directly fine-tuned on MAC . One is
trained with the Sentence Transformer codebase
(Reimers and Gurevych, 2019) using the multiple
negatives ranking loss. For convenience, we re-
fer to this model as SBERTAV to distinguish it
from the semantic SBERT in the previous category.
The other is the state-of-the-art AV system SADIRI
(Fincke and Boschee, 2024) that uses hard positives
and in-batch hard negatives, which are negative ex-
amples whose authorship is difficult to distinguish
from the anchor text, to improve the model perfor-
mance in more challenging situations. Note that, in
this work, we extract the hard positive pairs during
data post-processing, so the main difference be-
tween SBERTAV and SADIRI is the hard negative
batching technique.

We use the same equation for SBERT to calcu-
late the AV similarity score for both SBERTAV and
SADIRI. In this study, we only focus on AV mod-
els trained in a single language. Hence, we train an
SBERTAV and a SADIRI model for each language
in the training set so that we can hold out other
languages and domains to test the generalizability
of the models in RQs 2 and 3.

3.2.3 Evaluation Setup

We first train an SBERTAV and a SADIRI model
on domain 0 data for each of the top 10 languages
in MAC according to the size of the domain 0 data.
We then evaluate these trained models, as well as
the BM25 and SBERT baselines, on held-out test
sets from MAC to examine the five RQs introduced
in Section 1. Please see Appendix Section D.3 for
training and test set statistics.

For RQs 1 to 3, we create a single-language
single-domain test set for each language L and
domain D by extracting a text pair with two texts
in D from the test split of L for each author. Then,
in RQ1, we examine the in-language in-domain
performance of models using in-language domain 0
test sets; in RQ2, we examine the out-of-language
generalizability of models using out-of-language

in-domain10 test sets. In particular, we evaluate the
models on domain 0 single-language test sets in all
unseen languages; in RQ3, we examine the out-
of-domain generalizability using in-language10

out-of-domain test sets. In particular, we evaluate
the models on in-language single-domain test sets
for all unseen domains (domains 1 to 3) and take
the average score across all evaluation domains for
each AV approach.

In RQ4, we examine the cross-lingual verifica-
tion performance using a cross-lingual in-domain
test set. This is created by gathering all authors
in the test split for all languages, and for each of
those who have contributions in domain 0 in at
least two languages, constructing a single text pair
using two texts in domain 0 randomly chosen from
two different languages. Also, we always choose
two texts from different articles to ensure they are
not translations of each other. The same test set
is used for all models; in RQ5, we examine the
cross-domain verification performance using in-
language cross-domain test sets. In particular, for
each language, we construct a single text pair by
randomly matching texts in different domains for
each author who has contributions in at least two
domains in the test split.

Note that, RQ2 (respectively, RQ3) is similar
to RQ4 (respectively, RQ5) because they both in-
volve multiple languages (respectively, domains).
However, they differ fundamentally in how the doc-
ument pairs are constructed. In RQ2 (respectively,
RQ3), the two documents for each author are in
the same language (respectively, domain), which is
different from the language (respectively, domain)
of the training data, whereas in RQ4 (respectively,
RQ5), the two documents for each author are in
different languages (respectively, domains).

3.2.4 Evaluation Metrics

We evaluate the AV models using Success@k,
which is one of the most commonly used metrics
in the AV literature (Khan et al., 2021; Rivera-Soto
et al., 2021; Fincke and Boschee, 2024).11 For-

10We use “in-domain” (respectively, “in-language”) to indi-
cate that the domain (respectively, language) for evaluation is
the same as that used for training the fine-tuned models. For
the two off-the-shelf IR baselines, we use the same model for
all domains and languages.

11Some of them use Recall@k which is equivalent to Suc-
cess@k in this work because we have exactly one candidate
for each query in the evaluation sets.
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mally, given two sets of texts C and Q,

Success@k =

|Q|∑

i=1

I

(
k∨

r=1

A(cri) = A(qi)

)
/ |Q| (1)

where cri refers to the text in C that has the rth

highest AV similarity to qi w.r.t. an AV model. For
each experiment, we form Q (respectively, C) from
the query (respectively, candidate) side of each
pair of a validation or test subset, as described in
Section 3.2.1. Validation subsets are used to choose
the final model in each experiment, and we report
results on the test subsets only. We use k = 1 as
the main metric in this work for a strict evaluation.
However, we also present results while using k = 8
in Appendix Section E.

3.2.5 Implementation Details
We use OkapiBM25Model from the Gensim
Python library (Řehůřek and Sojka, 2010) for
BM25 and the Sentence Transformer Python li-
brary (Reimers and Gurevych, 2019) for SBERT
models and training. We use an implementation
of the SADIRI system based on its description in
the original paper (Fincke and Boschee, 2024). We
use only multilingual language models in our ex-
periments. We use paraphrase-multilingual-mpnet-
base-v2 as the base model for semantic SBERT and
the xlm-roberta-base (Conneau et al., 2020) as the
base model for all fine-tuned authorship representa-
tion models. Please see Appendix Section D.1 for
all hyperparameters.

4 Results

In this section, we present the evaluation results
for all AV models on all five RQs. Due to space
limitations, we mainly discuss the results for AV
models trained on English data. Please see Ap-
pendix Section E for results over the rest of the
languages. The results for RQs 1 to 5 are shown in
bar groups 1 to 5 in Figure 3, respectively.
RQ1: Training on in-language in-domain data im-
proves AV model performance, as shown in the
first bar group in Figure 3; here, the two fine-tuned
models (SBERTAV and SADIRI) perform better
than both IR baselines (BM25 and SBERT), and
between the two fine-tuned models, SADIRI out-
performs SBERTAV , which aligns with our expec-
tation because we expect the hard negative batching
of SADIRI benefits the model when evaluated on
the same distribution as training data.
RQ2: Trained AV models can generalize to un-
seen languages, as seen in the second bar group in

Figure 3. The trend also closely resembles the
patterns observed in RQ1, but the performance
gain over BM25 is slightly less than that in RQ1,
which indicates that while the fine-tuned models
are generalizable to other languages, the improve-
ment in out-of-language performance is relatively
smaller. The fine-grained results on the top five
languages in Figure 4 also indicate that for each
evaluation language, the models trained in the same
language perform the best or just worse than the
model trained in English data in most cases, which
falls within our expectation because the English
subset of MAC contains the most data.
RQ3: In contrast to RQ2, fine-tuned models do
not generalize to new domains, as seen in the third
bar group in Figure 3. Neither fine-tuned model
is better than the strongest baseline, BM25, and
SBERTAV even exhibits a worse performance than
BM25, which suggests that out-of-domain gener-
alization is harder than out-of-language general-
ization for AV, and training in single domain data
may even harm the performance in unseen domains.
Note that, although the task in RQ3 is harder than
RQ1, the scores in RQ3 are higher than RQ1. The
main reason is that the size of the test set for RQ3 is
much smaller than RQ1, which makes the retrieval
in RQ3 easier.
RQ4: Unlike the observations in RQs 2 and 3,
fine-tuned AV models may or may not generalize to
identifying authors across language, depending on
the training algorithm used, as shown in the 4th bar
group in Figure 3. This result exhibits a markedly
different pattern where SBERT also outperforms
BM25, and SBERTAV outperforms both BM25
and SADIRI. BM25 performs the worst mainly
because it relies on exact token matching, which
does not work across languages with different vo-
cabularies, while a potential reason for the under-
performance of SADIRI is that its training strat-
egy overemphasizes in-language in-domain hard
negative optimization which harms cross-lingual
performance.
RQ5: Fine-tuned models do not generalize to
identifying authors across domains, as shown in
the 5th bar group in Figure 3. Both trained mod-
els are worse than the strong baseline BM25 and
marginally better than the weak baseline SBERT.
The worse performance of SADIRI differs from
the observation in Fincke and Boschee (2024) that
training on hard positives and in-batch hard neg-
atives dramatically improves the performance on
cross-genre AV. One possible reason for the in-
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with Success scores across the entire table.

consistency is that we only trained the models on
single-domain data, which significantly degraded
the quality of the hard positives, thereby con-
straining the models’ cross-domain generalizabil-
ity. Comparing with the training data in Fincke and
Boschee (2024), it reveals that training on multi-
domain data or data from various sources may be
the key to stronger cross-lingual generalizability.

5 Discussion

Overall, as seen in Figure 3, MAC enables the com-
parison of AV models under conventional scenarios
such as those on the left (RQs 1 to 3). The results
indicate that fine-tuned AV models perform better
than IR baselines for AV in the same language and
domain as training. Fine-tuned models also gen-
eralize well to AV in the same domain but unseen

languages, but do not generalize to unseen domains
at all (RQ3, 3rd bar group in Figure 3). Over the
other 2 RQs, which are only assessable using MAC ,
the results are starkly different on RQ4, whereas
the pattern on RQ5 closely resembles that in RQ3.
In general, the results indicate that AV models’ per-
formances are not consistent across different evalu-
ation conditions, so to have a more comprehensive
understanding of the capability of AV models, test-
ing them under different conditions is necessary.
Existing datasets can cover some conditions, but
MAC enables the evaluation of other situations like
cross-lingual AV and cross-domain AV in different
languages.

Moreover, the poor performance of the fine-
tuned models in RQs 3 to 5 reveals challenges
in AV involving multiple domains and multiple
languages, which may serve as new directions for
future research in this area, and MAC , as it con-
tains high volumes of data from multiple domains
and languages, enables researchers to build models
to tackle these specific aspects of AV.

While building and evaluating MAC , we paid
extra attention to excluding translation cases. Fur-
thermore, a practical way to avoid the over-
representation of accounts that are shared by mul-
tiple people is to limit the number of samples we
use per author (while running experiments).12 We
use this approach in our research and extract only
one pair of texts for each author in each language.

12This assumes that most accounts are not shared by multi-
ple people.
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6 Related Work

We first summarize AV-related research and then
discuss existing Wikipedia corpora used in NLP.

AV Models With the development of NLP in
the past few decades, the techniques in AV have
evolved through three main stages. In the pre-
neural era, AV works mainly focused on feature-
based approaches (Koppel and Schler, 2004; Sta-
matatos, 2009; Stolerman et al., 2014). Later, with
the widespread use of neural networks (NN), es-
pecially (pre-trained) transformers, NN-based rep-
resentation models have become mainstream and
demonstrated superior performance on large-scale
AV (Rivera-Soto et al., 2021; Zhu and Jurgens,
2021; Wegmann et al., 2022; Fincke and Boschee,
2024). Recently, leveraging the strong zero- and
few-shot capability of LLMs, some studies showed
that LLMs could achieve a decent performance on
AV without further downstream fine-tuning, but the
findings are limited to small-scale AV (Hung et al.,
2023; Huang et al., 2024). In this work, we concen-
trate on large-scale AV due to its higher practicality
and, therefore, primarily adopt NN-based represen-
tation models in our experiments.

AV Datasets Datasets also play a crucial role in
AV research for both model training and evaluation.
AV requires corpora with authorship labels which
could be collected from various sources such as
email (Klimt and Yang, 2004), newswire agency
(Lewis et al., 2004), newspaper (Stamatatos, 2013).
Data from these sources often contain a relatively
small number of authors. With the increasing num-
ber of internet users, later works started to collect
data from public websites such as Amazon (Ni
et al., 2019; Keung et al., 2020) and Reddit (Rivera-
Soto et al., 2021). Datasets from these sources
are substantially larger in scale and serve as the
foundation of the SOTA AV models (Rivera-Soto
et al., 2021; Fincke and Boschee, 2024). These
datasets contain up to one million authors (Rivera-
Soto et al., 2021) and texts in six languages (Ke-
ung et al., 2020), while MAC is 10 times larger in
terms of both the numbers of authors and languages.
Moreover, MAC also contains texts from four do-
mains and authors writing in multiple languages
and domains, enabling a more comprehensive eval-
uation of the AV models presented in Section 3.2.3.

Wikipedia Corpora Wikipedia serves the re-
search community as a textual source in various do-
mains and NLP tasks (Pan et al., 2017; Kaffee et al.,

2018; Zhu et al., 2019; Sathe et al., 2020; Guo et al.,
2020; Ta et al., 2023). A series of studies have used
information about Wikipedia editors to create data
sets that associate text with authors (Yang et al.,
2017; Maki et al., 2017; Jaidka et al., 2021) and oth-
ers have leveraged edit histories for a variety of pur-
poses such as simplification (Yatskar et al., 2010) or
grammatical error correction (Faruqui et al., 2018).
These and other Wikipedia-related corpora have
been released under the ‘CC BY-SA’ Wikipedia li-
cense terms, which we also rely on while releasing
MAC to the research community.

Most Wikipedia-related studies focus on a single
language, usually the most popular ones, such as
English or German. While some others (Pan et al.,
2017) leverage Wikipedia’s multilingual capability,
none tackle the broad combination of languages
and domains as we do in MAC by extracting long
textual content from edits done by Wikipedians.

7 Summary

Our novel Million Authors Corpus (MAC ) spans
60 languages and four domains, linking long tex-
tual contributions to their respective authors while
excluding minor edits. MAC consists of more than
60M cleaned text passages from contributions by
Wikipedian authors. Here, we study AV models us-
ing the 1.29M authors who made 2+ contributions
in MAC across the 60 languages; more than 560K
authors contributed in different domains, such as
an article page and a talk page. In addition, MAC
includes multilingual authors who contributed to at
least two languages.

MAC enables new studies of cross-lingual and
cross-domain AV evaluations; i.e.„ given a text
written by an author, finding another text by the
same author written in a different language or do-
main. Our study demonstrates that in conventional
AV scenarios, a selection of fine-tuned models sur-
pass IR baselines on RQ1 and RQ2, but not on RQ3.
However, we show that in new novel and challeng-
ing settings of cross-lingual and cross-domain AV
(RQ4 and RQ5), we observe starkly different pat-
terns and models, as a whole, perform substantially
lower. Our results highlighting the value of the
comprehensive AV model evaluation powered by
MAC and point to the future research directions of
AV in cross-domain and cross-lingual modeling.
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8 Limitations

We process 60 languages out of more than 300
languages that exist in Wikipedia. Unfortunately,
many languages have a relatively small user base
and content, which is irrelevant to our study. We
select the 60 major Wikipedia languages in terms
of the number of pages and user base. Notably, we
do not include the Cebuano Wikipedia13 in MAC ,
although it is the second largest Wikipedia project,
articles-wise. The reason is the extremely low num-
ber of contributors to this project—153 active users.
We also limit our study to the four main page types
in Wikipedia (i.e., namespaces 0 to 3) out of the 26
page types Wikipedia maintains.14

Another limitation of the new corpus is the as-
sociation between text and users. Page edits on
Wikipedia are automatically recorded by those who
edit the page. However, we do not control the way
people generate their textual content and whether
those are ‘copied-paste’ or translated from other
sources. This limitation is mostly relevant to article
pages (namespace 0) rather than user or talk pages.

However, we handle translations to some extent
using two methods: (i) We filer out from MAC too
long textual contributions (see Step 2 in Section
2.2), which are likely to be an article translation;
and (ii) While evaluating the models for RQ4, we
do not include the same article for the same author
in two different languages (see Section 3.2.3). Most
of the Wikipedia content, and so of MAC has been
created before the GenAI era, where both humans
and LLMs create textual content.

In our study, we make sure to cover different
domains within Wikipedia by including data from
different namespaces. However, future research is
needed to establish the degree to which authorship
verification in the Wikipedia domains is portable to
other domains and vice versa. For example, literary
authorship style may not be captured here, nor may
authorship identity over many years of an author’s
lifetime.

9 Ethical Considerations

This research relies exclusively on publicly avail-
able data from Wikipedia, adhering strictly to ethi-
cal standards for data collection and analysis. All
data used in this study are accessible to the pub-

13Cebuano Wikipedia: https://tinyurl.com/mr3d6z8h
14Wikipedia namespaces: https://tinyurl.com/

46jw4u7u

lic through Wikipedia’s platform, ensuring trans-
parency and compliance with open data principles.

We adhere to the terms and conditions speci-
fied by Wikipedia’s licensing framework, including
the Creative Commons Attribution-Share license
(CC BY-SA). All derivative works, analyses, and
datasets generated from Wikipedia data comply
with these licensing requirements, ensuring proper
attribution and alignment with open knowledge
practices.

Finally, we use the data solely for research and
modeling purposes, advancing the research of AV
models in the NLP domain while respecting the
rights and intentions of the Wikipedia community.
By following these principles, we aim to balance
the pursuit of scholarly insights with the ethical
responsibility of protecting individuals and main-
taining data integrity.

Authorship verification is a dual-use technology
with societal benefits and risks. While AV—and
forensic linguistics in general—has been used to
help law enforcement identify individuals involved
in crimes such as human trafficking (e.g., Olsson,
2009; Saxena et al., 2023) and has uses in historical
and cultural applications (e.g., Gurney and Gurney,
1998; Juola et al., 2008), such technology could
also be used maliciously, such as to de-anonymize
individuals posting under pseudonyms. We publish
MAC to facilitate the research in AV models that
can be useful in various areas. Such malicious
usages have the potential to threaten internet users’
privacy and other unnecessary effects. Therefore,
we will release MAC with guidance to forbid such
malicious use cases and intend it solely for research
purposes.
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A Revisions Filtering

As we highlight in Section 2, we filter some of the
revisions (i.e., edits). In this Section, we further
explain the two criteria we apply to filter some of
the revisions.

Not all edits of a Wikipedia page should be con-
sidered while building MAC . We consider two sce-
narios where we omit Ri

p. The first is when Ri
p is

later deleted by a Wikipedia admin. In such a case,
the textual content of the deleted revision appears
as empty text in the dump file. It makes no sense
for this to be considered a valid edit. The second
case is when a user makes a sequence of consec-
utive edits to a page. If so, we ‘aggregate’ their
contributions and consider only the last revisions
out of the sequence. These two special cases can
explain why R∗

p is not always the latest revision
we processed but rather the last relevant revisions
which Ri

p should be compared against.

B Edit Filtering

Each edit in MAC is intended to be a sufficiently
long piece of text to encoder some aspect of an au-
thor’s style. While stylometric work has generally
used used longer text on the order of several hun-
dred word (Neal et al., 2017), shorter text still con-
tain rich style information and, given their higher
frequency in data, are valuable for learning to rec-
ognize style. Here, we adopt a threshold-based
approach for selecting edits, where any contigu-
ous edit of at least α words is counted. We adopt
α=100 for English for three reasons: (1) this length
is in the same range as more recent and challenging
AV datasets (e.g., Tyo et al., 2022), (2) the shorter
length allows models trained on MAC to poten-
tially generalize to other common short-document
domains such as reviews and social media, which
are more common in practice, and (3) recent shared
research programs such as IARPA HIATUS have
adopted a 100 word document length in their own
metrics.15

Setting α=100 for all languages will not work
well, however. Languages vary in their infor-
mation density per word (Comrie, 1989), with
some languages having much shorter or longer sen-
tences than English due to morphology (Haspel-
math, 2005). There is no standard approach to
determine how to rescale such a threshold for all

15https://www.iarpa.gov/images/PropsersDayPDFs/
HIATUS/IARPA-BAA-22-01_HIATUS_Amend001_C.pdf

languages. Therefore, we adopt a data-driven ap-
proach to set α for each language based on its
relative morphological density. Here, for each
language ℓ, we first calculate the mean number
of characters per whitespace-separated token, wℓ.
Note that we intentionally avoid using an LLMs
tokenizer to decide on intra-token units (i.e., from
subwords), as these tokenizers’ outputs vary signif-
icantly in our data based on whether the tokenizer
was originally fit to language in that data so sub-
word units for different languages would not be
equivalently scoped.

We then rescale α for each language as 100wEnglish
wℓ

,
rounding to the nearest whole character. For exam-
ple, Russian had 5.66 characters per tokens, com-
pared with 4.80 for English, roughly correlating
with the more complex morphology of Russian; as
a result α=85 for Russian where shorter texts are
allowed to account for richer intra-token stylistic
variation. By rescaling α using in-domain data, we
aim to directly match authors’ writing behaviors in
the data.

C Data Cleaning – Further Information

We execute the cleaning process of MAC while
maintaining a "precision-biased" approach – prior-
itizing methods that ensure the cleanliness of the
corpus at the expense of potentially excluding some
relevant textual content. We apply the following
three filters:

1. Tables. Wikipedia contains information not
only in the format of textual sentences/paragraphs
but also in tables. To avoid minor contributions
from users who add/edit big tables (which do not
contain much text), we remove all tables from all
page revisions.

2. Bots. Bots operate in Wikipedia (Zheng et al.,
2019). Systematically, most of their ‘contributions’
are not included in MAC as we only capture long
textual contributions, while bots are less likely to
do so. However, we apply a simple rule in the
English Wikipedia to detect bots. We filter out
contributions of usernames that start/end with the
‘bot’ regex.16

3. Mixed languages. Naturally, the dominant
language per project is the project’s language
(e.g., Italian in the Italian Wikipedia). However,

16We apply this regex rule as case insensitive.
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Wikipedians are not limited to writing in a spe-
cific language. It is most common for users to use
English on Talk pages in non-English Wikipedia
projects. To avoid having a lot of English content
in non-English projects, we apply a language de-
tection method17 and remove cases of English text
used in non-English Wikipedia projects.

D More Experimental Details

D.1 Hyperparameters
For a more controlled comparison between
SBERTAV and SADIRI, we train them using the
same set of hyperparameters listed in Table 5. Be-
cause the sizes of the subsets vary substantially
by language, to ensure a similar number of gradi-
ent updates in one epoch for each language, we
use different batch sizes for different languages.
For BM25, we use the default hyperparameters for
OkapiBM25Model in Gensim, which are listed in
Table 6.

D.2 Hardware & Runtime
The MAC creation process over 60 languages took
16.5 days while using 100 Intel Xeon Gold 6138
CPU cores. All AV models in this work are trained
using a single NVIDIA A40-48GB GPU. The AV
models training times for SBERTAV and SADIRI
are listed in subsection D.2.

D.3 Training & Test Sets Statistics
We list the number of query-candidate pairs for
each subset in each language in Table 8. The num-
bers also represent author counts because we keep
exactly one pair of query and candidate texts for
each author in all training, validation, and test sub-
sets. For RQ4, we only have a single cross-lingual
test set with 1,635 text pairs (authors).

E More Experimental Results

We present the out-of-language generalization
scores for all top ten languages in Figure 6 and
the scores for RQs 1 to 5 for the two baselines and
the two fine-tuned models trained on each of the
top ten languages in Figure 7 and Figure 8.

In general, the two fine-tuned models trained
in the top five languages consistently outperform
the two IR baselines for RQ1, but for RQ2, only
the models trained in the top three languages are
consistently better than the IR baselines; for other

17Pycld2 package: https://tinyurl.com/4ewazbkp

training languages, the results are mixed for RQs
1 and 2. This observation suggests that training
an AV model with decent in-language in-domain
performance requires a certain amount of data, and
this requirement on data size is larger for in-domain
out-of-language generalization.

In contrast, the observations for all top ten lan-
guages on the other three RQs are generally consis-
tent with the results for English in Figure 3. Specif-
ically, for RQs 3 and 5, both trained models are
worse than the strongest baseline BM25 in most
cases; otherwise, their performances are the same;
for RQ 4, both trained models consistently outper-
form the two IR baselines with only two exceptions
(SADIRI model trained on German and Ukrainian).

We use Success@1 in the main result analysis
because some of our evaluation sets a small and
Success@1 can provide stricter results on small
dataset. However, we also present Success@8 re-
sults in Figure 6, Figure 7, and Figure 8 for refer-
ence. The patterns of Success@8 results are gener-
ally consistent with those observed in Success@1
results. The only main difference is that SBERTAV

outperforms SADIRI in most cases.

F Artifacts

F.1 Created Artifacts
In this study, the main artifact we make is MAC—
a dataset of Wikipedia textual content associated
with its author. The new corpus will be released for
research use under the general Wikipedia licens-
ing framework, including the Creative Commons
Attribution-Share license (CC BY-SA). We further
detail this in Section 9.

F.2 Use of Existing Artifacts
Table 9 outlines the models and code libraries em-
ployed in this work. Our use of these artifacts is
consistent with their intended use.

G Use of AI Assistants

We use Grammarly and ChatGPT to check gram-
mar and polish our manuscript, but only for gram-
mar corrections and minor edits. We take full re-
sponsibility for all the content in our manuscript.
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General Statistics Author Statistics
Language # T.Chunks # Chars # Words ≥2 Contrib. ≥2 Domains ≥2 Langs.

Africaans (af) 41942 54591376 7848343 446 190 476
Amharic (am) 2929 4066547 713146 81 24 79

Arabic (ar) 2611219 2281733767 357439206 20988 7447 4472
Egyptian Arabic (arz) 307873 242898738 35042567 341 111 534

Belarusian (be) 118570 146621963 17866988 939 251 915
Bulgarian (bg) 265511 349182870 48966887 4823 1507 1405

Bengali (bn) 27561 50031224 5839917 178 43 132
Chechen (ce) 439 562391 68339 17 10 38

Cherokee (chr) 59 78955 11556 6 1 6
Czech (cs) 646080 849184442 114027574 12370 4310 2383

Gernam (de) 5525478 7257565213 934707414 109890 59549 23767
Greek (el) 295937 396833046 53634195 5869 2199 1959

English (en) 22953734 28310105431 4357302494 618758 294826 93465
Spanish (es) 3164341 4130539248 629555918 73644 28496 17605
Persian (fa) 1146456 1207151742 204651153 20381 7182 2944

Fula (ff) 96 128576 17060 6 0 14
Finnish (fi) 239296 428914597 44023582 2794 1323 1936
French (fr) 6766096 8576232169 1272364513 85884 39282 20821

Gujarati (gu) 8988 10578958 1547331 311 118 240
Hausa (ha) 23437 33542354 5385245 259 40 118

Hebrew (he) 476210 617562793 97213800 13278 6599 2147
Hindi (hi) 90692 120210890 21155221 4046 1449 2434

Hungarian (hu) 568839 709201304 85380427 10610 4450 1973
Armenian (hy) 198688 268542332 32330669 4269 2183 749
Indonesian (id) 404223 503307831 64705169 11180 2725 2763

Icelandic (is) 33321 37953918 5241063 828 294 384
Italian (it) 2211421 2842813803 413914078 46727 19382 9623

Japanese (ja) 599453 580791400 42052366 21560 5107 2497
Javanese (jv) 20529 24534947 3135389 434 119 328

Georgian (ka) 110869 128682863 13990251 1539 455 442
Kazakh (kk) 82239 97437119 10856557 1767 328 463

Malagasy (mg) 17806 22237969 2777122 48 12 79
Macedonian (mk) 83544 109737982 15301346 1447 284 528

Malayalam (ml) 254186 407844848 34966538 1635 578 798
Marathi (mr) 34176 38964783 5104805 1072 333 528

Burmese (my) 25050 32277716 2346444 466 130 192
Mazanderani (mzn) 1867 2184441 358170 39 18 72

Dutch (nl) 1149502 1455471618 205590939 20481 8757 6257
Punjabi (pa) 26763 38065954 6661363 509 90 228

Polish (pl) 1658171 2269438656 291628512 29805 16031 4987
Portuguese (pt) 1861950 2200190604 329245240 35091 11217 7615

Russian (ru) 2475746 3243405352 410405284 49317 17319 12900
Simple English (simple) 1042 1648009 207574 79 19 166

Serbian (sr) 311606 379683724 51996543 5357 2121 1535
Sundanese (su) 10853 12784831 1631605 223 51 180

Swedish (sv) 654611 798513490 108859092 13227 5407 4015
Swahili (sw) 19860 24114993 3289445 601 131 281

Telugu (te) 106079 155946105 17814054 800 295 397
Thai (th) 228603 209536522 13635803 6014 1799 947

Tagalog (tl) 33436 42459061 6052162 590 175 525
Turkish (tr) 658897 950765875 109644757 12602 3709 2812

Tatar (tt) 23609 33501616 3961305 281 95 197
Ukrainian (uk) 883369 1149425314 143511866 15053 4414 5800

Urdu (ur) 53131 72645622 14204222 990 360 562
Uzbek (uz) 67241 101189529 11410171 2103 536 390

Vietnamese (vi) 381356 576413011 113053125 7706 2372 1333
Wu (wuu) 325 441370 29505 32 6 29

Yoruba (yo) 3157 3879056 666500 142 11 89
Chinese (zh) 113722 131874811 9352539 7070 2018 2762

Zulu (zu) 937 1334536 138028 51 8 57

All (60 languages) 60083121 74727560205 10794832477 1287054 568296 253373

Table 3: Statistics for all 60 languages included in MAC . ‘T.Chunks’ and ‘Contrib.’ refer to Text Chunks and Contributions,
respectively. In this table, we include data that comes from Wikipedia users with at least two contributions.
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Wiki Page Revision NS Time User Text

1 en Don Henrie 254495622 0 2008-11-27 Ursula
darling

“His first feature film appearance was in the
Aleister Crowley biopic Abbey ... performed
a trio of tasks that gave no scientific proof
to validate his condition and made extraordi-
nary claims about himself.”

2 en
Talk: Aua,
American
Samoa

332113525 1 2009-12-16 Tama.
falealili

“Who ever wrote this article is so irrespon-
sible ... Tuisamoa was also the founder of
the Manuá islands and was known as the Tu-
iManua, Tuifiti and Tuitoga.”

3 en Titledlive 152989039 2 2007-08-22 Titledlive
Hi, my name is Travis ... My professional
motto: to create intuitive design and motion
while remaining innovative and fresh.

4 en Talk:
Gamer9678 622240710 3 2014-08-21 Qed237

“Hi, exactly what edit of mine are you hav-
ing any problem with? ... There is no reason
for anyone to change that as it makes no
change to the visual part of page, only that
it is faster to build.”

Table 4: MAC examples. The examples are presented across the four distinct namespaces (NS). For clarity and accessibility, we
include only examples from the English Wikipedia to ensure that all readers can comprehend the textual content.

Parameter Value

Batch Size 64 (en - ru) / 32 (it - uk)
# Epochs 6
Learning Rate 5e-5

Table 5: Training hyperparameters for both SBERTAV and
SADIRI. We use different batch sizes for different languages
due to large differences in data size among them. Please see
Table 8 for the order of the languages.

Parameter Value

k1 1.5
b 0.75
ϵ 0.25

Table 6: BM25 hyperparameters

Model Total Training Time (hr)

SBERTAV 5.48
SADIRI 12.82

Table 7: Training times for SBERTAV and SADIRI on a
single NVIDIA A40-48GB. The numbers are sums across the
10 languages used in the experiments. Please see Table 8 for
the full list.
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Figure 5: Authors overlap network in MAC . Each node is a Wikipedia project (i.e., language). Weighted edges are assigned
according to the authors’ overlap between node pairs. The most popular languages in Wikipeida are the most central nodes in the
network. Closely related languages are likely to have a tight connection in the network. Node colors are based on the language
family, which is detailed in the figure legend. The network was rendered using the Fruchterman-Reingold layout.

Language
Training Test

Training Validation Domain 0 Domain 1 Domain 2 Domain 3 Cross-domain

English (en) 152,569 21,680 43,671 6,708 2,241 3,761 32,916
German (de) 31,326 4,431 9,029 1,659 219 579 6,915
French (fr) 24,512 3,385 6,936 482 299 407 3,743
Spanish (es) 21,490 3,021 6,074 293 92 404 2,602
Russian (ru) 20,234 2,916 5,738 284 42 218 1,731
Italian (it) 14,970 2,164 4,192 207 91 391 1,907
Portuguese (pt) 11,874 1,728 3,425 77 64 181 994
Polish (pl) 9,255 1,342 2,580 69 302 137 1,822
Dutch (nl) 7,118 1,029 2,027 79 18 102 825
Ukrainian (uk) 6,446 940 1,884 27 23 37 377

Table 8: The number of text pairs (authors) for training, validation, and single-language test sets.
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Figure 6: The Success@1 scores for out-of-language generalization for the top ten languages. The scores highlighted in the
orange boxes are the in-language scores for which the models are trained and evaluated in the same language. Boxes in this
figure are auto-shaded such that darkness correlates with Success scores across the entire table.
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Figure 7: Success@1 scores for the two baseline models. The scores for RQ2 are the averages across only unseen evaluation
languages, and the scores for RQ3 are the averages across only unseen domains (domains 1 to 3). Neither baseline model is
trained on MAC. The training language indicates the evaluation set in each column is the same as the evaluation set for the
fine-tuned models trained in that language.

Type Name License

Model paraphrase-multilingual-mpnet-base-v2 (278M) Apache-2.0
xlm-roberta-base (278M) MIT

Library

Gensim LGPL-2.1
Transformers Apache-2.0
Sentence Transformers Apache-2.0
SADIRI N/A
mwparserfromhell MIT
wikitextparser GPL-3.0
pycld2 Apache-2.0

Table 9: Existing artifacts used in this work as well as their corresponding licenses. The number of parameters for
each model is provided in parentheses following the model name. The link to the documentation or the official
website of each artifact is provided through the hyperlink embedded in the model name. For more details on
SADIRI, please refer to the original work (Fincke and Boschee, 2024).
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Figure 8: Success@1 scores for the two fine-tuned models. The scores for RQ2 are the averages across only unseen evaluation
languages, and the scores for RQ3 are the averages across only unseen domains (domains 1 to 3).
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Figure 9: The Success@8 scores for out-of-language generalization for the top ten languages. The scores highlighted in the
orange boxes are the in-language scores for which the models are trained and evaluated in the same language. Boxes in this
figure are auto-shaded such that darkness correlates with Success scores across the entire table.
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Figure 10: Success@8 scores for the two baseline models. The scores for RQ2 are the averages across only unseen evaluation
languages, and the scores for RQ3 are the averages across only unseen domains (domains 1 to 3). Neither baseline model is
trained on MAC. The training language indicates the evaluation set in each column is the same as the evaluation set for the
fine-tuned models trained in that language.
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Figure 11: Success@8 scores for the two fine-tuned models. The scores for RQ2 are the averages across only unseen evaluation
languages, and the scores for RQ3 are the averages across only unseen domains (domains 1 to 3).
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