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Detecting Out-of-Distribution Corpora Using GradNormIR
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Abstract

Dense retrievers encode texts into embed-
dings to efficiently retrieve relevant docu-
ments from large databases in response to user
queries. However, real-world corpora continu-
ally evolve, leading to a shift from the original
training distribution of the retriever. Without
timely updates or retraining, indexing newly
emerging documents can degrade retrieval per-
formance for future queries. Thus, identifying
when a dense retriever requires an update is
critical for maintaining robust retrieval systems.
In this paper, we propose a novel task of pre-
dicting whether a corpus is out-of-distribution
(OOD) relative to a dense retriever before in-
dexing. Addressing this task allows us to proac-
tively manage retriever updates, preventing po-
tential retrieval failures. We introduce Grad-
NormlIR, an unsupervised approach that lever-
ages gradient norms to detect OOD corpora
effectively. Experiments on the BEIR bench-
mark demonstrate that GradNormIR enables
timely updates of dense retrievers in evolving
document collections, significantly enhancing
retrieval robustness and efficiency.

1 Introduction

With the exponential growth of digital content, in-
formation retrieval (IR) systems have become es-
sential for delivering relevant information from
massive document repositories (Bajaj et al., 2016;
Kwiatkowski et al., 2019). Unlike traditional sparse
retrieval methods (Robertson et al., 2009; Ramos
et al., 2003) that rely heavily on lexical overlap,
dense retrievers (Karpukhin et al., 2020; Izacard
et al., 2022) utilize semantic embeddings to bet-
ter understand query intent and retrieve documents
with similar conceptual meanings, thus overcom-
ing the constraints of exact term matching. Con-
sequently, dense retrievers have gained significant
attention in tasks demanding high semantic pre-
cision, such as question answering and personal-
ized search. During training, these dense retrievers
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Figure 1: Motivation. In evolving corpora, indexing
documents that dense retrievers fail to generalize to
can severely degrade retrieval performance. Therefore,
proactively detecting OOD corpora prior to indexing,
without relying on available queries, is essential for
maintaining retrieval effectiveness. To address this, we
propose GradNormlIR, an unsupervised method lever-
aging gradient norms to identify such OOD corpora.

are optimized to enhance embedding similarity be-
tween queries and relevant passages while reduc-
ing similarity for irrelevant ones (Karpukhin et al.,
2020; Izacard et al., 2022). Document embeddings
are then precomputed and stored during indexing,
enabling rapid retrieval during inference by iden-
tifying documents most similar to the test query
embeddings.

In the real world, corpora evolve rapidly due
to technological advancements, societal changes,
and emerging trends. This continuous evolution
poses a substantial challenge for dense retrievers
(Chen et al., 2023), which often struggle to gener-
alize effectively to unseen documents in zero-shot
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scenarios (Chen et al., 2022). The problem is par-
ticularly critical in retrieval-augmented generation
(RAG) systems (Lewis et al., 2020), where retriever
performance directly impacts downstream tasks
(Petroni et al.; Li et al., 2023a; Ko et al., 2024; Kim
et al., 2024). For instance, consider the scenario
illustrated in Figure. 1: when a new corpus about
Google’s quantum computing chip, Willow, is intro-
duced, a dense retriever trained on existing content,
such as the song Willow by Taylor Swift, may erro-
neously retrieve irrelevant documents. A query like
"Tell me how the Willow works!" could mistakenly
return information about the song Willow instead
of the quantum chip. Anticipating when a retriever
might fail due to such distributional shifts is cru-
cial. Also, proactively identifying when to update
the retriever ensures robustness and accuracy in
dynamically evolving document streams.

This challenge closely relates to the OOD gen-
eralization problem. Several approaches in infor-
mation retrieval (IR) aim to improve a retriever’s
performance on queries or documents significantly
different from those encountered during training
(Izacard et al., 2022; Wang et al., 2021; Chen et al.,
2022; Yu et al., 2022; Kasela et al., 2024; Besta
et al., 2024; Chen et al., 2023). One prominent
approach utilizes a mixture-of-experts framework,
employing a gating mechanism to select the most
suitable expert retriever for each test query (Kasela
et al., 2024; Lee et al., 2024). However, these meth-
ods depend heavily on predefined expert retrievers
trained offline with explicit domain knowledge and
established domain boundaries, making them less
flexible for dynamically evolving corpora. Deter-
mining the appropriate timing to introduce new
experts for emerging content remains challenging.

To address this challenge, we introduce a novel
practical task of predicting OOD corpora before
indexing for a given dense retriever. Identifying
OQOD corpora in advance signals when retriever
updates are needed. By detecting such corpora be-
fore indexing, we can proactively select a more
suitable dense retriever or promptly update the cur-
rent one, safeguarding inference-time performance.
To achieve this, we propose GradNormlIR, an un-
supervised method designed to detect OOD docu-
ments within a corpus without relying on queries.
Inspired by successful applications in image clas-
sification, where gradient norms effectively detect
OOD images and estimate test-time accuracy with-
out labeled data (Huang et al., 2021; Xie et al.,
2024), GradNormlIR leverages gradient norms from

the contrastive loss to evaluate a retriever’s general-
izability on a given corpus. Specifically, we intro-
duce novel sampling strategies to effectively assign
positive and negative instances for computing the
contrastive loss.

We assess our method on the BEIR bench-
mark, which encompasses multiple diverse datasets
across various domains. Firstly, we demonstrate
that GradNormlIR effectively detects OOD doc-
uments likely to cause retrieval failures. Subse-
quently, we show that GradNormIR can select the
most suitable retriever using only the corpus, with-
out queries. Finally, we simulate evolving corpora
using BEIR by sequentially introducing datasets
following Ge et al. (2023), and demonstrate how
GradNormIR enables efficient retriever updates
while maintaining performance. Our experiments
validate both the importance of OOD detection for
retrieval systems and GradNormIR’s efficacy in
adapting to evolving corpora.

In summary, our contributions are as follows:

1. We introduce a novel task of predicting OOD
corpora before indexing, facilitating efficient
and effective retriever updates in evolving cor-
pora.

2. We propose GradNormlIR, an unsupervised
method that leverages gradient norms and
novel sampling strategies to detect OOD doc-
uments and predict OOD corpora.

3. On the BEIR benchmark, we demonstrate
both the necessity of the proposed task for
a robust retrieval system and the effectiveness
of GradNormlIR via three practical use cases.

2 Related Work

Information Retrieval. Recent advancements in
text embeddings have significantly transformed
the field of IR, particularly with the emergence of
dense retrievers. The success of these models has
primarily been driven by the availability of large-
scale training datasets, including NQ (Kwiatkowski
et al., 2019), MS-MARCO (Bajaj et al., 2016), Hot-
potQA (Yang et al., 2018), and NLI (Gao et al.,
2021). A notable example is DPR (Karpukhin
et al., 2020), which employs a dual-encoder ar-
chitecture for open-domain question-answering, in-
dependently embedding queries and passages.
Unsupervised approaches have also garnered at-
tention for their ability to enhance the general-
ization of dense retrievers. Contriever (Izacard
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et al., 2022) enlarges pre-training data using un-
supervised data augmentation techniques for con-
trastive learning. Similarly, ES (Wang et al., 2022)
leverages weak supervision to create a large-scale
dataset, CCPairs, filtered by consistency criteria.
Recently, hybrid methods like BGE-M3 (Chen
et al., 2024) have integrated dense, sparse, and
multi-vector retrieval strategies via self-knowledge
distillation, further advancing retrieval effective-
ness.

OOD Robustness. In IR, OOD robustness
refers to a model’s capacity to maintain retrieval
effectiveness when exposed to documents that de-
viate significantly from its training distribution.
A prominent benchmark to evaluate this robust-
ness is BEIR (Thakur et al., 2021), which encom-
passes diverse retrieval tasks across multiple do-
mains. Using BEIR, Chen et al. (2022) demon-
strated that dense retrievers often underperform on
OOD datasets compared to traditional lexical re-
trievers like BM25. In response, they proposed
a hybrid model combining dense and sparse re-
trieval, achieving robust performance in zero-shot
scenarios. Similarly, Yu et al. (2022) showed that
distribution shifts lead to a substantial decline in
zero-shot accuracy of dense retrievers.

Various strategies have been proposed to im-
prove OOD performance on unseen documents.
Data augmentation has yielded promising results
(Wang et al., 2021; Izacard et al., 2022). Architec-
tural adaptations have also been explored; mixture-
of-experts frameworks (Kasela et al., 2024; Lee
et al., 2024) and multi-head RAG models (Besta
et al., 2024) adjust retrieval strategies based on
domain characteristics. Moreover, Khramtsova
et al. (2023) investigated zero-shot retrieval meth-
ods for selecting the most suitable retriever, while
Khramtsova et al. (2024) proposed leveraging
LLM-generated pseudo-queries to rank dense re-
trievers. Other studies (Cai et al., 2023; Chen et al.,
2023) have adopted continual learning methods to
handle dynamic corpora without forgetting previ-
ously acquired knowledge. For instance, memory-
based approaches (Cai et al., 2023) maintain back-
ward compatibility with existing document embed-
dings, and incremental indexing strategies (Chen
et al., 2023) dynamically update document indices
in generative retrievers to accommodate new infor-
mation.

Despite these advancements, few studies have ex-
plicitly examined how to identify OOD documents
from the perspective of dense retrievers. Layer-

wise score aggregation methods, such as those pro-
posed by Darrin et al. (2024), combine anomaly
scores from each encoder layer to provide more ac-
curate detection. However, this approach is primar-
ily tailored to text classification tasks, whereas our
work explicitly addresses evaluating the generaliz-
ability of dense retriever models across evolving
document corpora.

3 Problem Statement

3.1 OOD Robustness in IR

OOD robustness refers to the ability of a model to
maintain effective performance when encountering
data distributions different from the training dis-
tribution. Following Liu et al. (2024), we define
OOD robustness in IR formally as:

[ Rar(fo; Deests K) — R (fo; Drests K)| < 6,
where Dn‘aim Dtest ~ g7 ’btest ~ g (1)

Here, fy is a dense retriever trained on the train-
ing set Dyain drawn from the original distribution G.
R (fg; D, K) denotes the retrieval performance
metric (e.g., Recall@K) for the top-K retrieved
results by fy, and ¢ represents an acceptable er-
ror margin. The test set Dieg is drawn from the
original distribution G, while the new test set @test
originates from a distinct distribution G. A retriever
fo satisfying Eq. (1) is considered d-robust against
OOD data under metric M.

3.2 OOD Document

Based on the OOD robustness, we first define an
ideal criterion for identifying an OOD document,
assuming the availability of queries for evaluation.
Given a relevant query-document pair (g, d) with
d € C, a document d is considered OOD if the
retriever fy fails to retrieve d within the top-K
results:

00D(d; fg,q,C) = 1[d ¢ fo(q,C)], (2)

where 1 is an indicator function. This definition di-
rectly reflects the retriever’s inability to generalize
to the document d.

In practice, however, queries are often unavail-
able when a corpus is introduced. Thus, our pro-
posed method M (see Section 4), named Grad-
NormlIR, predicts such OOD documents proac-
tively in an unsupervised manner, without rely-
ing on labeled query-document pairs. The labeled
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query-document pairs are used only for evaluating
the effectiveness of our unsupervised predictions.

3.3 O0OD Corpus

Based on the predicted OOD documents, we aim to
determine whether a given corpus C itself is OOD
for the retriever fy. The likelihood of C being OOD
can be quantified by the proportion of predicted
OOD documents it contains:

3)

A corpus C is classified as OOD if the ratio r(C)

exceeds a predefined threshold ~. This criterion

enables proactive detection of corpus-level distri-

butional shifts, facilitating timely retriever updates
to maintain retrieval effectiveness.

4 Approach

We first review prior work leveraging gradient
norms in image classification. We then introduce
GradNormlIR, an unsupervised method to proac-
tively detect OOD documents and consequently
identify OOD corpora.

4.1 Preliminary of Gradient Norm

Previous studies utilize the gradient norm as an indi-
cator of model performance and uncertainty in im-
age classification. GradNorm (Huang et al., 2021)
estimates uncertainty by computing the gradient
norm derived from the KL divergence between the
softmax output and a uniform distribution, iden-
tifying smaller gradient norms with higher uncer-
tainty (OOD images). GDScore (Xie et al., 2024)
estimates test-time accuracy in an unsupervised
manner by pseudo-labeling the input, computing
cross-entropy loss, and measuring the gradient vec-
tor norm of the final layer.

Unlike these methods, our work applies gradient
norms in information retrieval (IR) to proactively
detect OOD documents by employing novel sam-
pling strategies to compute the gradient norm of
contrastive loss.

4.2 GradNormIR

We use the gradient norm to detect OOD docu-
ments in a corpus. To get the gradient norm, we
need to calculate the loss. Dense retrievers are

with C = {d € C | M(d; f5,C) = 1}.

Document Query Positive Sampling Hard Negative Sampling
Dropout
d =[0.1,04,02,..,0.7] —>

Index

—-> N N—7 > N N
Bl ., Bgb«
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Figure 2: Dropout for the document query representa-
tion along with positive and hard negative sampling.

usually trained with InfoNCE loss, defined as
es(a.d™)/T

g )
es(@dt)/m 4 Zf:l esla,d;)/T

LinfoncE = — 1o

where s(q,d) = cos(fy(q), fo(d)) is the cosine
similarity between query ¢ and document d. fy(-)
is the last hidden layer’s output, and 7 is a temper-
ature parameter.

When a new corpus C is given, user queries are
not yet available, making it challenging to com-
pute the gradients. Therefore, we consider each
document d as a query and assign pseudo-labels of
positives and negatives to other documents C \ {d}
that are relevant or irrelevant with d, respectively.
Instead of using external trained models for such
labeling, we obtain pseudo-labels directly from the
retriever’s own internal similarity scores.

Query Representation with Dropout. As dis-
cussed, every d is regarded as a document query.
To better reflect the retriever’s generalizability in
the gradient norm, we introduce perturbations to
the representation of d. Following Jeong et al.
(2022), we apply stochastic dropout to randomly
mask some parts of d’s representation fy(d). If
fo(d) generalizes well to d, masking some tokens
in its embedding has little impact on selecting its
positive and negative samples. Otherwise, if the
retriever poorly generalizes to document d, such
masking induces significant shifts in the embedding
space, causing incorrect positive and negative sam-
ple selections, and thereby yielding larger gradient
norms.

Specifically, we first encode the document query
with the last hidden state h = fy(d). We then
randomly mask the hidden state; the mask m is
sampled from a Bernoulli distribution:

h' = h ® m, where m ~ Bernoulli(p),

where ® denotes element-wise multiplication. Fi-
nally, we obtain the perturbed document query d’
by applying pooling on /'

Positive and Negative Sampling. To effectively
compute the gradient norm without actual queries,

25980



we introduce an internal pseudo-labeling approach
inspired by (Xie et al., 2024). The overall process
is illustrated in Figure 2. Specifically, given a per-
turbed document query representation d’, we first
retrieve the top-k nearest documents from C \ {d}
using k-nearest neighbors (k-NN). These docu-
ments form the positive candidate pool DV (d),
assuming that documents with higher similarity
scores are likely to be relevant.

From this positive pool, we further select the top-
p most similar documents {d; ... ,d;}'} as posi-
tives for computing the loss, ensuring precise es-
timation of the retriever’s generalizability. The
negative pool D~ (d) comprises the remaining doc-
uments, assumed to be irrelevant or less relevant to
d.

For negative samples, previous work (Zhan
et al., 2021) has demonstrated that using hard nega-
tives—documents similar to positives but irrelevant
to the query—improves model sensitivity and per-
formance. Therefore, we adopt a hard negative
sampling strategy: for each positive df, we select
its top-n nearest documents {d;,...,d; } from
the negative pool D~ (d). These hard negatives
increase gradient sensitivity, enabling effective de-
tection of documents for which the retriever gener-
alizes poorly.

Gradient Norm. We compute the gradient norm
of d based on the InfoNCE loss gradients with
respect to the retriever parameters 6:

es(d,d?)/T
VLy=—Vylog

eS(d,d:_)/T + 2?21 es(d’d;j)/T’

where d; is a positive sample and d;; € D™ (d)
are the corresponding hard negatives. The gradi-
ent norm measures the sensitivity of the retriever
parameters to these samples.

Finally, the average gradient norm across all pos-
itive samples {d }!_, is

12
GradNormIR = — VoLll2, 4)
) > IVeLll2

=1

where ||-||2 denotes the L£o-norm. This average
gradient norm serves as a measure of the retriever’s
generalizability on d € C. A higher value indicates
a greater sensitivity and potentially less stability
when adapting to d.

Predicting OOD Documents. We classify doc-
ument d as OOD if its gradient norm exceeds a
threshold derived from the median gradient norm

of known in-domain documents. The median pro-
vides robustness against outliers, ensuring reliable
and stable OOD detection (Leys et al., 2013). We
describe threshold selection as well as other hyper-
parameters in Sec 5.1.

5 Experiments

We conduct three sets of experiments to evaluate
our approach. First, Next, we verify that Grad-
NormIR’s OOD detection is effective for selecting
the most suitable retriever. Next, we make sure that
GradNormIR’s OOD detection is useful in select-
ing the most suitable retriever, even without any
queries. Finally, in evolving corpora, we demon-
strate that GradNormIR enables efficient contin-
uous retriever updates by selectively retraining it
only on the predicted OOD corpus. We also present
an ablation study for several hyperparameters in
Appendix C.

5.1 Experimental Setup

Dense Retrievers. We evaluate several state-of-the-
art dense retriever models, including BGE (Xiao
et al., 2023), Contriever (Izacard et al., 2022), E5
(Wang et al., 2024), and GTE (Li et al., 2023b).

Dataset. The BEIR benchmark (Thakur et al.,
2021) provides a diverse collection of datasets
for evaluating retriever models across multiple do-
mains. From the 19 available datasets, we exclude
those used for fine-tuning the tested retrievers (e.g.,
MSMARCO, Natural Questions, FEVER, Hot-
potQA, CQADupStack), as well as those that are
no longer accessible (e.g., TREC-News, Robust04,
Signal-1M, BioASQ), following Khramtsova et al.
(2023). This leaves us with 10 datasets for evalua-
tion. Each dataset consists of a document corpus
and query-document pairs. In our experiment, we
define the corpus C as the set of documents with
at least one annotated relevant query, ensuring a
quantitative evaluation.

Baselines. We compare our method with three
baselines: (i) Layerwise (Izacard et al., 2022): un-
supervised textual OOD detection via layerwise
anomaly scores (e.g., negative cosine similarity),
(i) IPQ (Chen et al., 2023): incremental produc-
tion quantization with clustering, and (iii) Gen-
Query (Khramtsova et al., 2024): zero-shot rank-
ing using pseudo-questions generated by large lan-
guage models. Implementation details for each
baseline are provided within each respective exper-
iment.
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Retriever Documents ArguAna C-FEVER DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact COVID  Touché \ Avg (})
All 99.68 79.96 59.67 8025 2139  99.68 7233  99.76 1653 9845 | 7348
BGE 00D w/ Layerwise ~ 99.01 86.14 4548 7973 2235 99.78  61.95 100.0 1534 9333 70.31
00D w/ IPQ 100.0 74.65 5502 81.75 19.11 1000 8224  99.72 15.60 1000 | 72.81
00D w/ GenQuery ~ 100.0 86.87 7548 7970 2142 9896  62.13 100.0 1597 9740 | 73.79
00D w/ Ours 99.01 61.14 3149  79.16 1836  99.71 56.97 1000 1522  89.19 | 65.03
All 96.79 72.40 56.76  59.83 18.66  98.83 5526 98.25 9.14 96.14 | 66.06
Contri 00D w/ Layerwise ~ 93.83 68.67 49.14  56.61 17.85 99.10 5175 9836 8.26 9534 | 63.89
Ontriever  5op w/ IPQ 93.83 69.11 48.37 57.72 18.11 99.17 5139  98.70 8.25 94.04 63.87
00D w/ GenQuery ~ 90.12 7223 6587  54.99 18.53 9728 5117  98.65 7.45 93.33 64.96
00D w/ Ours 91.36 63.92 4063 5612  17.11 98.75  50.64  97.78 8.09 90.17 | 61.46
All 99.68 76.42 5556 74.85 18.03 99.67 6149  98.49 15.81 9775 | 70.00
Es 00D w/ Layerwise  100.0 75.46 47.01 74.38 19.04 9965 5553  98.43 1596  97.81 68.33
00D w/ IPQ 98.91 75.96 4954 7461 18.01 99.83 58.57  98.45 1568  97.24 | 68.68
00D w/ GenQuery ~ 98.91 80.15 69.33 7441 1854  99.51 5805  98.53 1579  98.03 71.13
00D w/ Ours 99.45 69.19 2974 7447 1702 99.68 5550  98.56 1585 9643 | 65.59
All 99.68 80.37 60.85 7576 2248 9957 7266  99.52 17.53 99.25 | 73.55
GTE 00D w/ Layerwise  100.0 82.81 56.66  76.17 2148  99.87 66.14  99.47 1498 9982 | 71.74
00D w/ IPQ 100.0 84.59 6626 7527 19.82  99.83 6845 9950  14.81 99.82 | 72.84
00D w/ GenQuery  100.0 84.20 76.80 7058  21.33 98.71 6595  99.73 16.16  99.63 73.31
00D w/ Ours 93.75 70.83 5124 71.02 1922 9960  65.22 100.0 1656  98.72 | 68.62

Table 1: Comparison of OOD document detection across different retriever models on the BEIR benchmark. A
lower Document Retrieval Rate value, defined in Eq.(5), indicates more accurate OOD detection.

Hyperparameters. To calculate the gradient
norm for each document d, we set the dropout rate
to 0.02 and the number of positives (p) to 8. We
use four negative samples (n) to reduce the com-
putational cost. For OOD detection, we use the
average gradient norm of 3,000 in-domain Natural
Questions (NQ) documents (Kwiatkowski et al.,
2019) as the reference threshold, since all test re-
trievers are already trained on NQ. Documents with
gradient norms exceeding this average are classi-
fied as OOD. We set the OOD corpus prediction
threshold () to 0.5. We determine this value em-
pirically based on preliminary experiments. We
conduct an extensive ablation study as described
in Appendix C, exhibiting the robustness of our
approach.

5.2 Detection of OOD Documents

This task aims to detect OOD documents from a
new document corpus C. Our method selects OOD
documents where GradNormlIR exceeds the thresh-
old as described in Section 5.1. For other baselines,
we rank the documents in descending order by their
OOD scores as described below, and then select
the same number of top-ranked documents as Grad-
NormlR for fairness. Finally, we compare these
detected OOD documents using their retrieval rate
using query-document pairs in the dataset.
Evaluation Metric. To evaluate the OOD docu-
ment detection, we use the document retrieval rate
(DRR). As described in Section 3, the effectiveness
of an approach can be measured by how poorly
detected OOD documents are retrieved by relevant
queries. For each dataset, we organize annotations

as {di, Qq,}Y,, where Qg represents the set of
relevant queries for each document d;. DRR is
then calculated as

Zdiec qu_ede ]l{di € D+(Qdi)}

DRR = L )
2diec |Qu;]

)
where 1 is an indicator function that returns 1 if d;
appears in the top-k retrieval results D (g4, ) (with
k = 100), and O otherwise. Lower DRR values
indicate that the identified OOD documents are
indeed retrieved less frequently, validating effective
OOD detection.

Implementations of Baselines. For each base-
line, we first compute the OOD score of each docu-
ment d as follows: (i) Layerwise: we compute the
negative cosine similarity between latent vectors of
d and in-domain documents across all layers and
aggregate them to produce a final OOD score for
d. (ii) IPQ creates quantization codebooks from C
to get centroids. We quantize all representations to
generate centroids and use the average Euclidean
distance between the quantized representation and
the centroids as the OOD score of d. (iii) Gen-
Query: we generate a pseudo-question ¢ for d
using Llama3.1-8B. We then use the rank of d in
the retrieval results of ¢ as the OOD score.

5.2.1 Results

Table 1 presents the results of OOD document
detection across 10 datasets of the BEIR bench-
mark. Our GradNormlIR consistently outperforms
the baselines, achieving the lowest average DRR on
all tested retrievers. Notably, GradNormlIR substan-
tially reduces DRR on DBPedia-Entity and Scidocs,
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Method ArguAna C-FEVER DBPedia FiQA NFCorpus Quora Scidocs SciFact COVID Touché
Layerwise 99.36 79.14 85.45 77.25 28.88 99.97 59.06 98.39 18.53 97.16
IPQ 99.00 79.14 85.45 77.25 28.88 99.97 59.06 98.39 18.53 97.16
GenQuery 99.00 79.14 85.45 77.25 28.88 99.97 59.06 98.15 18.53 97.16
Ours 99.36 82.55 89.73 78.51 35.73 99.97 69.63 99.73 21.52 98.40
Oracle 99.43 82.92 89.73 83.25 35.73 99.97 69.98 99.73 21.52 99.23

Table 2: Results of zero-shot retriever selection in terms of Recall@ 100 scores of the retriever selected by each
OOD method. The oracle is the upper bound, indicating the performance of the actual best retriever per dataset.

achieving reductions of 28.18 and 15.36, respec-
tively, for BGE.

In the baselines, the detected OOD documents
often show unexpectedly higher retrieval rates
than the average DRR of all documents, indicat-
ing wrong detection. For instance, GenQuery in
DBPedia-Entity shows significant increases across
all retrievers, although it achieves the best perfor-
mance on Quora for Contriever, E5, and GTE. Also,
in Climate-FEVER, GenQuery increases for BGE,
ES, and GTE. This may be because these docu-
ments are also out-of-domain to the LLM. Typi-
cally, IPQ and Layerwise baselines show the low-
est DRRs in some cases, but their performance
fluctuates up and down, indicating low robustness.

Overall, GradNormlIR consistently shows lower
document retrieval rates for detected OOD docu-
ments, demonstrating that it accurately identifies
OOD documents across datasets. We further evalu-
ate the OOD documents ratio, (C) in Section 3 in
the following experiments.

5.3 Best Retriever Selection

This task predicts the most suitable dense retriever
from a set of retrievers given a corpus C, i.e., it se-
lects the retriever with the highest generalizability
for the given C using the OOD detection method.
This task shows that our approach is helpful for
selecting not only when the retrievers are updated,
but also which one is the best in the stream of cor-
pora.

Setup. We select one of four retrievers (as de-
scribed in Section 5.1), choosing the one that has
the lowest OOD document ratio, (C). Specifi-
cally, given a test dataset including C and query-
document pairs, we calculate 7(C) for each re-
triever. Next, we select the retriever with the lowest
r(C). Then, we evaluate the selected retriever on
the query-document pairs. For each dataset, we
report the Recall @ 100 performance of the retriever
selected by each baseline.

Implementations of Baselines. To calculate
r(C), we first compute the OOD score of the in-

domain NQ documents for each baseline in the
same way as in Section 5.2. Then, we calculate the
ratio of documents with an OOD score greater than
the median. In this way, we can compute r(C) of
each baseline.

5.3.1 Results

Table 2 presents the Recall @100 performance of
the selected retriever by each baseline. The oracle
row shows the performance of the actual optimal
retriever on each dataset. The retriever chosen by
GradNormIR consistently achieves the highest per-
formance across datasets. While GradNormIR does
not always select the top-performing retriever (e.g.,
BGE for ArguAna, GTE for FiQA), it consistently
identifies the second-best retriever, indicating ro-
bust generalizability estimation. These results show
that GradNormlR is highly effective in selecting
the most appropriate retriever based solely on the
given document corpus, even before any queries
are introduced.

5.4 Continual Updates

The goal of this task is to update the retriever only
when an OOD corpus is given, balancing perfor-
mance stability and computational cost in evolving
corpora.

Setup. We simulate the sequential streaming
of a corpus using datasets of the BEIR coming in
alphabetical order. This experimental setup mirrors
approaches in continual learning research, such as
the (Ge et al., 2023), which sequentially combines
several heterogeneous image classification datasets
to evaluate models’ abilities to adapt to diverse
and evolving tasks. Specifically, in session 57, the
Arguana corpus is given, in session S, the Climate-
FEVER corpus is given, and so on. We continually
update Contriever using RecAdam optimizer (Chen
et al., 2020), widely employed to mitigate the lan-
guage model’s catastrophic forgetting. In session
S, we update the current retriever with a given cor-
pus. We then build a retrieval index using corpus
from S to S;. Finally, we evaluate the retriever
with queries from Sy to S;. For training details,

25983



100 e e 2
e Q i .
a
. 95 A
X e * ®
= g
& 90 R e
g) @ Q -
s i
o A 1
oo 85 X
Z Zero-shot -a-Layerwise
a-1PQ a-GenQuery
o—Naive e Ours
80
St 5% S35 Sa S5 S S S So Sio
Session

Figure 3: Average of Recall@100 across 57 to Sy with
respect to the upper bound for each dataset using a
single-trained retriever. Although the trend decreases
due to the expanding document corpus over sessions,
performance remains robust with continual updates.

please refer to Appendix A.

Implementations of Baselines. We test three
types of baselines: (i) Zero-shot: the retriever re-
mains fixed with no further updates. (ii) Selective:
the retriever is updated only when a newly given
corpus is determined as an OOD corpus. (iii) Naive:
the retriever is updated whenever a new corpus is
given, common in continual learning. For selective
retraining, in each session S, we decide whether
to update the retriever and use the most recently up-
dated retriever to build an index using corpus from
S1 to S;. We evaluate different update strategies
from the four baselines. In GradNormIR, we up-
date the retriever when a corpus is OOD, in total N
times (N = 6). For the other retraining methods,
the retriever undergoes the same N updates with
the corpora of the highest OOD ratios for fairness.

Metrics. We compute the average Recall @100
in each session S;, computed as the mean Re-
call@100 of the datasets from S; to S;. We report
the relative performance with respect to an upper
bound per dataset, since each dataset has differ-
ent levels of difficulty. The upper bound of each
dataset is the Recall@100 value of the retriever
fine-tuned only with the dataset.

5.4.1 Results

Figure 3 illustrates the retrieval results of different
continual update strategies over the sessions. Over-
all, performance degrades as the sessions progress.
This occurs because as the number of documents
increases, the corpus expands, making it more dif-
ficult to retrieve the correct documents. Thus, the
performance of the Zero-shot baseline quite drops
to around 80. However, with continual updates, the

Hard Neg  Dropout DRR (1)
BGE Cont ES GTE
v 67.68 64.19 67.45 68.07
v 65.79 62.41 65.58 70.75
v v 65.03 61.46 65.59 68.62

Table 3: Ablation study on the impact of dropout for
document queries and the use of hard negatives.

other baselines maintain stable performance around
90, preventing catastrophic forgetting.

Initially, GradNormIR exhibits lower perfor-
mance in S1 and S, since the retriever is not up-
dated. Nonetheless, it does not show significant
degradation afterward, maintaining the retriever’s
accuracy by retraining in later sessions. Starting
from session Sg, GradNormlIR achieves the highest
average performance among all baselines. Notably,
in Sg, GradNormIR outperforms even the Naive
baseline, which retrains the retriever in every ses-
sion. This indicates that unnecessary continual
retraining can negatively impact retrieval perfor-
mance, highlighting the importance of selective
retraining. The performance gap persists until the
final session, demonstrating the efficiency and ef-
fectiveness of GradNormlIR’s selective retraining.

Conversely, all other selective baselines exhibit
lower performance than Naive baseline. For in-
stance, Layerwise displays robust performance in
the earlier sessions, but it shows persistent perfor-
mance degradation in later sessions since it is not
trained on the OOD corpus in Sy and Sg. This sug-
gests that selective retraining only with the OOD
corpus can ensure the maintenance of retriever per-
formance in evolving corpora.

5.5 Ablation Study

We evaluate the impact of the dropout and the use
of hard negatives. Table 3 displays the results of the
average DRR in OOD document detection. When
both dropout and hard negatives are applied, the
model achieves the best performance, particularly
for the BGE and Contriever. For ES, hard negatives
contribute to an increase in DRR, while dropout
also proves effective. Conversely, for GTE, hard
negatives enhance performance, whereas dropout
leads to performance degradation. This suggests
that the optimal setting may vary depending on
the chosen retriever. Nonetheless, even in these
two cases, both hard negatives and dropout yield
reasonable performance, indicating the robustness
of GradNormlIR to hyperparameter choices. Ad-
ditional ablation experiments are provided in Ap-
pendix C.
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6 Conclusion

We introduced the novel task of predicting an OOD
corpus for dense retrievers before indexing, ad-
dressing a critical challenge for maintaining robust
retrieval performance in dynamically evolving cor-
pora. To tackle this problem, we proposed Grad-
NormlIR, an unsupervised method leveraging gra-
dient norms of the contrastive loss to proactively
detect OOD documents. By employing novel sam-
pling strategies, including document-to-document
retrieval with carefully selected positive and hard
negative samples, GradNormIR can effectively pre-
dict whether a corpus might pose retrieval chal-
lenges even before query collection. Our method
enables timely selection of the most suitable re-
triever or updates to an existing retriever, thereby
ensuring robust performance in evolving document
environments.

An interesting direction for future research
would involve online OOD document detection,
where documents arrive continuously rather than
as a complete corpus. Such an extension could
enhance the practical applicability of retrievers in
real-time retrieval scenarios.

Limitations

While our work effectively demonstrates the impor-
tance and efficacy of proactively detecting OOD
documents and corpora, there are several limi-
tations that warrant consideration. First, Grad-
NormlIR operates solely at the document level with-
out considering potential future queries explicitly.
Consequently, retrieval performance may still de-
grade if unexpected queries significantly differ
from the assumed document representations. In-
corporating query-aware mechanisms could further
enhance robustness against such scenarios. Also,
our approach relies on document-to-document sim-
ilarity computations, which may pose scalability
challenges when applied to extremely large cor-
pora. In practical large-scale deployments, it might
be necessary to implement efficient indexing strate-
gies or divide corpora into smaller subsets for man-
ageable processing. We validate these strategies in
Appendix, so please refer to it.
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A Experiment Details

Models. In experiments, we use four dense retriev-
ers: BGE-large-en-v1.5, unsupervised Contriever,
multilingual ES large, and GTE-base. In hugging
face, the model names are BAAl/bge-large-en-v1.5,
facebook/contriever, intfloat/multilingual-e5-large,
and thenlper/gte-base, respectively.

GradNormIR. For contrastive loss temperature
7, we use 0.05 for all baselines but 0.01 for e5. The
probability distribution is skewed for ES, as noted
in hugging face; setting the temperature to 0.05
does not make the model compute contrastive loss
effectively.

For positive and negative sampling, we sample
8 positive samples (p) and four negatives (n) for
each positive. As sampling 4 negatives per positive
is traditional, we follow previous work.

For the dropout, we use 0.02, which means 2
percent of tokens are masked to zero. For the other
experimental setups, we follow the default values
of BAAI Flagembeddings'.

We conduct ablation studies on the impact of
the number of positive samples and dropout rate in
Section C.2.

GenQuery. We use Llama3.1 8B with Q4_0
quantization to generate pseudo queries with the
temperature set to 0.5 and the max_new_tokens
set to 256. Also, the prompt template is shown in
Figure 4.

IPQ. For production quantization, we set the
number of quantization groups as 8, which means
the last hidden state after pooling (e.g., 1024 di-
mensions) is divided into 8 groups (e.g., 128 di-
mensions for each group), and each is clustered
using KMeans. We set the number of clusters as
16, which means each 128-dimensional vector be-
comes an integer between 0 and 15.

Continual Updates. For the training dataset,
we use generated queries from the Hugging Face
BEIR repository to retrain the retriever, as orig-
inal test queries in the BEIR are used in the
evaluation. Using these queries, we perform su-
pervised fine-tuning. We set epoch to 4, gradi-
ent_accumulation_steps to 256, batch_size to 4,
learning_rate to 1e-04, Ir_scheduler to "Constant",
with multi-GPU (4 GPUs) parallelization.

"https://github.com/FlagOpen/FlagEmbedding

B Concerns Regarding Computational
Cost and Large Corpora

During the rebuttal period, anonymous reviewers
raised insightful and valid concerns regarding com-
putational efficiency and scalability. Here we ad-
dress these concerns in detail.

B.1 Computational Cost

Gradient computation concern. We emphasize
that our GradNormIR method remains practical
even for large-scale retriever models exceeding one
billion parameters. Specifically, we successfully ap-
plied GradNormlIR to the GTR-XL retriever model
(1.24B parameters) (Ni et al., 2021) and confirmed
gradient norm computations were feasible on a sin-
gle GPU with 48GB of memory. Furthermore, par-
allelizing computations across four GPUs allowed
us to process the entire Arguana corpus (approxi-
mately 1.4K documents) in roughly 20 minutes.

It is important to clarify that the computational
complexity of GradNormIR primarily depends on
the number of negative samples utilized in the In-
foNCE loss computation. Crucially, we observed
effective GradNorm computations with as few as
four negative samples, significantly fewer than the
typical 255 negatives per positive used during stan-
dard dense retriever training (e.g., Contriever train-
ing).

Runtime Cost Analysis. We conducted a de-
tailed runtime analysis of GradNormIR across dif-
ferent retriever models and varying corpus sizes
using four GPUs (24GB each) in parallel. The
runtime costs are summarized in Table 4.

For large corpora, computational costs can be
effectively reduced by randomly sampling docu-
ments or partitioning the corpus. To validate this,
we conducted additional experiments on large-scale
datasets (DBPedia, FiQA, Quora, and COVID) by
randomly sampling only 10% of the documents.
The results, shown in Table 5, indicate minimal
differences in document retrieval rates (DRR), con-
firming the practicality and scalability of Grad-
NormlIR through subset sampling.

C Ablation Study

We conduct additional ablation study of the impact
of (i) the number of documents randomly sampled
from the in-domain dataset and (ii) the number of
positives in Eq. (4) as well as dropout rate.
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Retriever (Size) Task Arguana (1.4K docs) Scidocs (4K docs) COVID (15K docs)
Retrieval 2m 3m 6m
Contriever (110M) Gradient norm computation 8m 40m 2h 30m
Total 10m 43m 2h 45m
Retrieval 3m Sm 25m
ES5 (560M) Gradient norm computation 12m 1h 3h 30m
Total 15m 1h 5m 3h 55m

Table 4: Runtime analysis for GradNormIR on different retrievers and corpus sizes.

Retriever Sampling DBPedia FiQA Quora COVID
BGE w/o Sampling 31.49 79.16  99.71 15.22
w/ Sampling 30.33 79.26  98.57 15.86
Contriever w/o Sampling ~ 40.63 56.12  98.75 8.09
w/ Sampling 39.89 52.69 99.41 9.33
E5 w/o Sampling 29.74 7447  99.68 15.85
w/ Sampling 29.78 75775  99.27 15.54
GTE w/o Sampling 51.24 71.02  99.60 16.56
w/ Sampling 53.87 70.20  99.20 16.10

Table 5: Comparison of Document Retrieval Rates
(DRR) with and without 10% sampling, demonstrat-
ing minimal impact on retrieval performance.

C.1 The Number of In-Domain Documents

Table 6 shows the results of DRR in predicting
OOD documents, where the number of documents
are determined by randomly selected 1,000 NQ
documents, while Table 7 shows the results when
2,000 NQ documents are used for in-domain docu-
ment samples. In both cases, our method show the
lowest average DDR results for all models, indi-
cating the robustness of GradNormIR in predicting
OOD documents. Also, the number of documents
detected as OOD are presented in Table 11. The
number of OOD documents are lowest in GTE,
as it can generalize to the datasets of the BEIR
benchmark.

C.2 The Number of Positives and Dropout
Rate

The DRR results for the number of positives from 1
to 16 are shown in Table 12. As the number of pos-
itives increases, the DRR generally decreases be-
cause more gradient norm values make the method
more robust. Additionally, when comparing the
cases with and without dropout, the decrease is
significantly higher as the number of positives in-
creases. This is because the lower-ranking positives
are more likely to be affected by dropout. How-
ever, when the dropout rate increases from 0.02
to 0.05, there are some cases where the filtered
documents show higher DRR values, especially

increasing 3.79 in an average of 16 samples for
ES5. This may be because excessive dropout can
deteriorate model performance.

D Relevance Gains via Filtering

To evaluate the impact of OOD documents, we also
conduct a document filtering experiment. Specifi-
cally, we remove OOD documents from the given
corpus C, thereby enhancing retrieval relevance.

Setup. For each dataset, we begin with an evalua-
tion set {(d;, Q;)}Y,. If d; is detected as an OOD
document, we remove it from the evaluation set,
meaning we no longer evaluate d; as a gold label
for its associated queries g; € ();. We then evaluate
the performance on the test queries {Q;}Y,. By
removing such OOD documents, we aim to exclude
irrelevant or misleading texts that could otherwise
confuse the retriever, thereby potentially improv-
ing retrieval performance. We measure retrieval
performance using Recall @100, following Izacard
et al. (2022).

Figure 5 presents the total sum of gains in Re-
call@100 across 10 datasets of the BEIR after
removing OOD documents. Our method, Grad-
NormlIR, demonstrates significant performance im-
provements across all retrievers. Specifically, it
achieves gains of 34.73, 62.24, 51.15, and 12.40
points for BGE, Contriever, ES, and GTE, respec-
tively. Even with GTE, where GradNormIR does
not yield the best results, the overall retrieval en-
hancement remains the highest with our method.

E Relation Between OOD Ratio and
Performance

Figure 6 shows the relationship between OOD doc-
ument ratio (C) and retriever performance. The
x-axis lists datasets in descending order of perfor-
mance based on Contriever’s (Izacard et al., 2022)
Recall@100. The y-axis represents the Non-OOD
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ratio (1 - 7(C)).

The graph’s descending trend indicates that 1 -
r(C) is proportional to retriever performance, as
datasets with higher retrieval performance show
greater Non-OOD ratios. GradNormlIR clearly
demonstrates this relationship, showing high Non-
OOD ratios for Quora, Arguana, and Touché, and
low ratios for FiQA, Scidocs, NFCorpus, and
COVID. While GenQuery also exhibits a descend-
ing trend, it shows minimal variation from Quora
to NFCorpus, making OOD corpus detection less
effective.

To predict OOD corpora, we set v to 0.5 based
on the average performance across all datasets.
With this threshold, we identify Scifact, Touch’e,
DBPedia, FiQA, Scidocs, NFCorpus, and COVID
as OOD corpora.

F Feasibility of GradNormIR

We aim to validate whether GradNormIR can iden-
tify the documents that are difficult for the the mod-
els to retrieve. To this end, we inspect if there
is a consistent relationship between the computed
gradient norm and the likelihood of a document
successfully retrieved by its associated queries.

Evaluation Metric. To evaluate the effective-
ness, we measure the document-to-query (d2q) as
the standard metric. In each dataset, annotations
are provided in the form of {¢;, Di}ﬁil, where q; is
a query and D; is the set of relevant documents. We
reorganize these annotations as {d;, Qi}f\il, where
@); represents the set of relevant queries for each
document d;. For a document to be considered ef-
fectively retrievable, it should be retrieved for all
its relevant queries.

To quantify this, we define the d2q recall as fol-
lows:
S e0, Hdi € D*(a)}

Qi 7

where T is an indicator function and D*(g;) rep-
resents the top-k retrieved documents (with k& =
100).

When the retriever model generalizes well for
a document d;, the d2q recall value will be high.
Additionally, if the retriever generalizes effectively
on d;, the gradient norm associated with d; will
be low, as the retriever does not need to make sub-
stantial updates based on the contrastive loss for d;.
Therefore, there should be an inverse relationship:
higher the d2q recall values correspond to lower
the gradient norms.

(6)

recallgpq =

Results. Figure 7 illustrates the relationship be-
tween GradNormlIR and d2q recall. We divide the
data points into quartiles based on GradNormIR
values, sorted in ascending order and labeled as
Q1, Q2, Q3, and Q4. The x-axis represents these
quartiles, while the y-axis shows the average d2q
recall for each group.

The results reveal a strong inverse correlation
between GradNormIR and retrieval performance.
As GradNormlIR values increase from Q1 to Q4,
d2q recall decreases. This indicates that higher
GradNormlIR values (Q4) are associated with doc-
uments that are more challenging for the retriever
to retrieve consistently. Conversely, lower Grad-
NormlIR values (Q1) correspond to higher recall,
indicating better retrieval performance. When d2q
recall approaches 1, such as Quora and SciFact,
this trend becomes less noticeable. This is likely
because the datasets have been trained on; nearly
all documents are well generalized and easily re-
trievable.
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Generate one Q&A pair based on a given context, where the context is understood
but NOT DIRECTLY VISIBLE to the person answering the question. The question
should cover the main focus of the full context.

Assume the person answering the question has common sense and is aware of the
details and key points in the sentence(s), but the sentence(s) itself is not
quoted or referenced directly.

Sentence(s) :

Use the following instructions for generating a Q&A pairs:

1) Provide one {question}{answer}

2) DON'T use phrases such as ‘according to the sentence(s)’ in your question.
3) DON'T use phrases in the context verbatim.

4) An answer should be an entity or entities.

5) Ensure the question can be answered without referring back to the document,
assuming domain knowledge.

6) Ensure the question includes enough context to be understood on its own.

7) The question should be general enough to be answerable by someone familiar
with the topic, not requiring specific details from the context.

8) If there is not enough information to generate a question, state 'Not enough
information to generate a question.

Be sure to follow the following format and provide a question and answer pair
within curly brackets.

The format is as follows: {Question}{Answer}
Figure 4: The prompt template to create pseudo queries using Llama3.1 8B in zero-shot. We prompt it to generate

a question along with a corresponding answer to ensure the question can be answered. We use only generated
question for evaluation.

Retriever  Documents ArguAna C-FEVER DBPedia FiQA  NFCorpus Quora  Scidocs SciFact COVID  Touché ‘ Avg (})
ALL 99.68 79.96 5067 8025 2139 9968 7233 9976 1653 9845 | 73.48
00D w/ GenQuery ~ 100.0 86.87 7548 79.7 2142 9896 6213 1000 1597 974 73.79
BGE 00D w/ Layerwise ~ 99.01 86.14 4548 7973 2235 9978 6195 1000 1534 9333 | 7031
00D w/ IPQ 100.0 74.65 5502 8175  19.11 1000 8224  99.72 15.6 1000 | 7281
00D w/ Ours 99.08 63.9 3257 7934 1878  99.74 58.3 1000 1543  89.87 65.7
ALL 96.79 72.40 5676  59.83 1866 9883 5526 9825 9.14 96.14 | 66.06
. 00D w/ GenQuery ~ 90.12 72.23 6587 5499 1853 9728 5117  98.65 7.45 9333 | 64.96
Contriever o0p o/ ayerwise  93.83 68.67 49.14 5661 17.85 99.1 5175 98.36 8.26 9534 | 63.89
00D w/ IPQ 93.83 69.11 4837 5772 1811  99.17 5139 98.7 8.25 9404 | 63.87
00D w/ Ours 91.01 64.45 4138 5665 1723 9875 5093  97.89 8.27 91.04 | 61.76
ALL 99.68 76.42 5556 7485 1803 9967 6149 9849 1581  97.75 | 70.00
Es 00D w/ GenQuery ~ 98.91 80.15 69.33  74.41 1854 9951 5805 9853 1579  98.03 | 7113
00D w/ Layerwise ~ 100.0 75.46 4701 7438 1904 9965 5553 9843 1596  97.81 | 6833
00D w/IPQ 98.91 75.96 4954 7461 1801  99.83 5857 9845 1568 9724 | 68.68
00D w/ Ours 99.48 69.46 3027 7453 1714 9966 5579 9859  15.84 96.2 65.7
ALL 99.68 80.37 6085 7576 2248 9957 7266 9952 1753 9925 | 7355
0OD w/ GenQuery ~ 100.0 842 76.8 7058 2133 9871 6595 9973 1616  99.63 | 7331
GTE 00D w/ Layerwise ~ 100.0 82.81 5666 7617 2148 9987  66.14 9947 1498 9982 | 71.74
00D w/ IPQ 100.0 84.59 6626 7527 1982 9983 6845 99.5 1481 9982 | 72.84
00D w/ Ours 93.75 70.73 5149 7097 1927 9959 6525 1000 1652 9872 | 68.63

Table 6: Comparison of OOD document detection across different retriever models, with the number of documents
selected by 1,000 sampled NQ documents.
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Retriever Documents ArguAna C-FEVER DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact COVID  Touché ‘ Avg (})

ALL 99.68 79.96 50.67 8025 2139  99.68 7233 9976 1653 9845 | 73.48

BGE 00D w/ GenQuery ~ 100.0 86.87 75.48 79.7 2142 9896 6213 1000 1597 974 73.79
G 00D w/ Layerwise ~ 99.01 86.14 4548 7973 2235 9978 6195 1000 1534 9333 | 7031
00D w/ IPQ 100.0 74.65 5502 8175 1901 1000 8224  99.72 156 1000 | 72.81

00D w/ Ours 99.03 64.18 3197 7927 1842 9973 5725 1000 1535 8947 | 6547

ALL 96.79 72.40 5676 59.83 1866 9883 5526 9825 9.14 96.14 | 66.06

Contri 00D w/ GenQuery ~ 90.12 7223 6587 5499 1853 9728 5117  98.65 745 9333 | 64.96
ONtriever o6p w/ Layerwise  93.83 68.67 49.14 5661 17.85 99.1 5175 98.36 8.26 9534 | 63.89
00D w/ IPQ 93.83 69.11 4837 5772 1811  99.17 5139 987 8.25 94.04 | 63.87

00D w/ Ours 91.76 64.23 4088 5637 1717 9873  50.58  97.79 8.17 89.88 | 61.56

ALL 99.68 76.42 5556 7485 1803  99.67 6149 9849 1581 9775 | 70.00

0OD w/ GenQuery ~ 98.91 80.15 6933 7441 1854 9951 5805 9853 1579 9803 | 7113

E5 00D w/ Layerwise ~ 100.0 75.46 4701 7438 1904 9965 5553 9843 1596  97.81 | 6833
00D w/ IPQ 98.91 75.96 4954 7461 1801  99.83 5857 9845  15.68 9724 | 68.68

00D w/ Ours 99.47 69.1 2997 7447 1709 9967 5582 9856 1585 9648 | 65.65

ALL 99.68 80.37 6085 7576 2248 9957 7266 9952 1753 9925 | 7355

00D w/ GenQuery ~ 100.0 842 76.8 7058 2133 9871 6595 9973 1616  99.63 | 73.31

GTE 00D w/ Layerwise ~ 100.0 82.81 5666 7617 2148 9987  66.14 9947 1498 9982 | 71.74
00D w/ IPQ 100.0 84.59 6626 7527 1982 9983 6845 99.5 1481 9982 | 7284

00D w/ Ours 93.75 70.71 5117 7102 19.21 99.6 6525 1000 1656  98.72 68.6

Table 7: Comparison of OOD document detection across different retriever models, with the number of documents
selected by 2,000 sampled NQ documents.

Retriever  # Samples | ArguAna Climate- DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact TREC-  Touché
FEVER COVID
1000 109 339 6940 15686 1236 1542 1204 221 10018 79
BGE 2000 103 323 6795 15593 1143 1458 1139 207 9632 76
3000 101 306 6660 15489 1063 1376 1073 190 9194 74
1000 89 571 9712 13201 2429 6320 2926 505 10469 278
Contriever 2000 85 540 9492 12655 2328 5922 2830 483 10005 246
3000 81 520 9378 12343 2271 5695 2769 480 9742 233
1000 192 855 6035 16383 2379 7347 2591 523 14496 520
E5 2000 187 836 5850 16328 2319 7059 2534 508 14464 505
3000 183 815 5736 16297 2289 6895 2500 506 14437 497
1000 16 494 3643 7095 469 2931 1828 193 7977 536
GTE 2000 16 499 3759 7259 486 2990 1853 201 8113 537
3000 16 497 3738 7219 478 2973 1846 197 8082 537

Table 8: The number of detected OOD documents for each dataset, determined by the randomly sampled 1000,
2000, and 3000 NQ documents.

Retriever ArguAna Climate- DBPedia FiQA  NFCorpus Quora  Scidocs SciFact TREC-  Touché

FEVER COVID
BGE 96.83 24.42 3.65 48.4 5.45 99.59 14.04 100.0 1.94 9.38
Contriever 81.97 30.43 8.0 26.53 4.93 96.06 23.27 89.81 0.76 23.53
E5 95.07 25.12 4.67 43.45 4.97 98.72 21.78 93.69 1.9 24.61
GTE 100.0 39.81 30.56 42.88 7.81 91.13 26.87 81.82 2.48 40.53

Table 9: DRR with Recall@10.
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Retriever ArguAna Climate- DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact TREC-  Touché

FEVER COVID
BGE 98.41 32.26 9.23 62.69 8.53 99.79 23.97 100.0 4.20 46.88
Contriever 91.80 4431 18.36 38.19 8.88 97.47 34.08 93.57 2.34 67.65
ES 98.03 34.74 8.38 57.64 8.74 99.21 32.46 97.6 5.44 69.11
GTE 100.0 54.37 56.97 56.17 14.51 95.91 45.26 90.91 5.39 88.17

Table 10: DRR with Recall @30.

Retriever  # Samples | ArguAna Climate- DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact TREC-  Touché
FEVER COVID
1000 8.71 10.12 25.63 68.71 542 2.0 7.39 6.0 14.4 3.15
BGE 2000 8.71 10.19 25.65 68.82 5.48 2.01 7.41 6.0 14.49 3.15
3000 8.99 10.42 26.14 69.96 5.67 2.09 7.81 6.45 15.6 3.48
1000 8.21 22.25 46.57 41.71 38.32 13.21 46.89 49.33 34.88 10.33
Contriever 2000 8.42 22.84 46.85 42.6 39.06 13.52 47.56 50.07 35.54 10.65
3000 8.71 22.84 47.09 43.25 39.61 13.74 47.99 50.22 36.35 11.09
1000 14.49 19.12 10.67 79.88 29.51 8.75 25.82 27.74 84.29 20.65
E5 2000 14.20 18.68 10.25 79.17 28.57 8.48 25.32 26.84 83.70 19.57
3000 14.49 19.12 10.95 79.85 29.48 8.73 25.8 27.74 84.24 20.65
1000 0.21 9.45 4.49 11.96 22 391 13.73 1.5 8.49 4043
GTE 2000 0.21 8.85 4.39 11.63 2.15 3.78 13.23 1.35 7.88 39.78
3000 0.07 6.62 3.69 9.89 1.49 3.15 10.92 0.6 5.86 35.87

Table 11: Ratio of detected OOD documents for each dataset over total documents, determined by the randomly
sampled 1000, 2000, and 3000 NQ documents.
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Retriever Dropout  Num Pos | ArguAna Climate- DBPedia FiQA  NFCorpus Quora  Scidocs  SciFact TREC- Touché | Avg(])
FEVER COVID

1 98.99 6832 3525 7948 1907 9985  62.51 1000 1506  89.19 | 66.77
2 9899 6257  33.65 7924 1859 9971 6125 99.7 1533 9189 | 66.09

x 4 9899 6023 3266 7921 1843 9971 6096  99.72 1489  89.19 65.4

8 9899 6234 3153 79.13 1864 9978  61.06 9972 1483  91.89 | 65.79

16 98.99 6234 3153 793 1864 9978  61.06  99.72 1483 9189 | 65.79

1 9901 6731 3678 7929 1937 9935 59.1 1000 1617 8933 | 6657

2 9901  77.89 3466 7923 1901 9942  57.86 1000 1584  88.16 | 67.11

BGE 0.02 4 9901 7824 3315 7922 1872 9949 5777  100.0 1574 9054 | 67.19
8 9901  61.14 3149  79.16 1836 9971 5697 1000 1522  89.19 | 65.03

16 9901  60.65 3157  79.15 1839 9985  60.31 100.0 15.0 89.19 | 6531

1 9901  61.06 3571 7945 1935 9978 6391 100.0 1547 9054 | 66.43

2 99.01 60.0 3387 7937 1892 9978 6216 1000 1518  90.54 | 65388

0.05 4 99.01 5927 3242 7928 1842 9985 6174 1000 1506  89.19 | 6542

8 9901 5876  31.63  79.15 1821  99.85 6152 1000 1502  89.19 | 6524

16 9901 5876  31.63 7915 1821  99.85 6152 1000 1502  89.19 | 6524

1 9241 7108 4511 5755 1754 9932 5287  97.79 8.25 927 63.36

2 9241 7045 4447 5725  17.63 9924 5258  98.02 8.04 91.85 | 63.09

X 4 90.12  71.08 4511 5755 1754 9932 5287  97.79 8.25 92.7 63.36

8 9136 6435 4368 5707 1742 9942 5172 97.79 7.77 9356 | 62.41

16 9259 6435 4368 5707 1742 9942 5172 97.79 7.77 9356 | 62.54

1 9259 7119 4318 5632 1739 9791 5097 97.8 8.6 91.88 | 62.78

. 2 9259  69.85 4187 5618  17.09  98.14 5001  97.83 8.44 91.03 | 62.30
Contriever 0.02 4 90.12 6872  40.97 56.1 1699 9833  50.78 97.8 8.35 90.17 61.83
8 9136 6392 4063 5612  17.11 9875 5064 9778 8.09 90.17 | 61.46

16 9259  64.12 43.6 5712 1739 9942 5168  97.78 7.69 94.02 | 62.54

1 9259 6893 4186  56.19  17.11  98.16 4999  97.83 8.48 91.03 | 6275

2 9259 6893 4186 5619  17.11  98.16 4999  97.83 8.48 91.03 | 62.22

0.05 4 90.12  68.83 4099 5603  17.01 983 50.92 97.8 8.28 90.17 | 61.85

8 9136  63.65 40.6 56.03 17.1 9879 5058  97.76 8.04 89.74 | 6136

16 9259 6385 4366  56.88 1722 9942 5166  97.79 78 9442 | 62.53

1 9945 7521 3243 7454 1691 9938 5511 9835 1583  97.03 | 6642

2 9945 7679 3044 7446 16.9 9949 5497 9865 1573 9663 | 6635

X 4 9945 7525  29.84 745 1699  99.61 5502 9875 1584 9625 | 66.15

8 9945  69.19  29.65 7447 1703  99.68 5552  98.55 1585 9643 | 65.58

16 9945 6697 3121 7452 1705 9975 5572 9835 1571 96.6 65.53

1 9945 7521 3247 7454 1691 9938 5511 9835 1583 9703 | 6643

2 99.45 76.8 3044 7446 16.9 9949 5501 9865 1573  96.63 | 66.36

ES 0.02 4 9945 7525 299 745 1699 9959 55.0 9875 1584 9625 | 66.15
8 9945  69.19 2974 7447  17.02  99.68 555 9856 1585 9643 | 6559

16 9945 6699 3099 7452 1709 9977 5571 9835 15.72 96.6 65.52

1 9951  64.88 4074 7441 16.79 99.8 5342 9883 1495 97.4 66.07

2 9951 6281 4092 7469 1659  99.85 5299 9821 1504 9792 | 6585

0.05 4 9951 6176  41.09 74.6 16.41 99.8 5245 9883 1519  96.88 | 65.70

8 9951 6396  42.99 748 15.68 99.9 51.86  99.12 1541 9896 | 66.22

16 9951 6396 4294 7479  15.65 99.9 5186 99.12 1542 9896 | 6621

1 9375  80.05 5377 7315 2177 9966  69.18 9973 163l 98.9 70.63

2 9375 8322 5414 7314 2114 9973 67.8 1000 1589 98.9 70.77

X 4 9375  80.18 5745 7214 2252 9966 6773 9972 15.89 98.9 70.79

8 9375 7816  60.09 7209 2162  99.66 6742 9973 1624 9872 | 70.75

16 9375 7816  60.09 7209  21.62  99.66 6742 9973 1624 9872 | 70.75

1 93.75 76.5 4171 69.61 19.6 99.63 64.1 100.0 17.7 9927 | 68.19

2 9375 8236  43.65  69.89 18.5 99.66 64.2 1000 1732 99.09 | 68.84

GTE 0.02 4 9375 7533 46.1 70.26 19.0 9956 6508  100.0 17.1 98.72 | 68.49
8 9375  70.83 5124 7102 1922 99.6 6522 1000 1656  98.72 | 68.62

16 9375  78.03  60.04 7205 1971  99.66 6744 9973 1587 98.9 70.52

1 9375 7654 4197 69.7 1959 9956 64.2 100.0  17.67  99.27 | 68.23

2 9375 8241 4345  69.89 1844  99.66 6426 1000 1733 99.09 | 68.83

0.05 4 9375 7531 4652 7025  19.06  99.56 6508 1000  17.12 9872 | 68.54

8 9375 70.5 5117 71.09 19.28 99.6 6528  100.0 1654 9872 | 68.59

16 9375 7841 6008 7212  19.61  99.66 6737 9973 1601 98.9 70.56

Table 12: Ablation study on the number of positives for computing GradNormIR in (p in Eq. ( 4)). The results
present the DRR values of OOD documents prediction, comparing results without dropout and with dropout rates of
0.02 and 0.05 for the document query.
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GenQuery = Layerwise ® IPQ B GradNormIR (Ours)
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Figure 5: Results of relevance gains via OOD document
filtering.
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Figure 7: Feasibility results of GradNormIR for several recent retrievers on the BEIR benchmark. The x-axis
shows quartiles of GradNormlIR, sorted in ascending order (Q1 to Q4), while the y-axis represents the d2q
recall@100, averaged across documents within each quartile. The results show that GradNormIR can predict
retrieval performance; lower GradNormIR values (Q1) generally lead to better retrieval outcomes across most
datasets. As GradNormIR increases (Q4), the d2q recall decreases.
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