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Abstract

As Al advances in text generation, human trust
in Al generated content remains constrained
by biases that go beyond concerns of accu-
racy. This study explores how bias shapes the
perception of Al versus human generated con-
tent. Through three experiments involving text
rephrasing, news article summarization, and
persuasive writing, we investigated how human
raters respond to labeled and unlabeled content.
While the raters could not differentiate the two
types of texts in the blind test, they overwhelm-
ingly favored content labeled as “Human Gen-
erated,” over those labeled “Al Generated,” by
a preference score of over 30%. We observed
the same pattern even when the labels were de-
liberately swapped. This human bias against Al
has broader societal and cognitive implications,
as it undervalues Al performance. This study
highlights the limitations of human judgment in
interacting with Al and offers a foundation for
improving human-AlI collaboration, especially
in creative fields.

1 Introduction

With the increasing accessibility of large language
models (LLMs), such as OpenAI’s ChatGPT (Ope-
nAl et al., 2024), Meta’s LLLaMA (Touvron et al.,
2023), and Anthropic’s Claude (Anthropic, 2023),
generative artificial intelligence(Al)’s capabilities
are being utilized in expansive tasks. Their sophisti-
cated text generation abilities raise both excitement
and concern about the potential displacement of
human workers (Trivedi et al., 2023).

Public confidence in Al is critical for its success-
ful integration into society. Positive perception of
Al generated content helps forge a collaborative
and productive relationship between humans and
Al Without this trust, the use of LLMs could face
significant resistance, leading to underutilization
(Choung et al., 2023).

Prior research on Al mistrust has focused pri-
marily on Al’s bias towards different human pop-
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Figure 1: Without labels for the texts, raters have lit-
tle preference for Al generated or human written texts.
With labels, raters prefer texts labeled “Human Gener-
ated” even when the labels were purposely swapped.

ulations, examining how biases can manifest in
NLP models (Zhao et al., 2017). Specific studies
discovered that Al systems can particularly am-
plify human biases regarding gender and race (Sun
et al., 2019; Gaut et al., 2020). While such work is
important for understanding Al bias, our research
introduces a different perspective: examining the
bias humans have against Al

Our work connects to interdisciplinary research
on human-computer algorithm interaction. A study
found that algorithm aversion depends on task
type, with humans resisting Al in subjective tasks
(Castelo et al., 2019). Another earlier study showed
people avoid algorithms after seeing them make
even minor errors (Dietvorst et al., 2015). More
relevant to our approach, “human favoritism” was
observed when evaluators knew content sources
(Zhang and Gosline, 2023). Similarly, trust in hu-
mans versus ChatGPT was explored, focusing on
explicit ratings (Buchanan and Hickman, 2024).
Our study advances this through controlled blind
tests and label-swapping experiments that more
conclusively demonstrate bias against Al content.
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Since their invention, humans have accepted
computers for processing logical and mathemat-
ical tasks. ChatGPT 3.5’s release in 2022 and sub-
sequent Al improvements raised alarm regarding
humans’ perceived intellectual superiority in cre-
ativity and language processing (OpenAl, 2024).
Past studies found that people view Al as inferior
in work requiring originality (Runco, 2023). How-
ever, whether the belief that AI cannot match hu-
man skills in creative work like "writing" is rooted
in reality or an expression of human bias requires
further study.

This research aims to uncover whether biases
distort judgments in writing. We focus on three
scenarios that have common natural language pro-
cessing applications: text rephrasing, where Al
enhances the readability of existing text (Gilat and
Cole, 2023); summarization, where Al condenses
longer texts into concise forms (Laban et al., 2023;
van Schaik and Pugh, 2024); and persuasion, where
Al argues for a belief (Goldstein et al., 2024).

We summarize our contributions in three folds:

* This study investigated how human biases af-
fect the perception of Al-generated text and
whether these biases lead to assumptions that
humans outperform Al in creative writing sce-
narios, an angle not explored before.

* We designed a robust experimental framework
comparing human and Al content that incor-
porates blind and manipulated labels to assess
bias extent.

* Our findings, as previewed in Figure 1, offer a
basis for future research on human-Al collab-
oration, dataset creation, and public training
to better understand Al capabilities.

2 Methods
2.1 Data Collection

Our data collection included three datasets avail-
able through Hugging Face (Hugging Face, 2024).
The dataset (Scheepers, 2017) for text rephrasing
contains human-written texts from Wikipedia arti-
cle introductions. Al models were provided with
human written introductions and asked to rephrase
them for readability. The dataset for the sum-
marization scenario (See et al., 2017; Hermann
et al., 2015) contains full-length news articles from
news sites like CNN and Daily Mail, alongside 2-3
sentence-long human written highlights. Provided
with the news articles, AI models were instructed
to write summaries. For the persuasion scenario,

the dataset (Durmus et al., 2024) contains various
controversial topics, such as “Banning gas car sales
too soon is unrealistic,” and “Social media should
verify user identities.” Each topic has a correspond-
ing human written persuasive paragraph, and Al
models were instructed to write persuasive articles
with logical reasoning.

From each dataset, we selected 200 entries uni-
formly at random. We then sent each entry to
three major LLMs accessed by API keys between
August 10 and August 17, 2024 — Gpt-40-2024-
05-13 (ChatGPT), Claude-2 (Claude), and Meta-
Llama-3.1-8B-Instruct (Llama) — to collect their
responses. Using multiple models introduced a
broader range of Al generated outputs while re-
ducing the peculiarities of each model. In total,
for each dataset, we collected 600 responses from
the three AI models. The models were instructed
to generate content with lengths similar to human-
written content, as shown in Table 1.

Experiment Human Al
Text Rephrasing 71 (SD45) 66 (SD 23)
Summarization 36 (SD 10) 44 (SD9)
Persuasion 256 (SD 42) 231 (SD 27)

Table 1: Average word count and standard deviation
(SD) comparison of human and Al generated contents.

2.2 Experiment Design

We used Amazon Mechanical Turk (MTurk) (Me-
chanical Turk, 2024) to gather the preferences of
people from predominantly English-speaking na-
tions (Australia, Canada, UK, US). MTurk was cho-
sen because the demographic and socioeconomic
profiles of the workers(taskers) there closely mir-
ror the general public (Moss et al., 2023). We re-
quired taskers to have >80% HIT approval rate and
manually evaluated their annotation quality. This
threshold was used to achieve greater participant
diversity while maintaining quality control.

For each scenario, specific guide questions were
provided to help the taskers make appropriate eval-
uations. For text rephrasing, taskers were given a
human written Wikipedia introductory paragraph
and an Al rephrased version. The guiding ques-
tion was: “Which paragraph is better in terms of
readability?” (Pitler and Nenkova, 2008). For sum-
marization, taskers were provided with a full article
and two summaries generated by human and Al,
and the guiding question “Which summary of the
provided article presents the most relevant infor-
mation in a clear manner?” (Bischof and Eppler,
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2011). For persuasion, taskers were presented with
a topic and two persuasive texts, one generated by
human and the other by Al, and “Which persuasive
paragraph supports the argument more?” (Bizup,
2009).

Our goal was to assess whether knowing the
source of the generated texts influenced taskers’
preferences when the content remained the same.
We conducted two tests to identify people’s prefer-
ences: a blind test and a manipulated test.

In the blind test, taskers were given the texts
with randomly assigned labels “1” and “2.” They
were asked to guess which text is more likely to
be human generated, and then choose their prefer-
ences. We call this experiment Blind-Labeled or
“No Label” and use it to check if taskers could tell
the texts apart. If they cannot differentiate them,
we then use the manipulated test to uncover biases.

The manipulated test contains two experiments:
“Correctly Labeled” and “Wrongly Labeled.” In
correctly labeled, the texts were explicitly and cor-
rectly labeled with “Human Generated” or “Al Gen-
erated.” The taskers were asked to choose their pref-
erence with the labels given. In wrongly labeled,
taskers were given swapped labels. Unknown to
the taskers, the Al generated text was labeled as
“Human Generated,” and vice versa. They were
then asked to choose their preferences.

Each experiment had 600 tasks (entries) to eval-
uate, and each task was assigned three taskers
to work on. Overall, the total number of hits
(evaluation results) we collected was 3 scenarios x
3 experiments/scenario x 600 tasks/experiment x
3 hits/task = 16200. Each tasker could evaluate
up to three tasks per experiment but was blocked
from working in multiple experiments for the same
scenario. To ensure work quality, we excluded re-
sponses finished in less than 20 seconds (while still
compensating the taskers), and reassigned the tasks
to others. The eventual median completion times
and compensation for rephrasing, summarization,
and persuasion tasks were 3m 6s, $0.42; 4m 4s,
$0.60; and 4m 9s, $0.60, respectively. Appendix A
shows an example of the MTurk task interface.

This study qualifies as Exempt from the Univer-
sity of California, Santa Barbara Human Subjects
Committee IRB review under Category 3: Benign
Behavioral Interventions. MTurk taskers received
above federal minimum-wage compensation and
were informed their anonymous hits would be used
for data analysis.

2.3 Data Analysis

The survey result data were grouped by scenario,
experiment, and LLM. We first assign scores to
labeling choices for each task. Each choice is worth
one point. For example, if two of the three taskers
chose “Human Generated” for a task, that label
receives two points, and the other “Al Generated”
label receives one. We then took the average of
the scores across all 600 tasks as the scores of an
experiment. An average score of “1.8” for "Human
Generated" label for an experiment means that 60%
of the taskers prefer “Human-Generated” texts in
the experiment.

Our main goal was to study user preference
change when presented texts with different labels.
Hence, our findings reported in the next section
will be centered around the labeling conditions. To
study whether the preference changes across label-
ing conditions were significant, we report p-values
from the Brunner-Munzel test (Brunner and Mun-
zel, 2000).

3 Results

Taskers fail to differentiate between human and
Al generated texts. In the blind-labeled exper-
iments, taskers were asked to guess which text
was written by human. We found that, for the text
rephrasing scenario, 49.93% taskers responded in-
correctly, i.e. they believed the Al rephrased texts
were human generated. For the summarization sce-
nario, the average was lower at 43.1% responding
incorrectly, but in the persuasion scenario, we again
got a near-equal split of 50.06%.

In blind tests, taskers show significant bias. We
conducted a chi-squared test (Pearson, 1900) to
identify if taskers have bias toward the text they
prefer with four categories (text 1 is labeled Al and
preferred; text 2 is labeled Al and preferred; 1 is
labeled AI and 2 is preferred; and vice versa). Our
chi-squared score was 28.4 with a p-value <.00001,
so we determined there was bias among which text
people prefer when no label is given.

Across all scenarios, taskers slightly preferred
Al-generated text in blind-labeled experiments,
with Al texts scoring above the 1.50 midpoint in
all cases—1.537 for rephrasing, 1.650 for summa-
rization, and 1.534 for persuasion.

Taskers prefer text labeled “Human Generated”
even when wrongly classified. Table 2 reports
the detailed score data for human written texts. We
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also broke down the scores by LLMs to show that
the preferences over “Human Generated” texts hold
across the board. We report percentage points in-
stead of actual scores. The two can be converted
to each other very easily. A value of 48.8% in the
table means a score of 3 x 0.488 = 1.464 for texts
with “Human-Generated” labels.

Compared to blind tests, scores for human-
generated texts in correctly labeled experiments
increased by 32.9% (rephrasing), 35.1% (summa-
rization), and 26.1% (persuasion), showing that the
taskers strongly prefer “Human Generated” texts.
In the wrongly labeled experiments, the scores for
the texts labeled “Human Generated,” but are ac-
tually “Al Generated,” also increased compared to
the blind-labeled cases. For the text rephrasing sce-
nario, the score for Al texts increased from 1.537
(51.2%) to 2.052 (68.4%) when they were labeled
as “Human Generated.” Consequently, the score
for human texts dropped from 1.463 (48.8%) to
0.948 (31.6%). Similar results happened for the
summarization and persuasion scenarios as well,
with drops of 47.8% and 36.8%, respectively.

Appendix B shows an example task from each
scenario where human bias played a large role and
all three taskers preferred the human text when
correctly labeled as “Human Generated” and the Al
text when wrongly labeled as “Human Generated.”

Label All  ChatGPT Claude Llama
Text Rephrasing

Blind 488% 47.0% 522% 47.2%
Correct 64.8% 61.7% 66.5% 66.3%
Wrong 31.6% 31.3% 32.3% 31.2%
Summarization

Blind 45.0% 463% 44.8% 43.8%
Correct 60.8% 60.3% 59.2% 62.8%
Wrong 23.5% 22.5% 23.0% 25.0%
Persuasion

Blind 489% 494% 473% 49.8%
Correct 63.7% 62.5% 65.7% 62.8%
Wrong 31.6% 322% 31.2% 31.4%

Table 2: Proportion of taskers who preferred true human
text. Across 3 scenarios and models, the proportion
increased with “Human Generated” label and decreased
with “Al Generated” label.

The Brunner-Munzel test confirmed signifi-
cant differences between all labeling conditions
(p<0.05) (Brunner and Munzel, 2000). Table 3
presents all p-values.

Label Conditions Test Statistic  p-value
Text Rephrasing

None & Correct 10.03 2.43E-18
None & Wrong -10.74 7.90E-26
Correct & Wrong -23.07 2.79E-93
Summarization

None & Correct 9.89 8.44E-23
None & Wrong -14.70 9.25E-26
Correct & Wrong -28.39 1.01E-97
Persuasion

None & Correct 8.88 3.22E-22
None & Wrong -10.76 4.23E-45
Correct & Wrong -22.44 9.89E-136

Table 3: Brunner-Munzel test statistics and p-values
for comparisons of labeling conditions (blind labels,
correct, wrong) across different scenarios.

4 Discussion and Conclusion

In our tests, taskers showed nearly equal ability in
distinguishing between human and Al-generated
text, consistent with prior research finding that lin-
guists could only correctly identify Al-generated
academic writing 38.9% of the time (Casal and
Kessler, 2023). Our results extend these findings
to three other scenarios as well, suggesting that
the challenge of differentiation remains true for all
types of writing.

Our study also found that, when explicitly la-
beled, people prefer “Human Generated” texts
more than “Al Generated.” One possible reason
for the preference change is that people may mis-
trust LLMs due to their tendency to “hallucinate,”
outputting inaccurate or misleading information.
Although this might be the case for the persua-
sion scenario, where LLMs have greater generative
creativity for argumentative writing (Breum et al.,
2024; Pauli et al., 2025), hallucinations are unlikely
to occur in the rephrasing and summarization sce-
narios. For all scenarios, we manually examined a
subset of output samples from each LLM and did
not notice hallucinations. This finding, supported
by the significant p-values, provides preliminary
evidence that human bias against Al persists re-
gardless of task complexity.

These biases hinder Al deployment and could
impact Al alignment in systems that use Reinforce-
ment Learning from Human Feedback (RLHF).
RHLF uses human feedback to refine models like
InstructGPT (Ouyang et al., 2022), but if humans
favor content perceived as human-generated, Al
systems may be trained to produce content aligning
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with these biased expectations.

For practitioners implementing NLP systems,
we propose a few solutions to increase human trust
in Al

1. Creating transparent collaboration interfaces
that position Al as an assistive tool rather than
a competitor (Vossing et al., 2022). Such in-
terfaces can display Al reasoning processes
and contributions in co-created content, help-
ing users understand and fairly evaluate Al-
generated text.

2. Implementing incremental Al integration
strategies to build trust before expanding to
critical applications (Solaiman, 2023). Past
research has demonstrated that user trust in
technology evolves over time, suggesting that
staged deployment across professional do-
mains allows users to build positive relation-
ships with Al systems gradually (Wu et al.,
2022; Cabiddu et al., 2022).

3. Developing metrics for measuring human-Al
collaborative effectiveness, providing objec-
tive data on AI’s value that can help counter
subjective human bias (Zerilli et al., 2022).

4. Designing public education initiatives that ac-
curately represent Al capabilities and limita-
tions, combating inherent biases through in-
creased understanding.

While our research identified human bias as a
major factor against Al content, we still need to
pinpoint the source of human bias. We suspect
“human ego” plays a role. Humans are not ready
to give up creative and intellectual superiority to
Al, and therefore do not view Al content favorably.
This hypothesis requires further investigation.

5 Limitations

One limitation in this study is that the data is col-
lected from MTurk workers. Although the demo-
graphic is similar to the English-speaking public,
specific biases may be inherent in this group, like
their motivation for completing the hits.

A second limitation was that only three scenar-
ios were selected. Other creative domains, like
story writing and problem solving, can be further
explored to gain a fuller understanding of the role
of human bias in people’s acceptance of Al.

6 Ethical Considerations

The “Wrongly Labeled” condition, where Al gen-
erated content was labeled as “Human Generated”

and vice versa, does not pose ethical concerns for
several reasons. First, this type of intervention is
considered minimal risk in social science research
since it does not expose participants to any physical,
psychological, or emotional harm. The intervention
is brief and necessary to understand how labeling
conditions affects perceptions of text quality. This
could not be accurately measured if participants
were aware of the text origins.

Furthermore, the potential benefits of this re-
search outweigh the minimal risks. By uncovering
biases in how people perceive Al generated con-
tent, this study contributes valuable insights for
the development and integration of Al into vari-
ous fields. Understanding these biases is important
for addressing potential barriers to Al adoption.
Additionally, it could help develop strategies to
mitigate unwarranted prejudices against Al gen-
erated content. This study’s findings can lead to
more effective human-AlI collaboration and better
decision-making processes in contexts where Al-
generated content is increasingly prevalent. There-
fore, the temporary and harmless intervention used
in this study is justified by the significant potential
benefits to the advancement of our understanding
of human-Al interactions.
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A Appendix: MTurk Interface

Instructions | | Shortcuts | Which summary of the provided article provides the most relevant information in a clear manner?

Select an option

Article: (CNN) -- By now you've heard the news about the meteor that Human Generated !
caused an enormous explosion in Russia. Officials say up to 1,000 people
were hurt. Most suffered minor injuries. Once it was clear Russia was not

under attack, the Internet relaxed and slyly glanced around. is your

Al Generated 2

normally healthy reservoir of space jokes suffering a drought? Not to fear. If
there's one thing Twitter excels at, it's humor in the face of calamity. Here
are 11 funny tweets about the meteor we wish we'd thought of. Mobile
users click here to see the Storify. .

Human Generated: A meteor explosion in Russia caused injuries to up to
1,000 people, mostly minor. Once it was confirmed that Russia was not
under attack, the internet, particularly Twitter, turned to humor to handle the
situation.

Al Generated: A meteor explodes over Russia, more than 700 injured .
Jokes poke fun at Piers Morgan, Sarah Palin . A campaign to stop parody
accounts is launched .

Figure 2: MTurk user interface for a correctly labeled
summarization task.

B Appendix: Scenario Examples

For each scenario, we gave an example for which
all three taskers prefer “Human Generated” Text
in the “Correctly Labeled” experiment, but all
three taskers prefer “Al Generated” text when they
were labeled as “Human Generated” text in the
“Wrongly Labeled” experiment.

Text Rephrasing Scenario:

Human Generated Text: Olympia is the thir-
teenth studio album by English singer Bryan Ferry,
released on 25 October 2010 by Virgin Records.
Co-produced by Ferry and Rhett Davies, Olympia
is Ferry’s first album of predominantly original ma-
terial since 2002’s Frantic. The album features a
wide range of contributors, including co-songwriter
David A. Stewart of Eurythmics, Brian Eno, Phil
Manzanera and Andy Mackay of Roxy Music, the
electronic group Groove Armada, David Gilmour,
Marcus Miller, Scissor Sisters, Nile Rodgers, Jonny
Greenwood of Radiohead, Steve Nieve, and Flea.
Early in the recording process Olympia was devel-
oped as a Roxy Music project, the first since the
band’s 1982 album Avalon, with participation from
numerous guests. However, despite the presence of
other Roxy Music members at the sessions, it was
released as a Bryan Ferry solo project.

Prompt to LLM: Rephrase the following para-
graph(s) for readability in about 100 words.

ChatGPT Rephrased Text: Bryan Ferry’s
thirteenth studio album, Olympia, was released
in October 2010 by Virgin Records. The album
was co-produced by Ferry and Rhett Davies and
marked Ferry’s first collection of predominantly
original songs since 2002. Olympia features
an array of high-profile collaborators including
former Roxy Music members Brian Eno, Phil
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Manzanera and Andy Mackay. Other contributors
range from David Gilmour to Scissor Sisters to
Radiohead’s Jonny Greenwood. Though initially
devised as a Roxy Music reunion album, Olympia
ultimately was billed as a Bryan Ferry solo effort.

Summarization Scenario:

Full Article: The Mexican navy smelled some-
thing fishy and their intuition paid off. They found
nearly a ton of cocaine hidden inside a shipment
of frozen sharks. The cargo, which was aboard
the freight ship Dover Strait, had been loaded in
Costa Rica, Mexican navy says. Navy inspectors at
the southeastern port of Progreso, in Yucatan state,
on Tuesday detected an anomaly in two shipping
containers during a routine X-ray, according to a
navy news release. The inspectors zeroed in on a
shipment of sharks. Upon slitting one of the frozen
fish open, they found black bags containing rectan-
gular packets filled with cocaine. In all, authorities
recovered 870 packages of cocaine, weighing 8§94
kilograms (about 1,967 pounds), the navy reported
Wednesday. In recent years, Mexico and the United
States have stepped up drug enforcement efforts,
pushing more of the drug trade to sea routes and
forcing drug smugglers to find more creative ways
to hide their contraband. The cargo was aboard the
freight ship Dover Strait and had been loaded in
Costa Rica, the navy said.

Human Generated Text: 870 packages of co-
caine weighing almost a ton found inside sharks,
navy says. Discovery made at southeastern port
of Progreso in the Yucatan state. Inspectors de-
tected anomaly in two shipping containers during
a routine X-ray.

Prompt to LLM: Summarize the following arti-
cle in 2-3 brief sentences with about 40 words.

Claude Generated Text: The Mexican navy
found nearly a ton of cocaine hidden inside frozen
sharks in a shipping container aboard the Dover
Strait freight ship. The shipment originated in
Costa Rica. Authorities recovered 870 packages
weighing about 1,967 pounds of cocaine by slitting
open the frozen fish after detecting an anomaly
during a routine X-ray inspection.

Persuasion Scenario:

Argument: Self-driving cars will increase safety
and should replace human drivers.

Human Generated Text: You’re driving down
the interstate going 85 mph and suddenly the car in
front of you is side-swiped by a distracted driver,

the next thing you remember is waking up in the
hospital surrounded by your worried family. These
are the things that happen outside of control while
driving a motor vehicle. On average this is the most
dangerous activity you will engage in on a day-
to-day basis. These types of events will cease to
happen with the rise of the self-driving car. A mas-
sive system where all cars are constantly communi-
cating with each other. Spatial proximity sensors
detect anything within a certain distance of your
vehicle. 360-degree image detection cameras look
for any unusual bump in the road or piece of debris
on the roadway. Seamless communication orches-
trates a constant and safe flow of traffic allowing
us to reach our destinations in unprecedented time
and safety. The self-driving car will revolutionize
travel around the world and will certainly bring the
near extinction of road-related deaths. The most
dangerous part of driving is the human element.
Over 100 years of automobile innovation has made
cars safer and safer every year but the human factor
can never be removed.

Prompt to LLM: Write an article arguing for the
topic in about 200 words.

Llama Generated Text: Every year, millions of
people are injured or killed in car accidents caused
by human error. The statistics are staggering: over
90% of crashes are attributed to driver mistakes,
such as distracted driving, speeding, and reckless
behavior. But what if we could eliminate the risk of
human error from the equation? Self-driving cars,
also known as autonomous vehicles (AVs), offer a
solution that could revolutionize road safety. AVs
are equipped with advanced sensors, cameras, and
software that enable them to detect and respond
to their surroundings more quickly and accurately
than human drivers. They can anticipate poten-
tial hazards, adjust speed and trajectory, and avoid
accidents altogether. In fact, studies have shown
that AVs can reduce crashes by up to 90%. More-
over, self-driving cars can optimize traffic flow, re-
duce congestion, and minimize the risk of accidents
caused by driver fatigue, intoxication, or distrac-
tion. They can also provide greater mobility for
the elderly, disabled, and those who cannot drive
themselves. By replacing human drivers with au-
tonomous vehicles, we can significantly reduce the
number of accidents on our roads, saving countless
lives and preventing injuries.
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