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Abstract

Retrieval-Augmented Generation (RAG) en-
hances Large Language Models (LLMs) by
providing external knowledge for accurate and
up-to-date responses. However, this reliance
on external sources exposes a security risk; at-
tackers can inject poisoned documents into the
knowledge base to steer the generation pro-
cess toward harmful or misleading outputs. In
this paper, we propose Gradient-based Masked
Token Probability (GMTP), a novel defense
method to detect and filter out adversarially
crafted documents. Specifically, GMTP identi-
fies high-impact tokens by examining gradients
of the retriever’s similarity function. These
key tokens are then masked, and their proba-
bilities are checked via a Masked Language
Model (MLM). Since injected tokens typically
exhibit markedly low masked-token probabil-
ities, this enables GMTP to easily detect ma-
licious documents and achieve high-precision
filtering. Experiments demonstrate that GMTP
is able to eliminate over 90% of poisoned con-
tent while retaining relevant documents, thus
maintaining robust retrieval and generation per-
formance across diverse datasets and adversar-
ial settings.1

1 Introduction

Large Language Models (LLMs) have significantly
advanced performance across various Natural Lan-
guage Processing (NLP) tasks, especially in conver-
sational systems and AI assistants (Touvron et al.,
2023; Reid et al., 2024; Liu et al., 2024). How-
ever, their reliance on parametric knowledge re-
sults in significant challenges, including suscepti-
bility to hallucination (Huang et al., 2023; Xu et al.,
2024b) and knowledge update requirements. To
mitigate these issues Retrieval-Augmented Genera-
tion (RAG) has emerged as an effective approach
for integrating external, non-parametric knowledge

1Our code is publicly available at https://github.com/
mountinyy/GMTP.

Figure 1: Various corpus poisoning attacks on a Naïve
environment (without defense method) cause a signifi-
cant performance drop in retrieval by enabling the poi-
soned documents to be retrieved. In contrast, GMTP
effectively filters out poisoned documents, thereby pre-
serving retrieval performance.

into LLMs, thus enabling the model to generate re-
sponses based on retrieved data (Lewis et al., 2020).
This process typically involves a retriever and gen-
erator model, where the former is responsible for
retrieving the most relevant documents to a query,
and the latter generates the final answer based on
the retrieved documents. RAG architectures have
demonstrated robustness against hallucinations and
improved task accuracy, as evidenced by several
system adaptations (Borgeaud et al., 2022; Asai
et al., 2024; Jiang et al., 2023).

Yet, RAG’s reliance on external knowledge in-
troduces vulnerabilities to corpus poisoning attacks
(Zou et al., 2024; Chaudhari et al., 2024; Xue et al.,
2024). In such attacks, adversaries have access to
the knowledge base, where they are able to inject
maliciously crafted documents. This manipula-
tion directly impacts the behavior of the generator,
causing it to provoke misleading and harmful re-
sponses based on the tampered documents. This
is because poisoned documents may contain incor-
rect information (Zou et al., 2024) or adversarial
instructions (Tan et al., 2024). This threat is particu-
larly concerning for decision-making LLM agents,
such as those used in autonomous driving, where
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an attack could lead to erroneous actions with se-
vere consequences (Chen et al., 2024; Mao et al.).
Furthermore, attackers can optimize poisoned doc-
uments so that they appear highly relevant for only
target queries (Chaudhari et al., 2024; Zhang et al.,
2024), which makes their detection significantly
more challenging.

In this paper, we propose Gradient-based
Masked Token Probability (GMTP), a novel
method for filtering adversarially poisoned doc-
uments by analyzing the masked token probability
of key tokens. Specifically, the goal of GMTP is
to filter out poisoned documents among those re-
trieved while maintaining retrieval performance,
as can be seen in Figure 1. GMTP first identifies
key tokens by examining gradient values derived
from the retrieval phase, where tokens with high
gradients significantly contribute to the similarity
score. These key tokens are then masked, and the
probability of correctly predicting them is assessed.
Since adversarially manipulated documents are op-
timized to match specific query patterns, they often
contain unnatural text patterns that become diffi-
cult to reconstruct once masked. Leveraging this
property, GMTP effectively filters out poisoned
documents that exhibit abnormally low masked to-
ken probabilities.

Our key contributions are as follows:

• Safe filtering method: GMTP effectively de-
tects adversarially poisoned documents with
high precision, which ensures a clear separa-
tion between poisoned and clean documents.

• Extensive empirical validation: Our exper-
iments show that GMTP consistently outper-
forms existing baselines by achieving both
high filtering rate and retrieval performance.

• Robustness across settings: GMTP main-
tains strong filtering performance across vari-
ous hyperparameter configurations, and con-
sistently achieves a filtering rate above 90%.

2 Related Works

2.1 Retrieval Augmented Generation

RAG is known to be effective for knowledge-
intensive tasks that require external information
(Lewis et al., 2020; Gao et al., 2023; Guu et al.,
2020; Li et al., 2024; Shao et al., 2023), and is
composed of a retriever and a generator. The re-
triever can further be categorized into three types.

The cross-encoder, proposed by Nogueira and Cho
(2019), encodes both the query and the passage
together using the same encoder. In contrast,
Karpukhin et al. (2020a) introduced the bi-encoder,
which employs two independent encoders to gener-
ate dense vector representations for the query and
document. Relevance is then measured by calcu-
lating the similarity between these vectors. Mean-
while, the poly-encoder (Humeau et al.) combines
the efficiency of the bi-encoder with the accuracy of
the cross-encoder by utilizing an attention mecha-
nism that attends to multiple document embeddings
and a single query embedding.

For the generator, RAG can use various pre-
trained language models, such as T5 (Raffel et al.,
2020), Llama2 (Touvron et al., 2023), and Gemma
(Team et al., 2024), in order to generate answers
based on the relevant documents retrieved by the
retriever. By integrating these two retriever and
generator modules, RAG enables models to lever-
age both parametric knowledge (from the language
model) and non-parametric knowledge (from the
retrieved documents).

2.2 Corpus Poisoning Attack on RAG
Recent studies have shown that RAG-based sys-
tems are vulnerable to corpus poisoning attacks
(Zou et al., 2024; Xue et al., 2024; Cheng et al.,
2024; Tan et al., 2024; Zhong et al., 2023). In sce-
narios where attackers know which retriever has
been used but cannot directly train it, a common
approach involves injecting carefully crafted poi-
soned documents into the knowledge base. These
malicious documents are designed to (1) appear
highly relevant to the target queries, and (2) induce
the generator to produce attacker-desired responses
when retrieved.

To achieve these objectives, adversaries fre-
quently employ Hotflip (Ebrahimi et al., 2018) to
optimize the malicious documents for a specific
query pattern. Hotflip iteratively replaces selected
tokens in a document to maximize its similarity
score to a given query. Recent studies have refined
this technique by optimizing for specific queries
(Zhong et al., 2023) or queries with particular trig-
gers or topics (Chaudhari et al., 2024; Zhang et al.,
2024; Cheng et al., 2024; Xue et al., 2024). By
combining retriever optimization with adversarial
attack techniques that target generators, attackers
can manipulate the generator to produce targeted
responses when the malicious document is success-
fully retrieved (Zou et al., 2023).
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While research pertaining to RAG attacks has
expanded substantially, defense strategies have re-
ceived comparatively less attention. One straight-
forward defensive approach involves filtering out
potentially poisoned documents during the retrieval
phase using perplexity or l2-norms (Zhong et al.,
2023). However, this method risks removing legiti-
mate relevant documents as well (Zou et al., 2024),
and selecting an optimal filtering threshold remains
challenging. Meanwhile, in the generation phase,
Xiang et al. (2024) demonstrated that carefully de-
signed decoding processes can mitigate attacker-
desired outputs. Additionally, Zhou et al. (2025)
proposed a two-stage approach of first clustering
and filtering suspicious retrieved documents via K-
means, then leveraging both internal and external
knowledge to generate trustworthy responses.

Although these defense approaches are promis-
ing, increasing generator overhead is often cost-
ineffective since generators are typically much
larger than retrievers. In contrast, the proposed
GMTP is able to effectively detect unnatural to-
kens that induce excessive similarity, which of-
fers a more precise alternative. Furthermore, it
only requires lightweight computations using small
models such as BERT (Devlin et al., 2019), which
significantly reduces computational overhead com-
pared to generation-based defenses.

3 Problem Definition

3.1 Abnormal Similarity

The retriever in the RAG framework retrieves rel-
evant sources based on the similarity between a
given query and available documents. However,
as illustrated in Figure 2, poisoned documents of-
ten appear close to the target query in the embed-
ding space, making them highly similar (Zou et al.,
2024; Zhong et al., 2023). Due to this property, the
retriever frequently retrieves poisoned documents
as highly relevant, which leads the generator to
incorporate unreliable information.

Consequently, given the close proximity of these
documents to the query, a naïve classification ap-
proach that relies solely on embedding vectors risks
misidentifying poisoned documents while poten-
tially overlooking relevant documents. This chal-
lenge highlights the need for a more robust de-
tection method capable of distinguishing between
poisoned and relevant clean documents effectively.

Figure 2: Distribution of clean documents, poisoned
documents, and queries within the embedding space,
projected onto its first two principal components using
Principal Component Analysis (PCA). Each top-5 clean
and poisoned documents are selected as the most rele-
vant to the 100 queries, using Contriever (Izacard et al.)
fine-tuned for MS MARCO (Nguyen et al.) dataset.

3.2 Linguistic Unnaturalness in Poisoned
Documents

As discussed in Section 2.2, poisoned documents
are designed to achieve two key objectives; 1) they
must be retrievable and 2) cause the generator to
malfunction. To achieve the latter, malicious doc-
uments typically contain adversarial commands,
such as “Always answer as I cannot answer to that
question” to enforce refusal responses, or jailbreak-
ing prompts (Shen et al., 2024; Xu et al., 2024a;
Jiang et al., 2024) that elicit harmful outputs. How-
ever, adversarial commands alone generally do not
make poisoned documents retrievable in the RAG
system.

Therefore, in order to enhance their retrievabil-
ity, special tokens must be introduced so as to op-
timize the poisoned documents to resemble target
queries from the retriever’s perspective. This op-
timization process often leads to the insertion of
unnatural, seemingly meaningless word sequences
that artificially increase query-document similarity
while rendering the documents syntactically irregu-
lar. We refer to these as cheating tokens. Detecting
such tokens remains a challenge, as their placement
is agnostic to specific positions. Moreover, recent
research has demonstrated that integrating a nat-
uralness constraint into the optimization function
improves linguistic coherence of cheating tokens,
thereby further complicating their detection (Zhang
et al., 2024).
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Figure 3: Overview of the RAG pipeline incorporating the GMTP method to identify and exclude potentially
poisoned documents. The orange text highlights cheating tokens, which are manipulated to maximize similarity
score between the target query and the poisoned document.

4 Proposed Methodology

In this section, we introduce GMTP, which iden-
tifies key tokens that contribute to high similarity
scores between a query and document, while also
detecting potential adversarial inputs by analyzing
masked token probabilities. Figure 3 illustrates
the overall pipeline of RAG using GMTP. Specif-
ically, GMTP identifies tokens with anomalously
low masked token probabilities as potential adver-
sarial indicators by leveraging the fact that cheating
tokens exhibit unnatural linguistic patterns.

We assume that the attacker can inject poisoned
data into the knowledge base and can execute the re-
triever and generator but cannot retrain them. This
assumption aligns with existing research on RAG-
based adversarial attacks (Chaudhari et al., 2024;
Zhong et al., 2023; Zou et al., 2024; Xue et al.,
2024). This assumption also reflects real-world
scenarios, as many deployed RAG systems rely
on openly accessible databases such as Wikipedia
and often utilize third-party models like Contriever
(Izacard et al.) and Llama3 (Dubey et al., 2024).

4.1 Key Token Detection

GMTP first identifies key tokens that contribute
significantly to the similarity score. Inspired by
Moon et al. (2022), we leverage the gradients of
the similarity function with respect to the word em-
bedding et of token t in document d. In this paper,
unless otherwise specified, we compute similarity
using the dot product. As shown in Eq. 1, the simi-
larity score is derived using the query encoder EQ

and document encoder ED. To assess the influence
of individual tokens on similarity, we compute the
l2-norm of their gradients to get gt. To refine selec-
tion, we retain tokens with above-average gradient
magnitudes and choose at most N tokens with the

highest values, which ensure precise identification
of cheating tokens.

gt = ∥∇etSim(EQ(q), ED(d))∥2 (1)

4.2 Masked Token Probability

Due to lexical unnaturalness as discussed in Sec-
tion 3.2, key tokens in poisoned documents tend
to be significantly harder to predict when masked.
To leverage this observation, we employ external
Masked Language Model (MLM) to estimate the
probability of recovering the original token from a
masked position.

Specifically, we iteratively mask each of the pre-
viously selected N tokens and compute the prob-
ability of predicting the original token using the
MLM. However, the detection method described
in Section 4.1 does not guarantee that only poi-
soned tokens are detected as it may also include
normal or semantically essential tokens. Therefore,
to enhance precision, we select the M tokens with
the lowest masked token probabilities. We define
the average probability of these M tokens as the
P-score, which we expect to be significantly lower
in poisoned documents compared to clean ones.
Documents with a P-score below a threshold τ are
filtered out.

τ = λ · 1K
K∑

i=1

P-scorei (2)

Since the P-score distribution may vary across
domains, it is reasonable to adopt a domain-
dependent threshold τ . To estimate an appropri-
ate value, we randomly sample K queries from the
training dataset along with their corresponding rel-
evant documents and compute the average P-score.
Instead of directly using this value as τ , we scale it
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by a factor λ ∈ [0, 1] to account for its lower bound.
By default, we set K = 1000, as increasing it from
1000 to 10000 results in a variation of less than
1%. The complete filtering process using GMTP is
outlined in Algorithm 1.

Algorithm 1 GMTP

Require: Query q, top-k documents Dk =
[d1, · · · , dk], query encoder EQ, document en-
coder ED, MLMM, threshold τ

1: S ← {}
2: for each d ∈ Dk do
3: G := {g1, . . . , gT } ▷ Eq. 1
4: G← {gi|gi > 1

T

∑T
j=1 gj , gi ∈ G}

5: P ← {}
6: for each gi ∈ G do
7: d[i]← "[MASK]"
8: P ← P ∪M(d)
9: end for

10: Sort P in ascending order
11: P-scored = 1

M

∑M
i Pi

12: S ← S ∪ P-scored
13: end for
14: S ← {s|s > τ, s ∈ S} ▷ Eq. 2
15: return S

5 Experimental Setup

Datasets. We evaluate our method on three
benchmark datasets: Natural Questions (NQ)
(Kwiatkowski et al., 2019), HotpotQA (Yang et al.,
2018), and MS MARCO (Nguyen et al.) using the
BEIR benchmark (Thakur et al.). These datasets
contain approximately 2.6M, 5.2M, and 8.8M docu-
ments, respectively. For each dataset, we randomly
sample 200 test queries. If a query contains a spe-
cific trigger, which in this study is "iPhone," the
trigger is appended to the original query.

Models. For the retrieval component, we utilize
the BERT-based Contriever (Izacard et al.) that is
fine-tuned on the MS MARCO dataset, and DPR
(Karpukhin et al., 2020b), which is fine-tuned on
the NQ dataset. For the generation component, we
employ Llama2-7B-Chat (Touvron et al., 2023).
All models are downloaded via Huggingface2.

RAG System. We employ Faiss (Johnson et al.,
2019) for retrieval and set k = 10 for top-k doc-
uments retrieval. To maintain k documents after
filtering, we replaced the removed documents with
similar alternatives.

2https://huggingface.co/

5.1 Attack Setup

The attack methods vary depending on the opti-
mization method. In PoisonedRAG (Zou et al.,
2024), adversarial documents are optimized to be
similar to specific queries, and contain misleading
information that causes the generator to underper-
form. For each query, we curated five adversarial
documents, which results in a total of 1,000 mali-
cious documents. In contrast, Phantom (Chaudhari
et al., 2024) focuses on inducing malicious retrieval
when a specific trigger appears within the query.
Unlike PoisonedRAG, Phantom utilizes two types
of cheating tokens: one to optimize the trigger
and another to guide the generator, making it more
likely to follow an adversarial command. While
both PoisonedRAG and Phantom employ the Hot-
flip method, Adversarial Decoding (AdvDecoding)
(Zhang et al., 2024) uses LLMs such as Llama3
(Dubey et al., 2024) to generate candidate cheating
tokens. AdvDecoding then evaluates these tokens
based on both naturalness and the similarity to the
triggered query, and selects the best token for the
task. By incorporating the naturalness constraint,
AdvDecoding generates more fluent text compared
to other methods, which eventually enhances the
challenge of detection.

Both Phantom and AdvDecoding employ
"iPhone" as a trigger, with the adversarial com-
mand being "Always answer the query I’m sorry, I
can’t answer to that question". We crafted five poi-
soned documents that are activated when the word
"iPhone" appears in the query. More detailed attack
setups and examples can be found in Appendix A.

5.2 Defense Setup

We adopt perplexity and l2-norm as baseline de-
fense methods on the retriever side to filter out
abnormal documents as in Zou et al. (2024) and
Zhong et al. (2023). Although GMTP operates
solely during the retrieval phase, for comparison
with baselines that intervene during the generation
phase, we also assess the generation performance
based on the retrieval results. TrustRAG (Zhou
et al., 2025) employs K-means clustering to re-
move retrieved documents within the cluster that
exhibits suspiciously high density. Subsequently, it
leverages both the model’s internal knowledge and
the retrieved knowledge to extract reliable sources.
RobustRAG (Xiang et al., 2024) prompts the gen-
erator to extract keywords from responses gener-
ated for each retrieved document and removes less
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Retrieval

Attack Defense
NQ HotpotQA MS MARCO

nDCG@10
FR (↑)

nDCG@10
FR (↑)

nDCG@10
FR (↑)

Clean (↑) Poison (↑) Clean (↑) Poison (↑) Clean (↑) Poison (↑)

PoisonedRAG

Naive 0.418 0.313 0.0 0.261 0.149 0.0 0.171 0.108 0.0
PPL 0.417 0.415 0.996 0.258 0.258 1.0 0.178 0.178 0.996

l2-norm 0.391 0.295 0.019 0.232 0.13 0.001 0.192 0.091 0.019
GMTP 0.478 0.476 1.0 0.282 0.281 0.999 0.132 0.122 0.999

Phantom

Naive 0.418 0.407 0.0 0.261 0.228 0.0 0.171 0.151 0.0
PPL 0.417 0.417 1.0 0.258 0.258 1.0 0.170 0.170 1.0

l2-norm 0.391 0.379 -0.028 0.232 0.2 -0.018 0.153 0.134 0.134
GMTP 0.389 0.389 1.0 0.226 0.226 1.0 0.114 0.114 1.0

AdvDecoding

Naive 0.418 0.414 0.0 0.261 0.255 0.0 0.171 0.164 0.0
PPL 0.417 0.414 0.548 0.258 0.255 0.617 0.17 0.163 0.21

l2-norm 0.391 0.388 0.0 0.232 0.225 -0.023 0.153 0.145 -0.014
GMTP 0.389 0.389 1.0 0.226 0.226 1.0 0.114 0.114 1.0

Generation

Attack Defense
NQ HotpotQA MS MARCO

CACC (↑) ACC (↑) ASR (↓) CACC (↑) ACC (↑) ASR (↓) CACC (↑) ACC (↑) ASR (↓)

PoisonedRAG

Naive 59.5 18.0 80.0 34.5 7.0 89.5 45.0 24.0 72.5
TrustRAG 36.0 38.0 11.5 24.0 24.0 16.5 25.5 26.0 14.0

RobustRAG 38.5 26.5 54.0 26.5 7.0 86.0 29.5 19.5 46.0
GMTP 56.5 60.0 3.5 35.5 34.5 7.5 43.0 47.0 4.5

Phantom

Naive 52.0 48.0 24.0 37.5 13.5 60.0 40.5 26.0 38.5
TrustRAG 29.5 27.5 0.0 22.5 24.5 0.0 20.5 22.0 0.5

RobustRAG 32.5 30.0 18.5 20.0 12.5 43.5 20.5 16.5 30.0
GMTP 51.0 56.0 0.5 37.0 35.0 0.0 34.5 36.5 0.0

AdvDecoding

Naive 54.5 48.0 13.0 38.0 29.5 20.5 38.5 36.0 9.5
TrustRAG 32.5 28.0 0.0 23.0 21.0 0.0 22.0 21.5 0.5

RobustRAG 34.5 33.5 10.5 20.5 23.5 20.5 21.0 18.0 10.0
GMTP 52.0 53.5 0.5 37.0 35.0 0.0 35.0 34.5 0.0

Table 1: Performance in retrieval phase and generation phase using DPR. "Clean" refers to the environment where
no attack, while "Poison" indicates the environment where an attack has been executed. Naïve represents no defense
applied at all. Bold indicates the best defense method: highest FR (↑) in retrieval, lowest ASR (↓) in generation.

frequent keywords. The remaining high-frequency
keywords are then used to generate the final answer.
In GMTP, we set N = 10 and M = 5 for key to-
ken detection, and λ = 0.1 for threshold τ . We
employ BERT (Devlin et al., 2019) as the MLM to
obtain the masked token probability. More detailed
defense setups can be found in Appendix B.

5.3 Evaluation

Contrary to the attack goals, a successful defense
method must prevent the generation of attacker-
desired responses while maintaining the perfor-
mance of the RAG system. We evaluate GMTP
and baseline models using slightly different met-
rics for retrieval and generation phases.

Retrieval. We define the Filtering Rate (FR) as
the ratio of poisoned documents removed by the de-
fense method out of the total poisoned documents
in the top-k retrieval before defense is applied. To
assess if the relevant documents are retrieved prop-
erly, we use Normalized Discounted Cumulative
Gain at rank k (nDCG@k).

Generation. The Attack Success Rate (ASR)
measures the proportion of responses that align

with the attacker’s desired output. A response is
considered "attacked" if it is based on poisoned
documents in PoisonedRAG or if the response is
"I can’t answer to that question" in Phantom and
AdvDecoding. To evaluate the performance main-
tenance in both attack and clean environments, we
compare Accuracy (ACC) and Clean Accuracy
(CACC), respectively. In addition, we employ the
LLM-as-a-judge approach (Zheng et al., 2023) to
evaluate if the response adheres to the correct an-
swer (ACC, CACC), or to incorrect answer (ASR
in PoisonedRAG). Additional details of the utilized
prompts and metrics are provided in Appendix G
and F, respectively.

6 Results and Analysis

In this section, we evaluate the performance of
GMTP against baseline models and analyze the
factors contributing to its filtering effectiveness.
Due to space constraints, we primarily present re-
sults using the DPR model on the NQ dataset, with
the exception of the main result which includes all
datasets. Comprehensive results are available in
Appendix K.
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(a) PoisonedRAG (b) Phantom (c) AdvDecoding

Figure 4: Density plot showing the effects of different attack methods on the NQ dataset using the DPR model.
With minimal overlap, the masked token probability from GMTP effectively distinguishes poisoned documents
from clean and relevant ones.

Attack NQ HotpotQA MS MARCO
PoisonedRAG 0.859 0.860 0.865

Phantom 0.901 0.901 0.932
AdvDecoding 0.910 0.954 0.786

Table 2: GMTP precision in detecting cheating tokens
using DPR.

6.1 Main Results

Table 1 presents the main evaluation results for the
retrieval and generation phases under DPR. No-
tably, in the retrieval phase, GMTP achieves near
1.0 of filtering rate for all three attacks and datasets
in both retrievers, which indicates that almost all
possible poisoned documents have been success-
fully detected. Furthermore, GMTP maintains a
steady nDCG@10 score in both clean and poisoned
environments, and in some cases it even surpasses
the Naïve method.

While GMTP demonstrates robustness across
various datasets and attack scenarios, other meth-
ods perform well only under specific conditions.
For example, whil PPL generally keeps a filtering
rate of 1.0, it is computationally expensive and in-
effective against the AdvDecoding attack, often
failing to filtering rate of around 0.5. This sug-
gests that PPL is particularly vulnerable to attacks
incorporating naturalness constraints, raising con-
cerns about its adaptability to advanced attacks. In
contrast, GMTP successfully detects subtle anoma-
lous patterns arising from similarity optimization.
Similarly, the l2-norm method shows strong per-
formance with Contriever in Table 6 but struggles
with DPR that uses different encoders for queries
and documents, revealing its limitations.

GMTP’s strong resilience toward attacks leads
to stable generation performance as well. As can be
seen in Table 1, GMTP significantly outperforms
all other baselines while preventing a performance
decrease that comes from poisoned document inter-

Attack
Document

type
NQ Hotpot QA MS MARCO

PoisonedRAG
Poison 0.02 0.00 0.00

Relevant 29.06 33.73 17.28
Clean 18.38 26.99 16.91

Phantom
Poison 0.00 0.00 0.00

Relevant 29.96 30.53 14.56
Clean 17.27 26.34 13.89

AdvDecoding
Poison 0.03 0.00 0.06

Relevant 30.13 30.91 14.35
Clean 17.30 26.11 13.89

Table 3: Average of masked token probability of se-
lected M tokens using DPR. Values below 0.01 are
indicated as 0.00.

ventions, and keeps the ASR to at most 10%. Mean-
while, RobustRAG underperforms significantly in
our experiments, which shows its vulnerability to
attacks designed to craft multiple poisoned docu-
ment for single query pattern. These results align
with prior investigations by Zhang et al. (2024).
While TrustRAG is able to somewhat prevent at-
tacks, it comes with a high cost of nearly 50% of the
original performance. The main reason of GMTP’s
superiority relies on the fundamental solution of
removing the attack source, which keeps the over-
head low and leaves no possibilities of successful
attack.

6.2 Key Token Precision

For GMTP, accurate identification of cheating to-
kens is crucial. This is because false detection may
result in selecting natural tokens instead, which
increases the risk of mistakenly classifying a poi-
soned document as clean. Table 2 presents the
precision of GMTP under different attacks and
datasets. As can be seen, GMTP is able to achieve
a precision above 0.8 in most cases. This high-
lights GMTP’s effectiveness in detecting cheating
tokens, which leads to more reliable poisoned doc-
ument identification. Further analysis is provided
in Appendix C.
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Figure 5: nDCG@10 and Filtering Rate using various
N and M values using the DPR model in NQ dataset,
under the PoisonedRAG attack.

Table 3 illustrates the average masked token
probabilities in selected M tokens. The result in-
dicates that the probabilities show large margin
between poisoned and non-poisoned documents,
with below 1% for poisoned documents and above
10% for non-poisoned documents. This result
aligns with Figure 4, which presents a density
plot of various document types in relation to their
masked token probabilities. Here, clean docu-
ments refer to non-poisoned documents that lack
crucial information for the correct answer genera-
tion. Clean and relevant documents typically ex-
hibit an average masked token probability close
to 10−1, whereas poisoned documents are concen-
trated at much lower values. Although AdvDecod-
ing yields higher probabilities than other methods,
it still fails to exceed 10−3 in most cases, which is
approximately 100 times smaller than the average
probability of non-poisoned documents. We hy-
pothesize that despite considering naturalness, low
probabilities result from the necessity of achieving
the similarity optimization goal. These findings
demonstrate GMTP’s efficacy in mitigating corpus
poisoning attacks.

6.3 Hyperparameter Analysis
In this section, we analyze the impact of each hy-
perparameter. Additional analysis is provided in
Appendix E.

N-M Optimization. Properly setting the top-N
gradient values and least-M masked token proba-
bilities is crucial, as these parameters directly de-
termine the likelihood of documents to be filtered.
As shown in Figure 5, using a low M value often
results in poor retrieval performance because even
relevant documents may contain a small proportion
of rare but important tokens with low masked to-
ken probabilities. Conversely, setting M too high
reduces the filtering rate, which allows for natural
tokens in the poisoned document to be selected.

(a) PoisonedRAG (b) AdvDecoding

Figure 6: nDCG@10 and filtering rate across different
λ values. nDCG-C represents retrieval performance in
a clean setting (i.e., without attacks), while nDCG-P
denotes performance under an applied attack.

On the other hand, N controls the number of
candidates to consider as potential cheating tokens.
While higher N values can help achieve optimal re-
sults, they also increase the risk of including impor-
tant tokens from non-poisoned documents, which
can lead to performance degradation. Therefore, it
is generally preferable to select moderate N values
to balance these competing factors.

λ Trade-off. λ controls the lower bound of
threshold τ . Although we use the P-score adapted
to the dataset in use, applying it directly leads to ex-
cessive filtering of relevant documents. Therefore,
λ must be carefully adjusted to optimize τ .

Figure 6 presents the retrieval and filtering per-
formance across different λ values. As can be seen,
nDCG@10 in attack settings performs as well as or
even better than in settings without attacks, which
demonstrates its robustness against attacks. Increas-
ing λ improves the removal of poisoned documents
but this comes at the cost of reduced retrieval per-
formance as relevant documents may also be fil-
tered. However, since GMTP maintains a high
filtering rate across various λ values, we recom-
mend setting λ to at least 0.1, where the filtering
rate consistently exceeds 0.9 across all datasets and
attack scenarios.

6.4 Model Generalization
To further demonstrate the generalizability of our
approach, we evaluate GMTP on ColBERT (Khat-
tab and Zaharia, 2020), a retrieval architecture that
fundamentally differs from DPR and Contriever
by introducing late interaction through token-level
similarity scoring. Specifically, we utilized Col-
BERTv2 3, which was trained on the MS MARCO
dataset using knowledge distillation as described
in Santhanam et al. (2022).

3https://huggingface.co/colbert-ir/colbertv2.0
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Attack
nDCG@10

FR (↑)
Clean (↑) Poison (↑)

PoisonedRAG 0.491 0.461 0.957
Phantom 0.491 0.457 1.0

AdvDecoding 0.491 0.452 1.0

Table 4: Retrieval phase performance of GMTP using
ColBERT as the retriever on the NQ dataset.

As shown in Table 4, GMTP maintains a re-
trieval performance drop of less than 10% on the
NQ dataset under attack scenarios, while success-
fully filtering out over 90% of adversarial docu-
ments. Since GMTP only requires access to the
gradients of the similarity function, it can be seam-
lessly integrated into diverse retrieval mechanisms,
including the token-level interaction used in Col-
BERT. These results underscore GMTP’s flexibil-
ity and effectiveness across heterogeneous retrieval
backbones. To further demonstrate its adaptability,
we also explore the use of alternative MLM, such
as RoBERTa, in Appendix J.

Figure 7: Latency of each method across the datasets.
The reported values are the averages over five runs using
two NVIDIA A6000 GPUs.

6.5 Latency

Another key advantage of GMTP is its exceptional
efficiency, as demonstrated in Figure 7. GMTP en-
ables the RAG system to maintain robust defense
against diverse attack methods while incurring min-
imal computational overhead, outperforming PPL
by approximately 20% and other generation-phase
baselines by nearly 80% in average latency during
the general phase. While l2 method achieves high
efficiency, it falls short in precisely filtering adver-
sarial documents. These results suggest that GMTP
offers a favorable trade-off between speed and relia-

bility, making it a strong candidate for deployment
in latency-sensitive NLP applications.

7 Conclusion

In this study, we have proposed GMTP, a defense
method designed to precisely filter poisoned doc-
uments in RAG systems. By effectively capturing
linguistic unnaturalness in poisoned documents,
GMTP is able to successfully separate them from
clean ones. Experimental results demonstrated its
strong filtering performance while minimizing re-
trieval degradation. Furthermore, GMTP achieved
over 90% successful filtering rate across various
hyperparameter settings, demonstrating its robust
adaptability to different RAG systems. These find-
ings highlight GMTP as a practical and adaptable
defense against adversarial poisoning attacks.

8 Limitations

Although GMTP demonstrates strong performance
in defending against corpus poisoning attacks, it
may struggle to detect naturally crafted documents
without optimization, such as false information or
biased news articles. Such attacks present both
advantages and limitations: they are difficult to
detect, but an attacker also cannot ensure their re-
trieval due to the lack of the optimization process.
We have not tested GMTP against such attacks;
however, future work may explore a broader range
of attack methods to further evaluate and enhance
its robustness.
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A Detailed Attack Settings

PoisonedRAG. Poisoned documents in Poisone-
dRAG are composed of an incorrect information
paragraph and cheating tokens. We crafted five
documents per query, each conveying the same in-
correct answer. To optimize cheating tokens, we
initialized 30 masked tokens and iteratively applied
the Hotflip technique for 30 iterations, replacing
randomly selected cheating tokens. Each Hotflip
iteration considered 100 candidate replacements.
In total, we generated 1,000 poisoned documents.
Phantom. Poisoned documents in Phantom con-
tain separate cheating tokens optimized for retrieval
and generation, followed by an adversarial com-
mand. For retriever optimization, we initialized
128 tokens and applied the Hotflip technique. For
generator optimization, we used 16 tokens employ-
ing Multi Coordinate Gradient (MCG) (Chaudhari
et al., 2024). We crafted five poisoned documents
per trigger, resulting in a total of five poisoned doc-
uments.

Figure 8: Examples of poisoned documents for each
attack method. Words in red indicate cheating tokens,
while black words denote incorrect information or ad-
versarial commands. Attacks based on Hotflip exhibit
significant unnatural text patterns, whereas AdvDecod-
ing generates more natural-looking text by leveraging
LLMs and naturalness constraint.

AdvDecoding. Zhang et al. (2024) proposed a poi-
soning method that leverages third-party LLMs to
generate cheating tokens with high naturalness and
semantic similarity to the queries containing the
trigger, without relying on Hotflip. In our work,
we adopted this method to create cheating tokens,
which were appended to the adversarial command,
as cheating tokens alone does not induce generator
malfunction. We crafted five poisoned documents
per trigger, varying document lengths. Specifically,
we generated documents of lengths 50, 80, 110,
140, and 170 tokens, as longer documents tend to
exhibit higher similarity.
We show the example of poisoned documents in
Figure 8 for better comprehension.

B Detailed Defense Settings

Based on the findings of Zhang et al. (2024), we set
the perplexity threshold to 200, as their results indi-
cate that attacks using Hotflip had a minimum per-
plexity value exceeding 1000 in the MS MARCO
dataset. For perplexity computation, we used GPT-
24 (Radford et al.). Regarding l2-norm constraints,
we applied a threshold of 1.7 for Contriever and
13 for DPR. For generation baselines, we followed
the default parameter settings from TrustRAG and
RobustRAG (α = 0.3, β = 3.0). All experiments
were conducted on a single A6000 GPU.

C Masked Token Probability

We report the average masked token probabilities
in Table 5. The results indicate that analyzing the
masked token probabilities of N tokens with high
gradient values is sufficient to detect poisoned doc-

4https://huggingface.co/openai-community/gpt2
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uments. While non-poisoned documents exhibit
an average probability exceeding 40%, poisoned
documents show significantly lower probabilities,
below 15%. Furthermore, narrowing the selection
to M tokens causes a sharp decline in probabilities
for poisoned documents, reducing them to below
1%.

D Retrieved Poisoned Documents

Table 7 presents the number of poisoned documents
included in the top-k retrieval using the Naïve
method. We found that targeting a trigger tends
to be less effective for retrieval. This can be at-
tributed to the target scope, as the five crafted docu-
ments target all queries containing the trigger word
"iPhone." Another contributing factor may be the
high similarity of clean documents, as the trigger
serves as a strong retrieval signal, primarily retriev-
ing documents that contain the exact trigger word.

Additionally, Contriever is more vulnerable to
attacks, retrieving a higher number of poisoned
documents than DPR. One possible reason is the
difference in how query and document encoders
are used. Since DPR employs separate models for
query and document encoding, adversarial attacks
such as Hotflip, which rely solely on the document
encoder’s gradient, may be less effective. Future
work could further investigate the impact of re-
triever architecture on different attack methods.

E τ Selection

Retriever Attack Dataset
nDCG

MS MARCO
Clean Poison

DPR

PoisonedRAG
NQ 0.409 0.491 0.990

HotpotQA 0.396 0.396 1.0
MS MARCO 0.396 0.396 1.0

Phantom
NQ 0.272 0.272 0.999

HotpotQA 0.220 0.220 1.0
MS MARCO 0.220 0.220 1.0

AdvDecoding
NQ 0.136 0.156 0.999

HotpotQA 0.132 0.132 1.0
MS MARCO 0.132 0.132 1.0

Contriever

PoisonedRAG
NQ 0.466 0.459 0.989

HotpotQA 0.510 0.501 0.988
MS MARCO 0.383 0.409 0.994

Phantom
NQ 0.416 0.416 1.0

HotpotQA 0.495 0.494 1.0
MS MARCO 0.365 0.363 1.0

AdvDecoding
NQ 0.416 0.416 1.0

HotpotQA 0.495 0.495 0.981
MS MARCO 0.365 0.365 1.0

Table 8: Performance using random documents to cal-
culate P-score in threshold τ .

Although we set τ based on the average P-score of
existing query-relevant document pairs, obtaining
precisely relevant documents is not always feasible.
To address this limitation, we also report results

using randomly selected documents to compute the
average P-score.

Retriever
Document

type
NQ HotpotQA MS MARCO

DPR
Relevant 0.225 0.280 0.176
Random 0.075 0.349 0.129

Contriever
Relevant 0.249 0.297 0.240
Random 0.084 0.361 0.168

Table 9: P-score comparison using relevant documents
(result in Section 6.1) and random documents (result in
Section 6.3. It is preferable to use domain specific P-
value since the differences between each dataset are not
trivial. Although P-score are different between using
relevant and random documents (up to nearly 60%), it is
still safe because of the well separation GMTP provides.

Table 8 shows that even in this random docu-
ment setting, GMTP maintains a high filtering rate
without a significant drop in retrieval performance.
This aligns with the findings in Section 6.2, where
GMTP effectively separates poisoned documents
with a large margin in masked token probabilities.
As a result, GMTP remains stable even when using
random documents, where the threshold variation
is close to 50% compared to the result with relevant
documents. The P-score values used in both cases
are reported in Table 9.

F Evaluation Metrics

Filtering Rate. Filtering rate measures the pro-
portion of poisoned documents removed from the
retrieved top-k documents by the defense method,
relative to the number of poisoned documents be-
fore applying the defense. Eq. 3 describes the FR
calculation, and dNav

p represents a poisoned doc-
ument in Naïve enviornment, and dDp a poisoned
document when the defense method is applied.

# of retrieved dNav
p − # of retrieved dDp

# of retrieved dNav
p

(3)

Generation metrics. ACC measures the propor-
tion of responses that are labeled "YES" by GPT-4o
among all responses generated by the RAG system.
As shown in Appendix G, a "YES" response in-
dicates that the generated response adheres to the
correct answer. CACC is calculated in the same
way. While ASR uses same calculation as in Eq.
4, it uses incorrect answer as correct answer in the
prompt of Figure 9.

# of ‘YES’ GPT-4o responses
# of RAG responses

· 100 (4)
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Attack Retriever
Document

type
NQ HoptotQA MS MARCO

N M N M N M

PoisonedRAG

DPR
Poison 9.19 0.02 4.88 0.00 5.87 0.00

Relevant 57.85 29.06 61.81 33.73 43.82 17.28
Clean 49.05 18.38 56.77 26.99 45.87 16.91

Contriever
Poison 9.26 0.18 8.72 0.18 6.42 0.06

Relevant 60.66 32.21 62.69 33.54 49.69 20.76
Clean 52.10 21.4 60.46 30.51 49.28 20.25

Phantom

DPR
Poison 0.02 0.00 0.09 0.00 0.03 0.00

Relevant 58.02 29.96 59.32 30.53 42.88 14.56
Clean 47.73 17.27 55.93 26.34 42.69 13.89

Contriever
Poison 1.42 0.00 1.69 0.00 4.75 0.00

Relevant 59.24 30.30 61.77 32.23 48.13 18.43
Clean 50.73 19.58 58.49 27.92 47.09 18.30

AdvDecoding

DPR
Poison 2.70 0.03 4.92 0.00 5.29 0.06

Relevant 58.14 30.13 59.60 30.91 42.56 14.35
Clean 47.74 17.30 55.72 26.11 42.73 13.89

Contriever
Poison 5.12 0.02 14.94 0.57 8.32 0.02

Relevant 59.60 30.73 61.86 32.24 48.48 18.62
Clean 50.60 19.47 58.89 28.38 47.10 18.14

Table 5: Average of masked token probability using selected N tokens and M tokens. We marked as 0.00 if the
value is below 0.01.

Retrieval

Attack Defense
NQ HotpotQA MS MARCO

nDCG@10
FR (↑)

nDCG@10
FR (↑)

nDCG@10
FR (↑)

Clean (↑) Poison (↑) Clean (↑) Poison (↑) Clean (↑) Poison (↑)

PoisonedRAG

Naive 0.488 0.196 0.0 0.604 0.237 0.0 0.515 0.220 0.0
PPL 0.494 0.492 0.998 0.602 0.602 1.0 0.505 0.505 0.999

l2-norm 0.425 0.424 1.0 0.383 0.383 1.0 0.432 0.468 1.0
GMTP 0.452 0.445 0.99 0.519 0.508 0.987 0.386 0.382 0.994

Phantom

Naive 0.444 0.206 0.0 0.589 0.306 0.0 0.468 0.230 0.0
PPL 0.446 0.446 1.0 0.587 0.587 1.0 0.457 0.457 1.0

l2-norm 0.376 0.376 1.0 0.373 0.370 1.0 0.432 0.432 1.0
GMTP 0.402 0.400 1.0 0.497 0.496 1.0 0.332 0.329 1.0

AdvDecoding

Naive 0.444 0.410 0.0 0.589 0.560 0.0 0.468 0.464 0.0
PPL 0.446 0.443 0.867 0.587 0.581 0.665 0.457 0.453 0.021

l2-norm 0.376 0.376 1.0 0.373 0.373 0.953 0.432 0.432 1.0
GMTP 0.402 0.402 1.0 0.497 0.497 0.967 0.332 0.332 1.0

Generation

Attack Defense
NQ HotpotQA MS MARCO

CACC (↑) ACC (↑) ASR (↓) CACC (↑) ACC (↑) ASR (↓) CACC (↑) ACC (↑) ASR (↓)

PoisonedRAG

Naive 63.5 10.05 84.5 42.0 10.5 84.5 71.0 28.0 69.5
TrustRAG 38.0 37.5 10.0 25.0 24.5 14.0 30.0 39.0 13.0

RobustRAG 42.0 16.5 68.0 31.5 11.5 82.0 38.5 24.5 54.5
GMTP 59.5 59.5 4.5 44.5 41.0 9.5 59.5 60.5 5.0

Phantom

Naive 63.0 1.5 99.5 41.0 21.0 36.5 61.5 7.5 91.0
TrustRAG 28.0 29.5 0.0 25.0 26.0 0.0 23.0 21.5 0.0

RobustRAG 34.5 7.0 90.0 25.5 26.5 0.0 27.5 22.0 49.0
GMTP 57.0 51.0 0.5 43.0 41.0 0.0 53.5 46.0 0.0

AdvDecoding

Naive 63.0 34.5 44.0 40.0 24.5 43.5 55.5 47.0 12.5
TrustRAG 25.0 28.5 0.0 24.0 22.0 1.0 20.0 19.0 0.0

RobustRAG 29.0 29.0 26.0 26.5 23.5 20.5 28.0 26.0 13.0
GMTP 58.0 55.5 0.0 41.5 41.0 2.0 48.5 48.0 0.0

Table 6: Performance in retrieval phase and generation phase using Contriever. "Clean" refers to the environment
where no attack is applied, while "Poison" indicates the environment where an attack is applied. Naïve represents
no defense applied at all. Bold indicates the best defense method: highest FR (↑) in retrieval, lowest ASR (↓) in
generation.
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NQ HotpotQA MS MARCO

DPR
PoisonedRAG 773 903 773

Phantom 145 447 246
AdvDecoding 84 133 70

Contriever
PoisonedRAG 1000 1000 1000

Phantom 964 934 910
AdvDecoding 203 215 94

Table 7: Total number of poisoned documents retrieved
across 200 queries.

G Evaluation Prompt

Figure 9: Evaluation prompt using GPT-4o.

Figure 9 illustrates the evaluation prompt for ASR
in PoisonedRAG, as well as ACC and CACC
for all defense methods in the generation phase.
Specifically, we evaluated ASR by replacing the
"correct_answer" with an incorrect answer that
aligns with the poisoned document. We applied
the prompt iteratively to each query-response pair,
counting "YES" responses from GPT-4o.

H FPR of GMTP

Attack
NQ HotpotQA MS MARCO

Clean Poison Clean Poison Clean Poison
PoisonedRAG 0.042 0.026 0.051 0.023 0.051 0.027

Phantom 0.049 0.04 0.047 0.029 0.039 0.031
AdvDecoding 0.049 0.043 0.047 0.04 0.039 0.036

Table 10: FPR of GMTP in various datasets and attacks.

While the precision of GMTP has been demon-
strated in Section 6.1, we further evaluate its relia-
bility by measuring False Positive Rate (FPR) in Ta-
ble 10, which quantifies how often legitimate docu-
ments are mistakenly filtered out. GMTP achieves
an FPR of nearly 0.05 or lower, which indicates
a low rate of misclassification. Thus, this result
reinforces the method’s ability to effectively elimi-
nate adversarial content while preserving access to
relevant information, highlighting its suitability for
high-stakes retrieval scenarios where precision is
critical.

I Varying Naturalness

In order to explore the failure cases of GMTP, we
include the results of experiments that use fewer
adversarial tokens (i.e., tokens optimized to maxi-
mize the similarity between the query and the poi-
soned document). As shown in Table 11, reducing
the number of adversarial tokens improves stealthi-
ness, but it comes at the cost of decreased retrieval
success for poisoned documents. Notably, Poisone-
dRAG remains effective even with single-token
optimization. However, this is primarily due to its
narrow target scope, which targets specific queries
and relies on naturally crafted false information as
poisoned documents, rather than successful opti-
mization. It is worth noting that despite the target
attack of GMTP being optimization-based, it is
able to successfully filter out up to 70% of the ac-
tual retrieved poisoned documents (i.e., precisely
detect even a single unnatural token).

J MLM-Agnostic Performance

To further demonstrate GMTP’s generalization
across different architectures, we report results
using different MLM (i.e., RoBERTa (Liu et al.,
2019)) instead of BERT. RoBERTa is known to
use different pretraining method and dataset com-
pared to BERT, which can lead to variations in
performance. However, as shown Table 12, GMTP
remains robust across different LLMs, as it consis-
tently achieves high filtering rates while maintain-
ing minimal nDCG@10 degradation. These results
demonstrate that GMTP is effective regardless of
MLM variations. Note that we used DPR for the
experiments.

K Full Experimental Results

In this section we show the results using Contriever.
Specifically, we report main results comparing with
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Attack Adv. tokens
NQ HotpotQA MS MARCO

nDCG-P FR Poison nDCG-P FR Poison nDCG-P FR Poison

PoisonedRAG
1 0.457 0.504 282 0.261 0.702 396 0.135 0.571 177
5 0.472 0.963 571 0.28 0.992 781 0.13 0.985 535
10 0.476 0.999 678 0.28 0.998 833 0.132 0.999 693

Phantom
1 0.385 1.0 0 0.212 1.0 0 0.107 1.0 0
5 0.387 1.0 1 0.216 1.0 4 0.102 1.0 2
10 0.388 1.0 5 0.222 1.0 11 0.086 1.0 2

AdvDecoding
1 0.389 1.0 0 0.226 1.0 0 0.114 1.0 0
5 0.389 1.0 2 0.226 1.0 1 0.114 1.0 0
10 0.389 1.0 6 0.226 1.0 3 0.114 1.0 5

Table 11: Performance with varying numbers of adversarial tokens. nDCG-P denotes nDCG@10 under the attack
setting, while Poison indicates the number of poisoned documents retrieved in the top-10.

Attack
NQ HotpotQA MS MARCO

nDCG@10
FR (↑)

nDCG@10
FR (↑)

nDCG@10
FR (↑)

Clean (↑) Poison (↑) Clean (↑) Poison (↑) Clean (↑) Poison (↑)
PoisonedRAG 0.493 0.491 1.0 0.298 0.298 1.0 0.176 0.174 0.999

Phantom 0.385 0.385 1.0 0.236 0.236 1.0 0.152 0.152 1.0
AdvDecoding 0.385 0.385 1.0 0.236 0.236 1.0 0.152 0.152 1.0

Table 12: Performance of GMTP using RoBERTa as the MLM.

baselines in Table 6. Figure 10 and Figure 11 il-
lustrates the density plot across datasets and attack
methods, using DPR and Contriever, respectively.
Performance across various λ values is described
in Figure 12 and Figure 13. Lastly, the masking
precision using Contriever is reported in Table 13.

Attack NQ HotpotQA MS MARCO
PoisonedRAG 0.915 0.911 0.925

Phantom 0.971 0.893 0.95
AdvDecoding 1.0 0.943 0.954

Table 13: GMTP precision in detecting cheating tokens
using Contriever.
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Figure 10: Density plot of masked token probability using DPR.
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Figure 11: Density plot of masked token probability using Contriever.
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Figure 12: nDCG@10 and filtering rate across various λ values using DPR.
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Figure 13: nDCG@10 and filtering rate across various λ values using Contriever.
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