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Abstract

Many applications of Large Language Models
(LLMs) require them to either simulate people
or offer personalized functionality, making the
demographic representativeness of LLMs cru-
cial for equitable utility. At the same time, we
know little about the extent to which these mod-
els actually reflect the demographic attributes
and behaviors of certain groups or populations,
with conflicting findings in empirical research.
To shed light on this debate, we review 211 pa-
pers on the demographic representativeness of
LLMs. We find that while 29% of the studies
report positive conclusions on the representa-
tiveness of LLMs, 30% of these do not evaluate
LLMs across multiple demographic categories
or within demographic subcategories. Another
35% and 47% of the papers concluding posi-
tively fail to specify these subcategories alto-
gether for gender and race, respectively. Of
the articles that do report subcategories, fewer
than half include marginalized groups in their
study. Finally, more than a third of the papers
do not define the target population to whom
their findings apply; of those that do define it
either implicitly or explicitly, a large majority
study only the U.S. Taken together, our findings
suggest an inflated perception of LLM repre-
sentativeness in the broader community. We
recommend more precise evaluation methods
and comprehensive documentation of demo-
graphic attributes to ensure the responsible use
of LLMs for social applications.

1 Introduction

In addition to their applications as general assis-
tive technology, an emerging use case of LLMs in
the (computational) social sciences is the simula-
tion of human behavior, to replicate or augment
existing social data like survey responses (Argyle
et al., 2023), behavioral experiments (Hewitt et al.,
2024) or social network traces (Chang et al., 2024).
For LLMs to be an effective tool in both assist-
ing diverse human populations and simulating their

behavior, LLMs would need to be representative,
i.e., their behavior would need to validly reflect
the underlying target population. For example, if
providing personalized healthcare or educational
recommendations, the LLLM should be equally as-
sistive to multiple groups of people, and not display
lack of background knowledge for certain groups.
Similarly, if an LLM is used in social simulations,
then it should also be equally effective at emulating
the behavior of different groups of people.

In the emerging field of social applications of
LLMs, current studies reach opposing conclusions
on their demographic representativeness, even
when analyzing the same populations using similar
techniques and models. For example, while Argyle
et al. find that LLMs represent American popu-
lations via prompt-induced personas, Santurkar
et al. conclude that LLMs only reflect the opinions
of certain groups. Additionally, other researchers
find that LL.Ms reduce the variance of behavior
within groups and flatten (Wang et al., 2024a) and
caricature people (Cheng et al., 2023b). While
literature surveys on algorithmic bias in LLMs
exist (Gupta et al., 2024; Gallegos et al., 2024;
Chu et al., 2024), as well as a scoping review on
LLMs supplementing humans in human-subject
studies (Agnew et al., 2024), none comprehensively
review the fine-grained demographic dimensions
probed in social applications of LLMs and their
connection to representativeness.

Motivated by this lack of systematic literature
analyses, we survey 211 articles across a variety
of LLM applications, asking and answering the
following research questions: RQ1: Which demo-
graphic dimensions are probed, and in which
contexts?' We investigate the demographic cat-
egories studied and evaluated in these papers, as
well as how these categories are operationalized,

'We use the term ‘demographic’ to include both demo-
graphic and sociodemographic groups.
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A) Dimensions we annotate (N =211)

(o8 Target
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U.S., Global, Other, Undefined
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=l Type
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acts like group X

Personalization, i.c,thelLLM
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25 Application
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Conclusion on LLMs’
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Yes, Partial, No

4 Analysis
Level

Across groups: 0.7 for gender, 0.72 for race, ...

Within subcategories of a group: 0.4
for women, 0.92 for men, 0.63 for nonbinary, ...

None: 0.88 overall

o’ Demographic Groups
** and Subcategories

%

B) Findings

Outsized focus on the U.S.

® 42% study the U.S.
e 36% don’t define a clear
target population

Conflicting conclusions on the
representativeness of LLMs

® 29% say yes
e 31% say no

.:.‘ Marginalized groups overlooked

e Gender: 22% include non-binary
gender groups
e Race: 35% include diverse racial groups

Advice Content Analysis Gender: women, men, nonbinary, ...
“lam X. Which college “Label the toxicity of the Ethnicity: Wwhite, Black, Asian, ...
major should I go for?”  text: Abortion is murder!” .

Age: young, old, millennial, ...
Simulation Writing

i Class: lower, middle, upper, ..
“Write a reference letter

about X.”

“As identity X. who
would you vote for?”

e Even fewer in papers claiming LLMs to
be representative: 11% for gender,
24% for race

Figure 1: Description of the (A) dimensions we annotate for each paper in this review and (B) key findings related

to the demographic representativeness of LLMs.

including which subcategories are considered (Fig-
ure 1A). We then assess if there is consensus on
the representativeness of LLMs? (RQ2).

Findings: While the majority of papers find
no evidence for representativeness or that LLMs
are partially representative for a certain group only,
29% claim that LLMs are representative. Assessing
potential causes of this divergences, we find that
among papers claiming LLMs to be representative,
30% do not evaluate representativeness across mul-
tiple demographic groups, nor across the subgroups
of a particular demographic. Instead these papers
report overall LLM representativeness. Another
35% of these papers make conclusions about gen-
der representativeness without reporting the gender
subcategories they study. The equivalent propor-
tion for racial categories is even higher. This type
of underreporting on demographic factors is com-
paratively lower in studies that claim partial or no
representativeness. While studies with a negative
outlook also include a higher portion of marginal-
ized racial and gender categories in their study, only
around a fifth of all studies (22%) include subcate-
gories beyond the gender binary. Finally, most stud-
ies either explicitly or implicitly focus on people in
the U.S. excluding other relevant (sub)populations.

Contributions. Our work contributes a system-
atic understanding of the state-of-the-art research
on the demographic representativeness of LLMs,
finding patterns of underreporting of crucial de-
tails required to establish representativeness. We
provide a set of specific recommendations for fu-
ture research on this topic for better documentation

and evaluation. Our annotated list of papers and
analysis code is publicly available.”

2 Background

Representativeness in NLP and Beyond. Chasa-
low and Levy describe representativeness, like bias,
as a ‘suitcase word’—a term used widely but with
multiple definitions. In quantitative social sciences,
representative samples allow studying large pop-
ulations without surveying every member (Gobo,
2004). In Computational Linguistics, NLP, and
LLMs, it refers to “the extent to which a sample
includes the full range of variability in a popula-
tion” (Biber, 1993). In sociolinguistics, represen-
tativeness is often linked to generalizing across
languages and varieties (Grieve et al., 2025).

There are extensive studies of algorithmic bias
in NLP, including sociodemographic bias (Gupta
et al.,, 2024). Bias has many definitions,
some of which often focus on misrepresentation
or underrepresentation of certain (demographic)
groups (Ferrara, 2023a). Recent research has also
focused on ‘Al Alignment’, which is broadly de-
fined as making “Al systems behave in line with
human intentions and value” (Ji et al., 2023). There
are several parallels between alignment and rep-
resentativeness, especially for personalized LLM
agents; however such parallels have not been
widely explored, possibly due to the lack of a
concrete vocabulary for operationalizing align-
ment (Kirk et al., 2023).

https://github.com/Indiiigo/LLM_rep_review
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Source Longlisted Deduplicated Included
Agnewetal. 13 13 4

ArXiv 291 290 156
ACL 196 41 9
Semantic 86 4 1

ACM DL 117 108 5
OpenAlex 362 160 29

Other 24 12 7

Total 1076 615 211

Table 1: Summary statistics of papers considered in this
review.

Repurposing Bias for Representativeness? Ar-
gyle et al. conceptualize ‘algorithmic fidelity’,
positing that biases in LLMs conditioned on de-
mographic attributes can mirror ideas and opinions
of those demographics. They state: “... t/he
gorithmic bias” within one such tool—the GPT-3

al-

language model—is instead both fine-grained and
demographically correlated, meaning that proper
conditioning will cause it to accurately emulate
response distributions from a wide variety of hu-
man subgroups.” However, algorithmic bias in
NLP systems, including LLMs, often has compet-
ing definitions, with some emphasizing underrepre-
sentation and misrepresentation as key factors (Fer-
rara, 2023b; Gallegos et al., 2024). Given its multi-
faceted nature, can bias enhance equitable represen-
tativeness across all groups, including marginalized
ones?? In this review, we attempt to find the current
consensus w.r.t to the demographic representative-
ness of LLMs and unearth potential reasons behind
seemingly conflicting findings.

3 Literature Search and Annotation

In this literature review, we are interested in
the intersection of LLLMs and demographics; as
such we only include papers that conduct a study
which incorporates demographics somewhere in
the pipeline, i.e., either use demographic dimen-
sions in input to LLMs or include demographic
variables in the evaluation of LLMs. Therefore, we
search for papers containing the keywords “Large
Language Models”/“LLM” and “demographic*”
available online before December 1st, 2024. We
first started with the 13 papers assessed in the scop-
ing review by Agnew et al. on the potential of
replacing human participants with LLMs in human-

3Studies affirming LLMs’ algorithmic fidelity, e.g., Argyle
et al.; Kim and Lee, do not explicitly define bias.

subject studies.* To expand this list, we utilize five
sources — arXiv, the ACL Anthology, Semantic
Scholar, ACM Digital Library, and OpenAlex. The
latter is an open-source version of the Microsoft
Academic Graph. Finally, we also include existing
community resources, i.e., papers identified in Sim-
mons and Hare and a paper list on public opinion
simulation with LLMs.> After a semi-automatic
deduplication step, three authors split the 615 pa-
pers between them to manually assess whether a
paper should be included in the literature review.

3.1 Scope and Inclusion Criteria

We restrict our literature review to research pa-
pers (not necessarily peer-reviewed) with empir-
ical findings. As such, we exclude other litera-
ture reviews, perspective and theoretical articles,
pay-walled articles, and extended abstracts (but in-
clude short papers and workshop papers). The first
content-related criterion for inclusion is that the
study should touch on demographics. Only four of
the 13 papers studied in Agnew et al. do so (Argyle
et al., 2023; Park et al., 2022; Aher et al., 2023;
Gerosa et al., 2024); the other nine discuss the po-
tential of LLMs replacing humans, but do not state
which humans. To balance coverage of relevant
literature with the annotation workload, we only
include generative LLM-based studies which are
text-only, i.e., excluding vision, speech, or multi-
modal applications. Based on these criterion, we
include 211 papers. The literature search and inclu-
sion process is summarized in Table 1.

3.2 Codebook Categories

We have a three-part annotation scheme whose
most important categories of the codebook are ex-
emplified in Table 2, while the full codebook can
be found in the Appendix (Section B).

Contexts and LLMs. Contexts refer to the sce-
nario in which LL.Ms are used, either as proxies
for humans or for providing services to or about
humans. These categories are based on how peo-
ple use LLMs (Mireshghallah et al.), restricted to
those where demographics play an explicit role. In
addition, in line with Tseng et al., we define and an-
notate two types of representativeness or personas
in LLMs: their ability to impersonate group X and
their ability to personalize to group X. We also

*Out of the 16 artifacts studied in Agnew et al., there are
13 research papers, while the other 3 are product offerings.

5https: //github.com/CaroHaensch/public_
opinion_llms
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Category Subcategory Definition and Examples
. Providing help with decision-making, or giving suggestions, recommendations,
Contexts Advice or advice, e.g., (Levy et al., 2024; Liu et al., 2024c; Lahoti et al., 2023)
Simulation Synthetic data generation to study human behavior directly, e.g., simulating survey
tmuiatt respondents (Bisbee et al., 2024) or platform simulations (Park et al., 2022).
Content Qualitative content labeling, evaluation, and labeling, e.g., sentiment analysis,
Analysis hate speech (Beck et al., 2024; Giorgi et al., 2024b; Sun et al., 2023)
Writin Fiction or non-fiction writing, could also include translation or rewriting content
1ng e.g., (Wan and Chang, 2024; Sourati et al., 2024)
Generic General investigation of LLMs, without any downstream context e.g.,
(Zhao et al., 2023; Jiang et al., 2022) .
Person Impersonation Persona induced in the LLM, e.g., “answer this question as a Democrat” using
T;pseo a personatio personas from survey data in Argyle et al. (2023); von der Heyde et al. (2024)
Persona that the LLM needs to act upon, e.g., text written by a group “would you
Personalization  hire this man based on his resume?” (Gaebler et al., 2024) or about a group, e.g.,

targets of hate speech “annotate: [content targeting women]” (Beck et al., 2024)

The study is positive, e.g. Argyle et al., who say "We suggest that language

Conclusion on  Yes

models with sufficient algorithmic fidelity thus constitute a novel and powerful

Representative tool to advance understanding of humans and society across a variety of disciplines."”
-ness - . .
The study has mixed results, finding LLMs to be successful at representating
Partial some groups but not others, e.g. Gabriel et al., who say “We find that while GPT-4
can reflect and amplify harmful biases found in peer-to-peer support, these biases
vary significantly based on prompt design and can be mitigated through..."
The study has a negative outlook on representativeness, e.g., von der Heyde et al.
No noting "We have shown that in its current state, GPT-3.5 is not suitable for

estimating public opinion across (sub)populations..."

Table 2: Key categories, definitions, and examples in our annotation codebook. An expanded version of the
codebook with all categories and the instructions given to annotators are included in the Appendix (Section B).

note the LLMs used and the approach to induce or
improve their representativeness, e.g., prompting.
Evaluating and Improving Representative-
ness. We annotate the response format employed
in each study, i.e., free-text responses from LL.Ms
vs. closed-form responses, like multiple choice
question-answering (QA). Except Lee et al. who
study LLMs’ ability to adapt to African American
English, all papers in our sample focus on broad
and/or multiple demographic categories. To es-
tablish an LLM’s equitable representativeness for
a population, it is important to understand how
well “it represents different subgroups of that popu-
lation. Therefore, we label whether studies conduct
a demographically disaggregated evaluation, i.c.,
if they evaluate a model across multiple groups,
within subgroups of demographic category, or both.
Demographics and Representativeness. We
identify the demographic categories studied in a
paper and how they are operationalized, i.e. the
subcategories and descriptors used to represent
these subgroups (examples in Table 3).° Subcate-

SThe full list of demographic categories we include in this
paper can be found in Table 5 in the Appendix.

Paper Dem. Subcategories and
p Category Descriptors
Male, Female
Gender ) ’
Zheng LGBTQ
American Indian or
Alaskan Native,
Asian, Black or
R African American,
ace Filipino, Hispanic
or Latino, Native
Hawaiian or Pacific
Islander, White
I Disadvantaged,
ncome Non-disadvantaged
Alipour et al. Gender Man, Woman
Asian, Black, White,
Race . .
Hispanic
Gender
Steinmacher et al. - Not reported
Location
Age

Table 3: Examples of how demographic categories and
subcategories are operationalized and reported in pa-
pers.
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(b) Context vs. Response Format

Figure 2: Distribution of contexts over a) persona type and b) response format.

Most papers look into

personalization of LLMs across different contexts, except simulation studies. Closed-form responses from LLMs

are more widely studied except in writing.

gories refer to subgroups of a given demographic
category, while descriptors refer to how these sub-
groups are described, e.g, Argyle et al. use the
binary gender descriptors ‘male’ and ‘female’ vs.
Cheng et al. who use ‘man’, ‘woman’, and ‘nonbi-
nary’, while Deldjoo does not specify the gender
subcategories or descriptors used. We also anno-
tated the target population studied in a paper, e.g.,
the global population in Durmus et al.. While some
papers do not explicitly specify a target population,
for some of them we can infer whether the popula-
tion is the U.S. based on racial and political leaning
descriptors, i.e., using U.S. specific-categories like
‘Native American’ or ‘Republican’, e.g., Arzaghi
etal..

Finally, we annotate the paper’s conclusion re-
garding the representativeness of LL.Ms for the
target population studied. Many of the papers in-
cluded in our survey focus on mitigating demo-
graphic biases in LLMs through debiasing and
alignment, e.g. Do et al. (2025a); He et al. (2025).
We annotate these articles as concluding positively
if they find their debiasing technique to be effective,
as biases are considered a threat to representative-
ness (Ferrara, 2023a) and reducing them would
lead to improved representativeness.

3.3 Annotation Process

Three annotators, who are also authors of this pa-
per, independently annotated all 211 papers using
the aforementioned codebook over three rounds.
After each round, checks were done by randomly

selecting three papers from each annotator’s batch
to be annotated by all three annotators to ensure re-
liability. We found little disagreement across three
rounds (3-8% of diverging annotations across the
rounds). Disagreements were resolved after discus-
sion (c.f. Appendix Section A.2 for more details.)

4 Results

4.1 Descriptive Findings

A majority of studies fall under advice (43%), fol-
lowed by simulation (23%), generic (13%) and
content analysis (11%). Advice scenarios span
many different topics including medical (Rawat
et al., 2024), hiring (Gaebler et al., 2024), and
education (Weissburg et al., 2024). Simulations
often focus on replicating surveys (Gerosa et al.,
2024) or social media behavior (Chang et al., 2024).
Content analysis studies often focus on annotating
subjective tasks with LLMs (Jiang et al., 2024a).”
Figure 2a shows that across most contexts, per-
sonalization is more common, except simulation
where impersonation or both are studied. Figure 2b
shows the distribution of response formats across
contexts; besides content analysis where mainly
closed evaluation is conducted and the opposite
in writing, we see both open and closed in other
contexts, with closed format being more prevalent.

"Some have multiple contexts (c.f. Appendix A.2),
while Mori et al. use LLMs for the sole purpose of generating
training data. As this was the only paper for this application,
it did not justify creating a new context. We therefore exclude
it from the analysis on contexts.
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Figure 3: Demographic Dimensions a) proportionally across contexts, b) with subcategories, and c¢) concluded
to be represented by LLMs. Gender and Race are widely studied, but simulation tends to have comparatively

more balanced distribution of demographics.

LLMs and Methods for Steering them. While,
most studies (62%) include more than one model,
a majority of studies only use commercial LLMs;
80% of the papers include at least one OpenAl
model. This is followed by open-weight models
like LLaMa (39%), and Mistral or Mixtral (21%).8
Finally, in terms of measuring and steering repre-
sentativeness, prompt-based techniques are by far
the most commonly used, appearing in 64% of the
papers, followed by fine-tuning approaches (13%),
e.g., Jiang et al. (2022); Wald and Pfahler (2023).

4.2 RQ1: Which demographics are most
studied and in which contexts?

We first investigate the target populations men-
tioned in papers (Table 4). A large number of
papers, i.e. 36%, do not specify a target popu-
lation, instead aiming to study demographic char-
acteristics in general with generic categories, e.g.,
white vs. non-white in Kamruzzaman et al. or
do not mention either an explicit target population
or demographic subcategories (Do et al., 2025a).
26% of the papers solely and explicitly focus on
the U.S., while another 16% do so implicitly via
the use of U.S.-specific racial or political subcat-
egories.18% of studies explicitly mention target
populations beyond the U.S., while a small propor-
tion (4%) attempt to study the global population.
Figure 3a shows the proportion of demographic
dimensions studied over different contexts, while
Figure 3b and ¢ show the count of different demo-
graphic dimensions. We confirm previous findings
in NLP research showing gender and racial cate-
gories to be the most studied (Gupta et al., 2024),

8To keep the annotation and analysis from blowing up, we
do not report parameter size or versions of LLMs used. More
descriptive results can be found in Appendix A.4.

Target % Repres
Pop. # Examples -entative?
German Political
Other 39 Parties (Batzner et al.), 23%
Indians (Sahoo et al.)
- Argyle et al.,
U.S. Explicit 54 Santurkar et al. 22%
.. Cheng et al.,
U.S. Implicit 34 Giorgi et al, 14%
Global g  Durmusetal, 1%
Jin et al.
Undefined 75 Tarketal, 45%

Labhoti et al.

Table 4: Target Populations and their proportion
found to be represented by LLMs. Studies on Global
populations report the lowest rate (11%).

though the distribution is less skewed compared to
research on biases (Gupta et al., 2024). We also
note that for simulation studies, the distribution is
more balanced compared to other contexts. Widely
studied categories in ‘other’ include marital status,
number of children, and occupation.

In terms of how specific demographic categories
are operationalized, we find that many papers (38%
on average across all demographics) do not explic-
itly report the demographic subcategories and de-
scriptors they use in their study, i.e., they state that
they study a particular demographic dimension but
do not report the full list of subcategories and/or
descriptors (Figure 3b).” We note that studies fo-
cusing on nationality and class tend to underreport
the subcategories used more compared to other cat-
egories. The findings from our analysis of the target

“Note that reporting descriptors does not apply to papers
that do not prompt LLMs with demographic personae, but
reporting subcategories does.
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Figure 4: Contexts vs. Representativeness. While
advice and generic have polarized responses, the rest
report mainly partial representativeness.

population and demographics studied reveal two
patterns across most LLM application contexts —
i) an outsized focus on the U.S. population, in
line with previous research (Field et al., 2021) and
persistent in studies with LLMs, and ii) a tendency
to under-specify the explicit target population
and demographic subgroups being studied.

4.3 RQ2: Is there consensus on the
representativeness of LLMs?

Out of 211 papers, 29% conclude ‘yes’ on represen-
tativeness of LLMs, 34% conclude ‘partial’, and
32% conclude ‘no’.' Figure 4a and Figure 4b
shows the distribution and proportion of studies
claiming representativeness of LLMs across differ-
ent contexts, respectively. Advice and generic stud-
ies seem to have strongly diverging conclusions on
representativeness while simulations, writing, and
content analysis have a majority of partially repre-
sentative findings. For the latter context’s majority
partial results, previous findings on the limits of
demographic dimensions in subjective data anno-
tation (Orlikowski et al., 2023), appears to extend
to LLMs’ annotations (Beck et al., 2024; Alipour
et al., 2024). With respect to steering, 24% of the
papers using prompting to induce personas con-
clude positively, while the number is much higher
for fine-tuning (63%).

In terms of demographic factors, studies that
implicitly target the US population or a global pop-
ulation have the lowest percentage of conclusions
on the positive representativeness of LLM (Table 4,
last column). However notably, studies which do
not specify a target population had the most pos-
itive conclusions. Many of them are on debias-
ing (Lahoti et al., 2023) or alignment (Chen et al.,
2024a). However, it is unclear to which exact popu-

1911 papers or 5% do not provide a conclusion, hence we
exclude them from the analysis in Sections 4.3 and 4.4.

Representative?

== N0
) 40 —>— yes
s —&— partial
& n/a
3 20

‘I‘ T T T
2019 2022 2023 2024

Figure 5: Reported representativeness of LLMs over
time. We can observe (i) an increase of conflicting
reports and (ii) an especially high increase in papers
finding partial representativeness.

lations these findings apply. In Figure 3c, we study
the number of papers found to be representative
across different demographic categories. This dis-
tribution generally mirrors the rank of demographic
dimensions studied, however political leaning, dis-
ability, and sexuality have comparatively fewer
studies claiming that LLMs are representative.

Finally, in Figure 5, we investigate trends related
to LLM representativeness over time and note two
points — a relatively slower growth of articles with
a positive outlook and an increase in papers claim-
ing partial representativeness, suggesting a move
to more nuanced evaluations.

4.4 Disentangling Disagreements on
Representativeness

To unpack disagreements regarding outlooks on
representativeness of LLMs, we assess the relation-
ship between these outlooks across a) evaluation
approaches and b) demographic categories studied.
Demographically Disaggregated Results.
Overall, we find that 20% of the papers do not
conduct any type of demographically disag-
gregated analysis, i.e., they report the LLMs’
overall performance rather than performance
across multiple demographic groups or within the
subcategories of a group. This proportion is higher
for papers claiming LLMs to be representative,
i.e., 30% compared to 19% of the papers claiming
LLMs to be partially representative and 10%
claiming no representativeness ( Figure 6a).'!
Demographic Categories. Building on find-
ings in past research on the tendency of LLMs
to stereotype marginalized groups (Cheng et al.,
2023b; Nguyen et al., 2024), we assess whether

"Papers which only focus on a single demographic are
included under ‘across + within’ in Figure 6a if they report re-
sults within the subcategories of that demographic dimension.
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Figure 6: Factors differentiating studies claiming L.LLMs are representative vs. those claiming otherwise. We
plot the proportion of papers conducting a) demographically disaggregated analysis, and the proportion of papers
studying different types of b) gender and c) racial categories. We find that papers with a positive outlook show a
higher tendency of not conducting any demographically disaggregated analysis. They also more often underreport
demographic subcategories or do not include marginalized/diverse categories.

including marginalized or diverse categories is as-
sociated with findings on representativeness.

We investigate the two most studied demo-
graphic categories, gender and race, and inves-
tigate which, if any, descriptors have been used
to operationalize these two demographic dimen-
sions. For both gender and race, we devise a cat-
egory for no reported subcategories and, as a con-
sequence, no descriptors. For gender, we have one
category encoding binary gender (‘male/female’)
and another category including diverse categories
(‘diverse’) if a study includes any gender sub-
category besides ‘male’ or ‘female’. Similarly
for race, we define a ‘Black/White’ category,
‘White/Black/Hispanic or Asian’ if either Asian or
Hispanic is included with White and Black,'? and
finally a ‘diverse’ racial category if the target pop-
ulation is explicitly beyond the U.S. (i.e., Global
or Other) or if they include the identities ‘Native
American’ or ‘Pacific Islander’.

Figure 6b and 6¢ show the proportion of the
aforementioned categories across studies claiming
representativeness of LLMs. For both gender and
race, many studies claiming LLMs to be repre-
sentative either do not report the demographic
subcategories or have a lower proportion of di-
verse categories compared to studies claiming
otherwise. For example, from studies that claim
that LLMs are representative of racial demograph-
ics, 47% do not report racial subcategories, com-
pared to 9% in studies claiming no representative-
ness. Our findings across several papers strength-
ens the hypothesis that LLMs might be particularly

2We do not find any studies that use ‘Asian’ or ‘Hispanic’
without also including ‘White’ and ‘Black’.

unrepresentative of marginalized groups, e.g., Ar-
gyle et al.; Kim and Lee use binary gender and
find LLMs to be capable of simulating the U.S.
population, while Cheng et al.; Wang et al. inves-
tigate nonbinary personas as well, coming to the
opposite conclusion. Similarly, for advice, only
three of 30 papers concluding positively about the
representativeness of LLMs, use diverse gender
subcategories; they aim to debias (Lahoti et al.,
2023; Tamkin et al., 2023) or align existing non-
representative LLMs (Li et al., 2024b). However,
we also note that while papers claiming LLMs to be
representative tend to exclude marginalized groups
more, the inclusion of these groups is generally
low overall — 22% and 35% of all papers include
diverse gender and racial subgroups, respectively.
This indicates a greater need for studies on the rep-
resentativeness of LLMs for marginalized groups.

Other Factors. Conducting a qualitative analy-
sis of other factors driving disagreement, we find
that many papers concluding positively rely more
on closed-form response formats or often do not
take into account the variance of LLM responses.
More details are provided in Appendix A.6.

5 Discussion

LLMs, beyond their role as assistive chatbots, are
increasingly used to supplement or replace humans
in research (Gilardi et al., 2023). In all these ap-
plications, it is crucial to assess whether LLMs
provide equitable assistance and adequately repre-
sent the populations they aim to supplement. Some
studies (Argyle et al. (2023); Kim and Lee (2023)
inter alia) argue that LLM biases enhance subgroup
representation, while others highlight contradic-
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tions between bias and representativeness (Ferrara,
2023b; Wang et al., 2024a). Empirical studies re-
main divided on LLM representativeness (Argyle
et al., 2023; Bisbee et al., 2024). Our systematic
review finds that studies incorporating demograph-
ics predominantly focus on the U.S. and often lack
crucial details to assess representativeness.

5.1 Implications for using LLMs in Social
Applications

LLMs’ flexibility grants researchers broad method-
ological choices—e.g., persona induction (prompt-
ing vs. fine-tuning), response types, and model
selection. These issues contribute to growing con-
cern regarding reproducibility, even without fac-
toring in the reproducibility issues associated with
using closed-source models (Barrie et al., 2024).
Our review shows that these degrees of freedom
do not just affect the assessment of reproducibil-
ity, but also of representativeness. For instance,
Argyle et al. and Bisbee et al. reach opposing re-
sults despite similar methodologies. Furthermore,
marginalized groups remain underrepresented and
underserved by LLMs (Wang et al., 2024a; Cheng
et al., 2023b). Therefore, studies assessing LLMs
for social applications should report their exact de-
sign choices, while evaluating the representative-
ness of LLLMs across multiple subgroups within
the target population, rather than relying on an
overall assessment.

5.2 Recommendations for Reporting and
Improving Representativeness

While many papers anticipate future LLM improve-
ments in representativeness, the exact changes
needed remain unclear. To gauge these improve-
ments, context-specific evaluations are essential.
Current LLM benchmarks like HELM (Liang et al.,
2022) or BigBench (Srivastava et al., 2022) in-
clude some bias-related evaluations, however, in
line with our findings, bias and representativeness
are not necessarily equivalent. We advocate for tai-
lored benchmarks explicitly defining target popula-
tions and demographic subcategories, along with
demographically disaggregated analyses combin-
ing open and closed-form evaluations. To enhance
transparency, we propose incorporating explicit
population and demographic categories into repro-
ducibility checklists and model/data documenta-
tion.

Additionally, future research should explore
under-examined representativeness interventions,

including model editing and RLHF. Algorithmi-
cally biased LLMs might only represent a particular
group of people — non-marginalized Americans
in line with previous findings (Durmus et al., 2023;
Atari et al.), in narrow evaluation settings. To repre-
sent diverse populations, we need to move beyond
repurposing algorithmic bias and think of intention-
ally designed representative LLMs, e.g., through
approaches like more detailed personas (Moon
et al., 2024) or pluralistic alignment (Sorensen
et al., 2024). In data-driven approaches, robust sam-
pling strategies from quantitative social sciences
can also inform better demographic representation,
especially for marginalized populations (Freimuth
and Mettger, 1990). However, technical solutions
might not overcome epistemological issues in the
applications of LLMs to certain social applications,
particularly subgroup simulations (Agnew et al.,
2024; Kapania et al., 2024).

6 Conclusion

From our review spanning 211 papers with a focus
on how demographic factors are operationalized in
assessing LLMSs’ representativeness, we find that a
significant number of papers underreport the target
population being studied. Among those that do
report it, most focus on the U.S. Additionally, de-
mographic subcategories and descriptors are often
omitted, while only a minority of studies include
marginalized gender and racial groups when as-
sessing the representativeness of LLMs. In terms
of outlook on representativeness, roughly 29% of
papers find positive results while a third do not, sug-
gesting a degree of contention in the field. Articles
with positive conclusions are more likely to under-
report demographic subcategories and when they
do include them, marginalized groups are often
excluded comparatively more than papers that con-
clude negatively. Our findings suggest an inflated
perception of LLM representativeness, particularly
for marginalized groups and populations beyond
the U.S. To improve the measurement of repre-
sentativeness of LLLMs, we need specific bench-
marks explicitly assessing populations beyond the
U.S. and encouraging demographic-based evalua-
tion and documentation across and within subcate-
gories.

7 Limitations

Our paper, like other systematic literature reviews,
has a specific scope and to balance annotation ef-
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fort and coverage, we had to exclude papers on
multimodal uses of LLMs, e.g., Lin et al. (2024);
Wu et al. (2024). A key reason for this is that ap-
plications of multimodal LL.Ms are broader than
text-only LLMs, which would have also required
thinking of new contexts such as graphic design.
Focus on Demographics. Another limitation
of our work is that while social identity is com-
plex (Stets and Burke, 2000; Cameron, 2004) and
comprised of many different facets such as per-
sonality, interests, and affiliations, we focused
solely on sociodemographics. However, demo-
graphic factors are of great interest to social scien-
tists (Garza and Herringer, 1987; Smith, 2007) and
often dictate real-world misrepresentation, e.g., sex-
ism or racial discrimination. Furthermore, much of
the literature on the intersection of human factors
and LLMs focuses on demographic categories of
(sub)populations, with a few exceptions studying
individuals (e.g., Jiang et al.; Park et al.), per-
sonality traits and attitudes (Jiang et al., 2024a).
Even papers focusing on attitudes often combine
and correlate these with demographics (Jiang et al.,
2024a) Within demographic dimensions, we do
not focus on cultural identity, since it incorporates
facets other than demographics such as cuisine or
language. We point the interested reader to surveys
on culture and LLMs (Adilazuarda et al., 2024; Liu
et al., 2024b; Pawar et al., 2024). In principle, our
categorization scheme is adaptable to other aspects
of identity such as personality or interests.
Annotation Categories and Granularity. Our
assessment of conclusion of representativeness of
papers is based on their overall takeaway, i.e.,
we do not report the conclusion for specific de-
mographics. This is too some extent impossible
because many papers do not conduct any demo-
graphically disaggregated analysis (Figure 6a) and
for those that do, the analysis of this conclusion
across different categories would have made our, al-
ready complex, codebook even more complex. Our
goal in this paper was summarizing the practices
w.r.t. demographic representativeness of LLMs,
and in the future, we hope to conduct a deeper
meta-analysis of the reports on individual demo-
graphic factors in the future. Similarly, to keep
the annotation and analysis from blowing up, we
do not report parameter size or versions of LLMs
used. Tracking model versions and parameters in
a meaningful way is challenging due to several
factors: (1) 62% of the papers test multiple mod-
els, complicating attribution, (2) many papers do

not report precise model versions and parameter
sizes e.g., 11% of papers say just “ChatGPT”, and
(3) the vast heterogeneity in metrics and evalua-
tion methods makes direct comparisons difficult,
e.g., e 1-Wasserstein distance in Santurkar et al.,
vs. tetrachoric correlation in Argyle et al.. A rig-
orous meta-analysis would be required to isolate
the impact of model versions, but such an analysis
extends beyond the scope of a systematic literature
review. Crucially, our paper lays the groundwork
for such a meta-analysis by mapping out and cat-
egorizing the existing literature—a necessary step
before deeper quantitative synthesis.

Limited Timeframe. Finally, as the research on
generative LLMs and social identity is still evolv-
ing, our temporal analysis is limited to mainly three
years of research. The temporal granularity could
be affected by discrepancies in reporting of year
since some papers are still preprints while others
have been published in peer-reviewed venues but
would still be recorded under their preprint date.
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8 [Ethical Considerations

Our systematic literature review aims to shed light
on the demographic representativeness of LLMs in
social applications such as providing recommen-
dations or simulating human behavior. Motivated
by discordant findings on this topic, our review
reveals an inflated sense of representativeness in
papers that claim positively about LLMs’ capability
of mirroring human subpopulations. Many of these
papers focus on people in the U.S. or do not include
concrete evaluations required to establish represen-
tativeness. To that end, our work sets the stage for
creating concrete reporting and evaluation proto-
cols to better assess the representativeness of LLMs.
Our findings apply to papers that study specific de-
mographics, but even more to those papers that
claim LLMs can replace or supplement humans but
do not mention which people. For studies on per-
sonalization and simulation of people, we suggest
explicitly reporting which target populations their
findings apply to in reproducibility checklists for
publications and data/model documentation sheets.

24272



Finally, as a community, we need to incentivize, or
at least not penalize, studying populations beyond
the U.S., in the context of LLMs.

Our study of representativeness is limited to de-
mographics, and even within that in operationaliz-
ing marginalized groups, we only focus on racial
and gender categories. The main reason for this is
because these are the two most widely studied cate-
gories. However, our annotations include how other
categories were operationalized and one avenue of
future research would be focusing on marginalized
groups on other widely studied categories includ-
ing age or political leaning, e.g., the elderly and
political fringe groups. Last but not least, it is also
vital to consider the arbitrariness of some of these
demographic categories and subcategories, e.g., the
variance in Table 5 in the Appendix. We should
account for the process behind the construction of
these categories and the impact of their definition
on downstream applications (Bowker, 2000).
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A Appendix

A.1 Reproducibility Materials

Our codebook is included in Appendix B, while the
annotated papers and code to reproduce the analysis
in this paper are available here: https://github.
com/Indiiigo/LLM_rep_review. The analysis
consisted of statistical aggregation and data visual-
ization, and we did not use LLMs to assist with the
analysis.

A.2 Paper Annotation Process

All three annotators are fluent English speakers
with qualifications of at least Bachelor degrees in
STEM. We do not believe that the demographic
identity of the annotators played a role in their an-
notation for this literature review since none of the
categories were particularly subjective. Disagree-
ments did arise but they were related to the content
of the papers (see below).
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To maintain consistency and reliability, all three
annotators first independently annotated the five
included papers from Agnew et al. and five other
randomly selected papers. The annotators then
discussed disagreements and refined the codebook
instructions to create the final version of the anno-
tation guidelines. After that, the remaining papers
were divided among the three annotators to be an-
notated in three rounds. After each round, three
papers from each annotator’s batch were selected to
be re-annotated by the two other annotators to con-
tinuously check for disagreements and annotation
errors. We found little disagreement across three
rounds (3-8% of diverging annotations across the
rounds), therefore establishing the reliability of our
codebook and annotation quality. For papers with
only a single annotator, each annotator discussed
potential borderline cases with the other annotators
before finalizing the labels.

Disagreements were typically higher for annotat-
ing specific contexts when multiple potential con-
texts could apply. Therefore, a few studies (N =
14) are annotated as having more than context, e.g.,
advice and content analysis for He et al.. On the
other hand, many studies do not mention any ex-
plicit downstream usage of LL.Ms, but conduct a
general investigation of its capabilities and biases,
e.g., (Zhao et al., 2023; Jiang et al., 2022). We
annotate these papers as having a generic context
(N =30).

A.3 Full list of Demographic Groups

All the demographic categories we label for each
paper is listed in Table 5 with illustrative examples
from papers in terms of what subcategories and
descriptors are used for each dimension.

A.4 Further Descriptive Results

Distribution of Demographic studied across Per-
sona Types and Response Format. Figure 7
shows the normalized distribution of demographic
dimensions across persona type and response for-
mat.

Other steering methods. Other strategies in-
clude model editing (Deng et al., 2024; Halevy
et al., 2024), Reinforcement Learning with Human
Feedback (RLHF) (Ramesh et al., 2024), or prob-
ing (Jiang et al., 2024b).

Global Populations. Even for studies that are
counted to have target populations beyond the U.S.,
often study multiple populations, including the
U.S., e.g., (Jiang et al., 2025; Qu and Wang, 2024).

A.5 RQ2: Supplementary Results

Figure 8 shows the association between papers
claiming representativeness of LLMs and demo-
graphically disaggregated analysis. The normal-
ized version is available in the main paper (Fig-
ure 6a)

A.6 Qualitative Analysis of Disagreements on
Representativeness

We find a great deal of variety in how LLMs
are steered to take on personas especially in the
prompts given to LLMs — with different subcate-
gories used for the same demographic dimension,
different descriptors (‘latine’ vs. ‘latinx’), and dif-
ferent ways of inducing personas (‘“'You are X vs.
“Imagine yourself to be X”).

Furthermore, advice papers claiming representa-
tiveness tend to opt for closed-form evaluations
rather than free-text (Figure 9). Many papers
concluding positively benchmark on the Opin-
ionQA (Santurkar et al., 2023) or GlobalOpin-
ionQA (Durmus et al., 2023) datasets which as-
sesses LLMs’ ability to answer multiple choice
questions. on Previous research has pointed out
discrepancies in open vs. closed form evalua-
tion (Wright et al., 2024; Rottger et al., 2024; Wang
et al., 2024c), therefore indicating that relying
on one mode, especially closed-form evaluations,
might lead to inflated reports of representativeness.
Even in simulations where we do not see this trend
quantitatively, specific examples do show that the
response format plays a role. For example, Argyle
et al. use closed-form answering in their election
prediction tasks and come to a positive conclusion
on representativeness of LLMs in simulating Amer-
ican people. On the other hand, Wang et al.; Cheng
et al. study whether LLMs can simulate a similar
US population using free-text responses, finding
that LLMs are prone to stereotyping and carica-
tures.

Assessing both the impact of prompt variance
and whether the variance of LLM responses match
human-level variance can have an impact;both Bis-
bee et al. and Dominguez-Olmedo et al. try to
replicate the findings of Argyle et al., but with ad-
ditional variance measures and come to negative
results on the representativeness of LLMs.
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Demographic

Example Subcategories and Descriptors

gender

man, woman, gender minority group (Ren et al., 2024)
male, female, transgender (Soun and Nair, 2023)
John, Mary (Gerosa et al., 2024)

race

White, Black, Hispanic, Asian (Jiang et al., 2022)

White, Black, Asian, Hispanic, Mixed Race, Other (Li et al., 2024b)

Asian American, Latino/Latina, Multiracial, Black/African American, Middle Eastern,
Native American, South Asian (Nagireddy et al., 2024)

age

an old person, a young person (Kamruzzaman et al., 2024)
24 or less, 25-34, 35-44, 55-64, over 64 (Gerosa et al., 2024)
child, adolescent, young adult, adult, senior (Nguyen et al., 2024)

education

bachelor degree, higher degree, associate’s degree, high school diploma (Park et al., 2024a)
Less than 9th grade, 9th to 12th grade, High School Graduate, Some College no degree,
Associate’s Degree, Bachelor’s Degree, Graduate or Professional Degree (Zhou et al., 2024b)

religion

Christian, Hindu, Muslin, Jewish, Buddhist, Atheist, Agnostic (Weissburg et al., 2024)
Protestant, Roman Catholic, Mormon, Orthodox, Jewish, Muslim, Buddhist, Hindu, Atheist
Agnostic, Other, Nothing in particular (Santurkar et al., 2023)

political
leaning

lifelong Democrat, lifelong Republican, Barack Obama supporter, Donald Trump

supporter (Jia et al., 2024)

strong, weak, lean toward * Democrat, Republican, Independent (Kim and Lee, 2023)
Left-wing/liberal, Centre, Rightwing/conservative, None/prefer, not to say (Jiang et al., 2024a)

class / income

a lower-class person, a middle-class person, a higher-class person, a low-income person

socioeconomic  a high-income person (Kamruzzaman et al., 2024)
status <10K, 10K-50K, 50K-100K, 100K-200K, >200K (Giorgi et al., 2024b)
immigration immigrant, migrant worker, specific country, undocumented, other (’origin’) (Giorgi et al., 2024b)
status immigrants, migrant workers (Jeoung et al., 2023)
location Africa, North America, South America, Europe, Asia, Oceania (Jiang et al., 2024b)
! Wyoming, Idaho, South Dakota, Massachusetts, Vermont, Hawaii (Levy et al., 2024)
German, Japanese, Czech, American, Romanian, Vietnamese, Venezuelan
tionalit Nigerian (Benkler et al., 2023)
nationality Indians, Chinese, Americans, Indonesians, Pakistanis, Nigerians, Brazilians, Russians
Australians, Germans (Jeung et al., 2024)
ualit straight, gay, lesbian, bisexual, asexual (Vijjini et al., 2024)
sexuality heterosexual, bisexual, prefer not to say, don’t know (Jiang et al., 2024a)
disability ADD or ADHD; impaired vision like blind, low vision, colorblind; no disability (Wang et al., 2024a)

Mental Disability, Physical Disability (Raza et al., 2024b)

Table 5: Full list of demographic dimensions studied in this paper, with examples of the descriptors used to
operationalize these dimensions.

Demographic Distribution across Persona Type and Response Format
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Figure 7: Proportional Distribution of Demographic Dimensions across different personae and response format.
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Figure 8: Demographically Disaggregated Evaluation
vs. Conclusion on representativeness.

B Full Coding Scheme
1 Contexts and LLMs

1.1 Contexts

The settings or use cases in which LLMs supple-
ment, complement, or replace people:

* Simulation: Studying human behavior di-
rectly, such as simulating survey respondents
or agent-based simulations.

* Content Analysis: Labeling, evaluation, and
moderation (e.g., sentiment analysis, image
captioning).

* (Re/)Writing: Fiction or non-fiction writing,
translation, rewriting

¢ Recommendation, search, conversation, or
advice: Includes recommending people

¢ Generic: No clear use case
¢ Other: [free-text]

1.2 Personas
The personas given, induced, or acted upon by
LLMs:

* Impersonation: Asking the LLM to simulate
or emulate a particular identity (e.g., “Answer
this question as a Mormon.”)

* Personalization: Asking the LLM to cater
to a particular identity (e.g., “Suggest some
recipes that adhere to a Mormon lifestyle.”)

1.3 Models
The LLM(s) studied in the paper. [free-text]

2 Measuring and Improving
Representativeness

2.1 Measuring Representativeness

Response Format: How does the paper measure
the gap between LLMs and the gold standard?

* Open-ended: Analyzes free-text outputs
quantitatively or qualitatively (Gabriel et al.,
2024b; Wang et al., 2024a).

* Closed: Analyzes closed-form responses, e.g.,
closed-ended survey responses (Santurkar
et al., 2023) or labeled categories (Beck et al.,
2024; Giorgi et al., 2024b)

e Other: [free-text]
Demographically Disaggregated Evaluation:

* Across: Does the paper report representative-
ness disaggregated by demographic groups?

* Within: Does the paper report representa-
tiveness disaggregated within demographic
groups?

2.2 Improving Representativeness

Methods to reduce the gap between humans and
LLMs or between LLMs and a normative scenario:

* Prompting: Steering the LLM with prompts
(no gradient updates)

* Few-shot/In-context learning: Using exam-
ples in prompts

* Retrieval Augmented Generation (RAG):
Incorporating external information

* Fine-tuning: Further training with labeled
data

* Pretraining: Unsupervised training on large
corpora

* Reinforcement Learning with Human Feed-
back (RLHF): Using a reward model trained
with human feedback

* Other (e.g., multi-agent interactions, model
editing) [free-text]
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Figure 9: Response Format vs. Conclusion on Representativeness across different contexts.

3 Demographics and Representativeness

3.1 Which People?

Overall target population: ‘Undefined’ if not ex-
plicitly or implicitly defined .

Sociodemographic Categories: Annotate if a
particular category was included and which subcat-
egories were used to operation these categories, as
well as the descriptors used.

¢ Gender [free-text]

* Ethnicity/Race [free-text]

* Nationality [free-text]

¢ Location [free-text]

* Immigration Status [free-text]

* Age [free-text]

Education [free-text]

* Political Leaning [free-text]
* Disability Status [free-text]
* Religion [free-text]

¢ Income/Class/Socioeconomic Status [free-
text]

* Other dimensions (e.g., beliefs, culture) [free-
text]

3.2 Is the LLM Representative?

Conclusion on Representativeness: Does the pa-
per conclude that the LLM successfully represents
the group of interest?

* Yes
* No
e Partial

¢ N/A: refers to no evaluation or discussion of
representativeness.

C Full List of Papers

We provide the references of all 211 annotated pa-
per, organized by context. Note that some papers
have multiple contexts, hence the total adds up
to more than 211. For each paper, all labels for
persona type, response format, conclusion on rep-
resentativeness, demographic evaluation, and de-
mographic categories can be found in our code
repository.

Adyvice (N =98). Aher et al. (2023); Chehbouni
et al. (2024a); Lamb et al. (2024); Berlincioni et al.
(2024); Batzner et al. (2024); Yu et al. (2025); Wu
et al. (2025); Ji et al. (2025); Li et al. (2024c¢);
Smith et al. (2022); Chen et al. (2022); Poulain et al.
(2024); Gupta et al. (2023b); Peters et al. (2024);
Benkler et al. (2023); Lim et al. (2024); Mora-
bito et al. (2024); Gupta et al. (2023a); Liu et al.
(2024d); Shin et al. (2024); Gabriel et al. (2024a);
Ceballos-Arroyo et al. (2024); Meinke and Evans
(2023); Chehbouni et al. (2024b); Kim et al. (2024);
Lahoti et al. (2023); Sun et al. (2022); Xiong et al.
(2024); Arzaghi et al. (2024); Chen et al. (2024a);
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Asiedu et al. (2024); Ren et al. (2024); Chen et al.
(2024b); Rawat et al. (2024); Deldjoo (2024); Kam-
ruzzaman et al. (2024); Santurkar et al. (2023);
Su et al. (2023); Weissburg et al. (2024); Gabriel
et al. (2024b); Chen et al. (2024¢); He et al. (2025);
Woodrow et al. (2024); Neplenbroek et al. (2024);
Zhang et al. (2024a); Levy et al. (2024); Tamkin
et al. (2023); Do et al. (2025b); Li et al. (2024d);
Jiang et al. (2024b); Rooein et al. (2023); Lippens
(2024); Qiu et al. (2024); Xu and Zhang (2023);
Hwang et al. (2023); Vijjini et al. (2024); Salvi
et al. (2025); Zhao et al. (2024); Aremu et al.
(2025); Li et al. (2024b); Nghiem et al. (2024);
Lee et al. (2024d); Gaebler et al. (2024); Bijoy Das
and Sakib (2024); Siddique et al. (2024); Linegar
et al. (2024); Kim and Yang (2024); Ramesh et al.
(2024); Ma et al. (2024); Eloundou et al. (2024);
Salinas et al. (2023); Li et al. (2023); Wang et al.
(2024d); Maurer et al. (2024); Ma et al. (2023a);
Warr et al. (2024); Zhou (2024); Wu and Wang
(2024); Zack et al. (2023); Liu et al. (2024c); Sim-
sek et al.; Seifen et al. (2024); Ko et al. (2024); Tao
et al. (2024); Zheng (2024); Olatunji et al. (2025);
Lee et al. (2024a, 2025); Zhou et al. (2024¢); Ab-
delhady and Davis (2023); Thakkar et al. (2024);
Radha Krishnan et al. (2024); Liu et al. (2025a);
Simmons (2023); Hayat et al. (2024); Bejan et al.
(2024); Hackenburg and Margetts (2024); Omar Sr
et al. (2024)

Simulation (N = 51). Aher et al. (2023); Ar-
gyle et al. (2023); Gerosa et al. (2024); Park et al.
(2022); Dwivedi-Yu (2024); Neumann et al. (2024);
Cheng et al. (2023b); Zhou et al. (2024b); Yu et al.
(2025); Meister et al. (2024); Tamoyan et al. (2024);
Lee et al. (2024b); Chen et al. (2023); Cerina
and Duch (2023); Liu et al. (2025b); Jiang et al.
(2025); Chang et al. (2024); Liu et al. (2024a);
Wan et al. (2023); Amirova et al. (2024); Lee
et al. (2024c¢); Wang et al. (2024a); Chuang et al.
(2024); Namikoshi et al. (2024); Qi et al. (2025); ?);
Dominguez-Olmedo et al. (2024); Sun et al. (2024);
Sanders et al. (2023); Castricato et al. (2025); Liu
et al. (2024f); Ji et al. (2024); Kwok et al. (2024);
Park et al. (2024b); Petrov et al. (2024); Simmons
and Savinov (2024); Haller et al. (2024); Bai et al.
(2024); Park et al. (2024a); Giorgi et al. (2024a);
Xu et al. (2024); Bisbee et al. (2024); Kim and
Lee (2023); von der Heyde et al. (2024); Kalinin
(2023); Nguyen et al. (2024); Steinmacher et al.
(2024); Barkhordar and Atsizelti (2024); Koehl;
Qu and Wang (2024); Kazinnik (2023)

Generic (N = 30). Jia et al. (2024); Yogarajan

et al. (2023); Deng et al. (2024); Jin et al. (2024);
Wang et al. (2023); Zhao et al. (2023); Gosavi et al.
(2024); Feng et al. (2024); Miotto et al. (2022);
Esiobu et al. (2023); Kirsten et al. (2024); Curry
et al. (2024); Li et al. (2024a); Wald and Pfahler
(2023); Chaudhary et al. (2024); Si et al. (2023);
Raza et al. (2024b); Jeung et al. (2024); Jeoung
et al. (2023); Nagireddy et al. (2024); Wright et al.
(2024); Halevy et al. (2024); Tang et al. (2023);
Jiang et al. (2022); Durmus et al. (2023); Zhou
et al. (2024a); Gira et al. (2022); Ma et al. (2023b);
Wang et al. (2024b); Schmidt et al. (2024)

Content Analysis (N = 26). Aher et al. (2023);
Neumann et al. (2024); Sicilia et al. (2024); Berlin-
cioni et al. (2024); Beck et al. (2024); Movva et al.
(2024); Lim et al. (2024); Susanto et al. (2024);
Giorgi et al. (2024b); Alipour et al. (2024); Schifer
et al. (2025); Wang et al. (2024a); AINuaimi et al.
(2024); He et al. (2025); Islam and Goldwasser
(2024); Jiang et al. (2024a); Qiu et al. (2024); Sun
et al. (2023); Hu and Collier (2024); Peters et al.
(2024); Aguirre et al. (2024); Schaller et al. (2024);
Casola et al. (2024); Soun and Nair (2023); Single-
ton and Spielman (2024); Hasan et al. (2024)

Writing (N = 18). Dwivedi-Yu (2024); Si-
cilia et al. (2024); Cheng et al. (2023a); Sahoo
et al. (2024); Lee et al. (2023); Zhu et al. (2024);
Sheng et al. (2019); Banerjee et al. (2023); Liu
et al. (2024e); Raza et al. (2024a); Wan and Chang
(2024); Sourati et al. (2024); Steen and Markert
(2024); Li et al. (2023); Zhang et al. (2024b); Bat-
tula et al. (2024); Alvero et al. (2024); Berger et al.
(2024)

Training Data (N = 3). Mori et al. (2024); Sa-
hoo et al. (2024); Hasan et al. (2024). Only Mori
et al. (2024) is solely about training data genera-
tion, while Hasan et al. (2024); Sahoo et al. (2024)
also fall under content analysis and writing, respec-
tively.
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