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Abstract

Large language models (LLMs) have revolu-
tionized natural language processing, yet their
substantial model sizes often require substantial
computational resources. To preserve comput-
ing resources and accelerate inference speed,
it is crucial to prune redundant parameters,
especially for experienced users who often
need compact expert models tailored to spe-
cific downstream scenarios. However, most
existing pruning methods focus on preserving
the model’s general capabilities, often requir-
ing extensive post-training or suffering from
degraded performance due to coarse-grained
pruning. In this work, we design a Custom
Pruning method (Cus—Prun) to prune a large
general model into a smaller lightweight ex-
pert model, which is positioned along the “lan-
guage”, “domain” and “task’ dimensions. By
identifying and pruning irrelevant neurons of
each dimension, Cus-Prun creates expert
models without any post-training. Our exper-
iments demonstrate that Cus-Prun consis-
tently outperforms other methods, achieving
minimal loss in both expert and general capa-
bilities across various models from different
model families and sizes.'

1 Introduction

Large language models (LLMs) (Achiam et al.,
2023; Reid et al., 2024; Dubey et al., 2024; Team
et al., 2024) have revolutionized the field of natu-
ral language processing (NLP), emerging as pow-
erful tools with widespread applications across
various languages (Cui et al., 2023; Yang et al.,
2024a; Zhang et al., 2024a), domains (Li et al.,
2023a; Roziere et al., 2023; Li et al., 2023b), and
tasks (Azerbayev et al., 2024; Alves et al., 2024;
Zhang et al., 2024b). However, the impressive
performance of LLMs often comes at the cost of
"Wenxuan Zhang is the corresponding author.

'Our code is publicly available at https://github.
com/zhaoyiran924/Custom-Prune.

immense model sizes, mostly containing billions of
parameters and thus demand significant computing
resources (Goldstein et al., 2023; Musser, 2023).
To address this issue, researchers have recently pro-
posed various model pruning methods for LLMs.
These methods aim to reduce model parameters
while maintaining the overall performance through
techniques such as removal of unimportant struc-
tures (Ma et al., 2023; Men et al., 2024; Song et al.,
2024), matrix approximation (Sharma et al., 2024;
Ashkboos et al., 2024), and extensive post-training
after pruning (Wang et al., 2024; Xia et al., 2024).

Most existing pruning methods focus on pre-
serving the general capabilities of the model, of-
ten evaluated by broad-spectrum benchmarks like
MMLU (Hendrycks et al., 2021). While aiming
for overall versatility, they may not align well with
real-world user needs for a pruned small model,
which are usually more specific and targeted. For
instance, a user might require a question-answering
model tailored specifically for the education do-
main in German. Such specialized request in fact
aligns well with the fundamental motivation behind
pruning: to create a smaller model by eliminating
unnecessary parameters. In this context, the no-
tion of “unnecessary” parameters becomes more
precise—referring to those parameters that are ir-
relevant to the particular use case. By selectively
pruning these redundant parameters, one can con-
struct a smaller, expert model that is better aligned
with specific requirements.

However, current pruning techniques focusing
on preserving the general capabilities of LLMs
often employ coarse-grained approaches such as
removing entire layers or modules (Li et al., 2022;
Kurz et al., 2024; Huang et al., 2024). Therefore, it
may remove parameters that are critical for special-
ized downstream scenarios, and thus sometimes re-
quire extensive post-training to recover the pruned
capabilities (Xia et al., 2024; Muralidharan et al.,
2024). On the other hand, the preserved certain
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Figure 1: Given a requirement for an expert model
across three dimensions (language, domain, and task),
Cus—Prun (i) identifies irrelevant neurons for each
dimension using corresponding corpora (left), and (ii)
prunes overlapping irrelevant neurons across dimen-
sions to obtain the expert model (right).

capabilities may not be useful or relevant to our de-
sired application scenario. This misalignment with
practical requirements, where users need compact
ready-to-deploy expert models without retraining,
motivates us to design a more fine-grained and ex-
pert model targeting approach.

In this work, we introduce a novel Custom
Pruning (Cus-Prun) method, designed to prune
a large general-purpose model into a small special-
ized expert model tailored for specific scenarios.
To achieve broad adaptability, we define the expert
model by positioning the target user’s needs along
three key dimensions: language (e.g., English, Chi-
nese, German), domain (e.g., E-commerce, educa-
tion), and task (e.g., QA, summarization). Inspired
by existing studies that certain neurons are respon-
sible for certain functions (Zhao et al., 2024b; Tang
et al., 2024; Liang et al., 2024), Cus—Prun iden-
tifies and preserves critical neurons that are more
relevant to particular languages, domains, or tasks,
while pruning less relevant ones, ultimately lead-
ing to a smaller expert models. Specifically, as
illustrated in Figure 1, Cus—-Prun first identifies
irrelevant neurons for each dimension by assessing
the impact of their removal on the generated out-
put when processing corresponding corpus, which
could be easily constructed from the relevant plain
text documents. Next, the expert model is con-
structed by pruning irrelevant neurons across all
dimensions. Furthermore, Cus—Prun’s flexibility
allows it to focus on one, two, or all three dimen-
sions (language, domain, task) as needed, making it

adaptable to a wide range of real-world applications
where specialized LLMs are required. Importantly,
by performing fine-grained pruning at the neuron
level, the method could also retain most of the es-
sential neurons within the model backbone, thereby
preserving most general capabilities.

We conduct comprehensive experiments to eval-
uate the performance of Cus—Prun across vari-
ous scenarios. Experimental results demonstrate
that it consistently outperforms other pruning meth-
ods in all settings. For three-dimensional spe-
cific expert models, Cus—Prun demonstrates re-
markable pruning effectiveness across different
model families and sizes, such as Mistral-Nemo-
12B, Llama3-8B, Llama2-13B, and Llama3-70B,
while maintaining strong expert and general ca-
pabilities. The method is evaluated across multi-
lingual, multidomain, and multitask datasets, as
well as representative compound NLP benchmarks,
and consistently outperforms state-of-the-art prun-
ing methods. Moreover, Cus—Prun is highly
adaptable, working effectively across a wide range
of pruning ratios, even up to nearly half the pa-
rameters, without compromising its superior per-
formance. For more focused applications, such
as two- or one-dimensional specific expert mod-
els (e.g., language-domain specific or language-
specific models), Cus—Prun continues to signif-
icantly outperform other pruning methods, show-
casing its versatility and effectiveness in diverse
specialized settings.

2 Custom Pruning (Cus—-Prun)

An expert model could be generally positioned
from three dimensions: “language” (L € L), “do-
main” (D € D), and “task” (1" € T), which can be
represented as LL Mgy := (L, D,T) € LxDxT.
Specifically, the language dimension encompasses
various languages such as English, Spanish, and
Thai. The domain dimension covers different fields
like finance, legal, and medical. The task dimen-
sion includes various applications such as question-
answering, data-to-text, and summarization. In
this section, we propose a custom pruning method
named Cus—Prun to derive smaller expert models
with flexible customization granularity.

2.1 Foundational Custom Pruning

Drawing inspiration from recent LLM interpreta-
tion studies (Tang et al., 2024; Liang et al., 2024;
Zhao et al., 2024b) that many parameters in the
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model are redundant to processing a specific “lan-
guage”, we hypothesize that this phenomenon can
be extended to other dimensions such as “domain’
and “task”, meaning that certain parameters remain
unused when handling a specific dimension. Rather
than eliminating entire layers or modules (Song
et al., 2024; Men et al., 2024; Zhang et al., 2024c),
Cus-Prun performs a fine-grained investigation
by identifying and removing redundant neurons
(i.e., individual rows or columns in parameter ma-
trices) across all components (e.g., attention and
feed-forward layers).

Concretely, when handling each dimension, we
identify a specific set of irrelevant neurons in the
original LLM, denoted as N L N D, and /\7T for
L, D, and T', respectively. Specifically, to identify
irrelevant neurons corresponding to the selected
dimension, we construct a corpus within that di-
mension while ablating others. For example, to de-
termine irrelevant neurons for a specific language
Lgyp, we create a corpus set

CLExp = {(LExvavT)‘D € ]D7T € T}? (1)

>

comprising documents in language Lgyp across var-
ious domains D and tasks 7. We then identify
neurons that are consistently irrelevant across all
documents in Cp,

N, = {Neuron|Irrelevant to ¢, Ve € Cr,}, (2)

where a neuron is considered irrelevant if its re-
moval from the parameter matrix affects the gen-
erated output below a specified threshold. For-
mally, for i-th neuron in layer [, denoted as
N i(l), its relevance to document c is measured by
’h\Nfl),z(C) — hi(c)|2, where h;(c) is the layer out-
put and h\ N}”,z‘(c) is the output with the neuron

removed. Furthermore, neurons with impact in the
lowest 0% are considered irrelevant, where o is a
pre-defined pruning ratio.

Similarly, we could establish corresponding cor-
pus sets for other dimensions,

CDExp = {(L7DEXpaT>‘L € LaT S T}v (3)
Cryy = {(L, D, Tgyp)|L € L, D €D},  (4)

to extract irrelevant neurons, N Dy, and J\N/TEX »- Fi-
nally, the expert model could constructed by

LLMpsg = LEM & { Ny 0 Ny, (N, o (5)

where © represents removing the corresponding
neurons from £LM. The overall algorithm is fur-
ther illustrated in Algorithm 1.

Algorithm 1 Adaptive Custom Pruning

Input: Original language model £LLM, request
for expert model LL Mgy, with selected di-
mensions: Lgxp, DEgxp, TExp (any subset), re-
quest for pruning ratio o.

1: // Construct specific corpora
for each selected dimension.
C={}
if Ly, is specified then

C=CU{(Lgxp, D, T) | DD, T € T}
end if
if Dgyp, is specified then

C=CU{(L,Dgxp,T) | L€ L, T €T}
end if
if Tgyp is specified then

C=CU{(L,D,Tgyp) | L€ L,D € D}

: end if

: // Identify irrelevant neurons

for each selected dimension.

13: for all neuron Ni(l) in LLM do

14:  ifVee C, Ni(l) € N(c) then

15: N« NU Ni(l)

16:  endif

17: end for

18: // Prune irrelevant neurons to
obtain expert model.

190 LLMEgxp = LLM SN

Output: LLMEx,

R e A A T

U
N = O

2.2 Adaptive Custom Pruning

In many applications, the need for expertise might
be constrained to one or two dimensions. For exam-
ple, a language-specific or domain-specific model
only requires pruning along a single dimension,
while a language-domain-specific model (e.g., a
Chinese Medical LLM) constrains two dimensions.
In this section, we extend Cus—Prun to support
different granularity levels.

Two-Dimensional Specific Expert Model With-
out losing generality, we use the language-domain
expert model as a concrete example, which requires
an expert model constrained in two dimensions:
language (Lgxp) and domain (Dgyxp). We simi-
larly derive the sets of irrelevant neurons ./\~/’LExp
and N, Dry,» and obtain the expert model by pruning
the original dense model as follows:

E'CMEXP =LLM O {NLExp N NDExp}‘ (6)

One-Dimensional Specific Expert Model We
use the language-specific expert model as an exam-
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ple, which focuses on optimizing performance for
a certain language (Lgxp), irrespective of domain or
task. Similarly, we obtain the language-specific cor-
pus CLy,,, then identify irrelevant neurons N, L
and extract the expert model by

LLMxp i= LLM S {N1, ). (7)

To enhance efficiency, we implement the paral-
lel neuron-detection method (Zhao et al., 2024b),
which accelerates the sequential calculations from
line14 to linel6 in Algorithm 1.

3 Preliminary Evaluation

In this section, to simulate realistic user-defined
requirements where all three dimensions (language,
domain, task) are explicitly specified, we conduct
preliminary experiments on developing expert mod-
els with fine-grained pruning. This setting not only
validates our approach under the most demand-
ing conditions but also serves as a prototype for
later experiments with one- or two-dimensional
customizations.

Experiment Design We consider three scenarios,
each named according to the language-domain-task
pattern: Korean-Legal-Summarization (Hwang
et al.,, 2022), English-Medical-MCQ (Garcia-
Ferrero et al., 2024), and Chinese-E-commerce-
Sentiment Analysis (Zhang et al., 2015). These
scenarios were selected because each represents
a unique combination of language, domain, and
task, effectively simulating the diverse needs a user
might specify in practice.

For each scenario, we curate the corresponding
corpus for each dimension. This curation can be
done through manual collection or by automati-
cally retrieving relevant documents online. In this
preliminary study, without loss of generality, we
employ a strong proprietary model” to generate a
corpus containing 50 documents for each dimen-
sion. Detailed prompts can be found in Appendix
A.1. The generated documents could then be used
to determine the relevance of neurons for each di-
mension of each scenario.

Experiment Setup We use Llama3-8B (Dubey
et al., 2024) as the original dense model and fol-
low the typical setting to set the pruning ratio
as 25%. Performance is evaluated using Rouge-
L (Lin, 2004) for Korean-Legal-Summary and ac-
curacy score for another two tasks. For comparison,
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Figure 2: Concrete examples of applying Cus—Prun to
prune 25% of Llama3-8B-Base’s parameters into three-
dimensional expert models. Numbers above each box
indicate performance on the whole test set, with the first
evaluated by Rouge-L, and the other two by accuracy.

we adopt SliceGPT (Ashkboos et al., 2024) as a
baseline, which replaces each weight matrix with a
smaller proxy matrix without considering the spe-
cific use-case requirements.

Main Results Figure 2 presents the results and
one concrete example for the original dense model,
pruned model with SliceGPT, and pruned model
with our proposed Cus—Prun method across the
three scenarios. We observe that Cus-Prun
largely preserves the performance of the dense
model, retraining 92%, 83%, and 94% of the
original dense model performance on these three
cases respectively. In contrast, the baseline
method SliceGPT, which does not consider spe-
cific use cases, largely underperforms compared
to Cus—Prun. Overall, the results demonstrate
that our proposed Cus—-Prun method could ef-
fectively obtain expert models tailored to specific
use cases across different languages, domains, and
tasks that maintain high performance despite sub-
stantial pruning.
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Table 1: Main Results of Cus—Prun on multilingual setting with a pruning ratio of 25%, where “general capability”
is tested in English and averaged across several expert models, while “specific capability” is averaged across
languages. Results are expressed in Rouge-L in summarization tasks and in accuracy (%) for other datasets.

Method General Capability

Multilingual Expert
ARC-c GSMSK MMLU Avg.MGSM M3 XQuAD Sum Avg. MMCQ FTQA TSA AMSA Avg.MSum ASum AMCF Avg.

Multidomain Expert Multitask Expert

Dense 70.7 583 63.1 64.1| 412 49.1 634
LLMPrun. | 26.3 2.5 242 17.7) 1.1 240 13.6
SliceGPT | 41.5 0.0 242 219/ 0.0 149 16.6
ShortGPT | 38.3 0.0 28.6 223| 0.0 269 0.0
Cus-Prun| 624 37.0 54.7 51.4| 30.1 41.5 52.6

32946.7| 51.8 239 67.1 959 59.8| 76.6 162 782 57.0
232155/ 0.0 0.0 61.8 76.0 345 622 21.8 80.0 54.7
85 100/ 226 0.0 412 537 294 73 29 513 205
27 74] 32 00 38.6 357 194| 41 48 438 17.6
315389 429 20.6 61.8 87.6 53.2| 684 12.8 755 522

Dense 826 685 504 67.2| 51.7 43.8 492
LLMPrun. | 22.5 2.7 30.7 18.6| 2.1 27.8 19.0
SliceGPT | 49.4 1.9 32.1 27.8] 0.8 251 174
ShortGPT | 37.8 0.0 339 239] 29 27.0 18.0
Cus-Prun| 67.5 434 43.8 51.6| 343 39.2 40.7

25442.5| 546 266 694 924 60.8| 8.7 3.0 78.6 564
23.218.0f 00 00 51.0 209 18.0/ 593 05 28 209
7.8 12.8] 249 92 342 543 30.7] 274 13 363 21.7
5.0 13.2] 314 7.2 392 525 326/ 262 02 427 23.0
23.134.3| 479 251 67.3 83.7 56.0/ 83.5 34 728 50.9

Dense 503 314 534 45.1| 175 304 44.1
LLMPrun. | 224 2.1 23.6 160 1.1 228 3.8
SliceGPT | 45.9 2.4 48.7 323| 2.8 253 234
ShortGPT | 39.5 3.8 372 268 24 230 247
Cus-Prun| 483 208 50.0 39.7| 12.7 26.2 34.2

249292| 252 0.0 427 84.1 38.0/ 700 7.4 443 40.6
17.711.3) 0.0 00 97 00 24|26 48 00 88
9.9 155] 187 0.0 284 673 28.6/ 245 49 329 20.8
11.3153| 169 0.0 346 69.8 30.3| 23.8 52 39.1 227
24.124.3| 256 00 385 683 33.1 645 6.7 429 38.0

Dense 84.1 827 788 819| 69.5 71.1 69.1
LLMPrun. | 69.1 260 532 49.4| 16.8 43.7 43.0
SliceGPT | 65.7 0.0 542 40.0( 3.7 448 33.0
ShortGPT | 59.4 5.6 75.5 46.8| 119 43.1 3838
Cus-Prun| 684 532 66.6 62.7 43.1 57.7 59.8

Llama3-70B | Llama2-13B | Mistral-12B | Llama3-8B

36.6 61.6| 72.1 553 83.6 962 76.8| 842 173 81.8 61.1
29.033.1| 27.3 1.0 51.0 50.3 32.4| 102 13.7 20.6 14.8
21.2257| 576 27.6 68.1 594 532|580 142 683 4638
24.029.5| 584 322 675 649 558 59.6 139 658 464
34.348.7| 68.2 439 814 87.8 70.3| 804 15.7 775 579

4 Foundational Custom Pruning
Assessment

As demonstrated by preliminary evaluation in Sec-
tion 3, Cus—Prun enables the creation of expert
models tailored to specific languages, domains,
and tasks. However, existing benchmark datasets
may not always align with such specialized require-
ments for a systematic evaluation. To simplify our
evaluation without losing generality, we use two
distinct corpora: one focusing independently on
a single dimension and another encompassing the
remaining two dimensions. This approach allows
us to evaluate Cus—Prun’s performance in multi-
lingual, multidomain, and multitask settings.

Formally, in the multilingual setting, instead of
constructing Cr;, ., Cpg,, and Oy, , independently,
we can construct two corpora, C'r,, and C(p 1y, »
where C'p, . helps to identify irrelevant neurons
in a specific language (/\N/LEXP) and C(p 1)y, helps
to identify irrelevant neurons in a specific domain-
task combination (N, DrgpNTky)- Formally speaking,
Cus—-Prun in Equation 5 is transferred to

LLMpy = LLM & {Nig, 01 (Npy N N, ) | -
=LLMO {J\7 Ly [ NDEXmeEXp} .

Note that this simplification is also applicable to
C’DExp’ C(L,T)Exp and CTExp’ C(L,D)Exp'

4.1 Experiment Setup

Benchmarks Although the primary goal of
Cus-Prun is to create expert LLMs tuned to
specific use cases, we also evaluate the pruned
models on standard general capabilities to en-
sure minimal performance loss. Specifically, we
employ ARC-Challenge (Clark et al., 2018) (5-
shots), GSM8K (Cobbe et al., 2021) (5-shots
with CoT prompting (Wei et al., 2022)), and
MMLU (Hendrycks et al., 2021) (5-shots) to repre-
sent models general capability. Note that we utilize
a generation task and implement CoT prompting
method, a more challenging setting that has not
been previously evaluated by existing pruning tech-
niques (Song et al., 2024; Sharma et al., 2024; Yang
et al., 2024b; Zhang et al., 2024c¢).

Baselines We employ several state-of-the-art
pruning methods as the baseline that do not require
post-training after pruning the model. (i) Dense
represents the original model without pruning; (ii)
LLM-Pruner (Ma et al., 2023) adopts structural
pruning that selectively removes non-critical cou-
pled structures based on gradient information;? (iii)
SliceGPT (Ashkboos et al., 2024) replaces each
weight matrix with a smaller dense matrix, reduc-
ing the embedding dimension of the network; (iv)
ShortGPT (Men et al., 2024) directly deletes the
redundant layers in LLMs based on an importance

3To ensure a fair comparison, we evaluate its performance
before post-training, following Men et al. (2024).
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score. We follow the typical pruning setting from
these previous studies to set the pruning ratio to
25% for all methods and all models.

Backbone Models We choose 4 models from
different model series and different sizes, includ-
ing Llama3-8B-Base (Dubey et al., 2024), Mistral-
Nemo-Base-2407*(short as Mistral-12B), Llama2-
13B-Base (Touvron et al., 2023), Llama3-70B-
Base (Dubey et al., 2024).

4.2 Multilingual Setting

Dataset We employ multiple representative mul-
tilingual datasets for multilingual setting, which
covers reasoning (MGSM (Shi et al., 2023), 5-
shots), multilingual knowledge (M3Exam (Zhang
et al., 2023), 3-shots, abbreviated as M3), under-
standing (XQuAD (Artetxe et al., 2020), 5-shots),
and generation (XLSum (Hasan et al., 2021), zero-
shots, abbreviated as Sum). Furthermore, we con-
sider three languages spanning a range from high-
resource to low-resource including German (De),
Chinese (Zh) and Thai (Th). More detailed experi-
ment settings are explained in Appendix A.3.1.

Main Results Table 1 summarizes the perfor-
mance of Cus—-Prun on multilingual datasets,
with average scores across languages. Detailed
breakdown results for each language are shown
in Table 5, Table 6 and Table 7 in Appendix A.2.
We can observe that Cus—P run consistently out-
performs baseline pruning methods in achieving
expert capabilities while preserving general perfor-
mance. For example, on Llama3-8B, Cus-Prun
achieves a score of 38.9 compared to at most 15.5
for other methods. Similar improvements are ob-
served for Mistral-12B (34.3 vs. 18.0), Llama2-
13B (24.3 vs. 15.5), and Llama3-70B (48.7 vs.
33.1). We can also see that the generation tasks are
especially challenging; for instance, Cus-Prun
achieves a score of 30.1 on MGSM for Llama3-8B,
while other methods nearly lose the ability to gener-
ate coherent reasoning outputs (often approaching
0 accuracy for all but the largest model). Addi-
tionally, Cus—P run performs robustly across both
high-resource and low-resource languages. Over-
all, Cus-Prun excels in both performance and
robustness across diverse tasks and languages.

*nttps://huggingface.co/mistralai/
Mistral-Nemo-Base—-2407

4.3 MultilDomain Setting

Dataset For the multidomain setting, we employ
several domain-specific datasets, including medical
domain multiply choices questions (MedMCQ (Pal
et al., 2022), 3-shots, abbreviated as MMCQ),
finance domain table question-answering (Fin-
TQA (Chen et al., 2021), 8-shots, abbreviated
as FTQA), social media domain sentiment anal-
ysis (TSA (Kharde and Sonawane, 2016), 3-
shots), and e-commerce domain sentiment analysis
(AMSA (Zhang et al., 2015), 3-shots). Moreover,
in multidomain setting, our focus is exclusively on
the English language. Detailed experiment settings
are explained in Appendix A.3.2.

Main Results Table 1 shows the performance of
Cus—-Prun on multidomain setting. We find that
Cus-Prun consistently outperforms other prun-
ing methods in both expert and general capabili-
ties. For expert capabilities, Cus—Prun achieves
a score of 53.2 on Llama3-8B, while other prun-
ing methods achieve at most 34.5. Similar im-
provements are observed for Mistral-12B (56.0 vs.
32.6), Llama2-13B (33.1 vs. 30.3), and Llama3-
70B (70.3 vs. 55.8).

4.4 MultiTask Setting

Dataset For the multitask setting, we employ
several task-specific datasets, including the med-
ical summarization task (MedSum (Abacha and
Demner-Fushman, 2019), 3-shots, abbreviated
as MSum), summarization task in e-commerce
(Amazon Summary (Wang et al., 2022; Briiel-
Gabrielsson et al., 2024), 3-shots, abbreviated as
ASum), counterfactual task in e-commerce (Ama-
zon Counterfactual (O’Neill et al., 2021), 3-shots,
abbreviated as AMCF). Similarly, in multitask set-
ting scenarios, our focus is exclusively on the En-
glish language. Detailed experiment settings are
explained in Appendix A.3.3.

Main Results Table 1 shows the performance
of Cus-Prun on multitask setting. We find
that except for LLM-Pruner under Llama3-8B,
Cus-Prun outperforms other pruning methods
in both expert and general capabilities. For ex-
pert tasks, Cus—Prun achieves a score of 50.9 on
Mistral-12B, significantly outperforming the
highest score of 23.0 from other methods. Like-
wise, it attains 38.0 on L1lama2-13B and 57.9
on L1ama3-70B, both markedly higher than the
corresponding maximum scores of 22.7 and 46.8
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Table 2: Performance of Chinese-Medical ex- Tnputs —
pert model on MCQtask ~ -------

Method | General | CMExam

Dense 59.3 50.6

LLM-Pruner 18.6 25.0

SliceGPT 27.8 26.9

ShortGPT 23.9 23.7

Cus—-Prun 524 48.7

Figure 3: Chinese Medical LLM performance. Numbers are quality

on the whole test set evaluated by GPT4.

achieved by competing methods.

4.5 Analysis on Aggressive Pruning Ratio

To optimize for specialized tasks rather than main-
taining general capabilities, we employ more ag-
gressive pruning ratios. We combine layer pruning
with our custom neuron pruning method in Algo-
rithm 1 and evaluate the approach on M3Exam,
MedMCQ, and Amazon Counterfactual (AMCon-
tFact) datasets using Llama3-8B. Detailed results
are shown in Table 3. We find that Cus—Prun con-
sistently maintains the model’s capabilities even at
higher pruning ratios. Specifically, when the prun-
ing ratio is increased to 45%, ShortGPT nearly
loses the capability of generating meaningful an-
swers, while Cus—Prun still achieves scores of
48.4 on MMLU and 50.6 on expert capabilities.

Table 3: Aggressive pruning ratio on Llama3-8B.

Method  |Ratio | Speedup | MMLU | Expert
Dense | 00 | Ix | 631 | 597
ShortGPT | 25.0 1.3% 28.6 24.6
Cus-Prun| 25.0 | 1.3x 51.9 533
ShortGPT | 34.2 1.5x% 20.8 18.5
Cus—Prun| 35.0 1.5% 50.2 514
ShortGPT | 43.8 1.8% 7.9 10.2
Cus-Prun| 45.0 1.8x 48.4 50.6

5 Adaptive Custom Pruning Assessment

In this section, we evaluate the generality of
Cus—Prun in dynamic scenarios, including spe-
cific expert models in two and one dimensions, as
described in Section 2.2.

5.1 Two Dimensions Specific Expert Model

Experiment Settings We use the Chinese-
Medical setting as a concrete example of a two-
dimensional expert model designed to perform a

wide range of medical tasks in Chinese. We adopt
Mistral-12b as the backbone model and utilize cor-
pus from Wikipedia for Chinese content and gen-
eral medical corpus for medical knowledge. The
performance of the target Chinese-Medical expert
model is evaluated on two datasets: CMExam (Liu
et al., 2023) (5-shots), a Chinese medical multiple-
choice question dataset, and HuatuoQA (Li et al.,
2023a), a Chinese medical question-answering
dataset. We assess the performance on CMExam
using accuracy metrics. For the latter, we sample a
sub-testset of size 100 and use GPT-4 as the evalua-
tor, which assigns a score from 0 to 5, representing
its quality from low to high. Detailed prompts are
listed in Appendix A.1.

Main Results Table 2 presents the performance
of the Chinese-Medical LLM on CMExam and its
general capabilities. Our results indicate that the ex-
pert model pruned using Cus—P run outperforms
models obtained through other pruning methods.
Specifically, Cus—Prun achieves a score of 48.7
on CMExam, while its general capability score
is 52.4. These results compare favorably to the
dense model, which scores 50.6 on CMExam and
59.3 on general capabilities. On the contrary, other
pruning methods nearly lose the general and spe-
cific capabilities. Furthermore, Figure 3 shows a
concrete example of Chinese-Medical LLM per-
formance on medical question-answering. We find
that Cus—Prun can produce smaller expert mod-
els that maintain their expert capabilities, as demon-
strated by its performance score of 2.9/5.0 com-
pared to 3.2/5.0 for the dense model.

5.2 One Dimension Specific Expert Model

Experiment Settings For evaluating the prun-
ing method under a one-dimensional expert model
setting, we focus on language-specific pruning,
showing how to transform a dense model into
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Figure 4: Performance of Cus—Prun in obtaining language-specific models.

language-specific variants. We consider three
linguistically diverse languages: German, Chi-
nese, and Thai. We conduct experiments based
on the Llama3-8b model. To identify language-
specific (while domain- and task-agnostic) neurons,
we employ a diverse range of corpora, including
Wikipedia, MGSM, and M3Exam, ensuring cover-
age of various domains and tasks. The effective-
ness of our pruning technique is then evaluated
using three held-out multilingual datasets includ-
ing XQuAD (Artetxe et al., 2020), XNLI (Conneau
et al., 2018), and XSum (Narayan et al., 2018).

Main Results Figure 4 illustrates the per-
formance of language-specific models using
Cus—Prun. By pruning 25% of the neurons from
the original model, Cus-Prun not only retains
general performance but also preserves language-
specific capabilities. For instance, the German-
specific model scores 54.7 in general capabilities,
48.3 on XQuAD, and 56.8 on XNLI, compared to
the dense model’s scores of 64.1, 52.9, and 62.0,
respectively. This trend is consistent for Chinese
and Thai models as well. In contrast, ShortGPT
struggles to maintain the model’s capabilities, par-
ticularly in XQuAD and XLSUm, which require
generative abilities.

6 Related Work

LLM Compression Given the high costs of train-
ing, inferencing, and tuning LLMs, many studies
focus on model compression methods, including
compression (Zhu et al., 2023), quantization (Xu
et al., 2023; Dettmers et al., 2024; Lin et al., 2024,
Li et al., 2024), and pruning (Wang et al., 2019).
Sparsity-based structural pruning enhances GPU
efficiency with sparse structures but doesn’t always
reduce parameter counts (Li et al., 2022, 2023c;

Kurz et al., 2024; Zhao et al., 2024a; Huang et al.,
2024). Unstructured pruning reduces parameters
while maintaining performance, using post-training
techniques (Ma et al., 2023; Xia et al., 2024; Mu-
ralidharan et al., 2024) or coarse methods like pa-
rameter approximation (Zhao et al., 2024a), layer
removal (Men et al., 2024), or structural elimina-
tion (Zhang et al., 2024c). However, these often
fail to preserve domain- or task-specific capabili-
ties, limiting their utility for specialized scenarios.

Customizing Model Customizing LLMs is es-
sential for addressing language-specific challenges,
domain-specific needs, and task-specific applica-
tions (Cui et al., 2023; Yang et al., 2024b; Li et al.,
2023a; Roziere et al., 2023; Li et al., 2023b; Azer-
bayev et al., 2024; Alves et al., 2024; Zhang et al.,
2024b). However, customization often demands
extensive fine-tuning with curated data, making it
resource-intensive. This highlights the need for
efficient methods to quickly create robust, expert
models tailored to diverse industries without com-
promising quality.

7 Conclusion

LLMs deliver impressive capabilities but incur high
computational costs. Efficient pruning of redun-
dant parameters is vital for conserving resources
and improving inference speed, especially for spe-
cialized models. Our method, Cus—Prun, gener-
ates smaller expert models without post-training by
pruning irrelevant neurons across “language”, “do-
main”, and “task” dimensions. This finer-grained
approach outperforms existing techniques on three-
dimensional models and can adapt to realistic
scenarios, such as language-domain or language-
specific models.
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Limitation

Despite the promising results of Cus-Prun, sev-
eral limitations should be noted. First, while our
method leverages three dimensions (language, do-
main, and task) for pruning, certain crucial restric-
tions cannot be fully captured within this frame-
work, such as variations in query format or input
structure. Second, whether pruned base models
can effectively undergo post-training remains an
open question that requires further investigation.
This uncertainty about post-training capabilities
could limit the model’s adaptability to new scenar-
ios or requirements after pruning. These limitations
suggest important directions for future research, in-
cluding exploring additional dimensions for more
comprehensive pruning strategies and investigating
the relationship between pruning and post-training
effectiveness.
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A Appendix
A.1 GPT-40 Prompts

The prompts used for generating documents and
evaluating answer quality are presented in Table 4.

Task Prompt

Generation  Generate a text document in {lan-
guage}/{domain}/{task}. = Make sure
the documents is not fixed to one
{language}/{domain}/{task} or {lan-
guage}/{domain}/{task}.  Ensure the
content is clear, concise, and appropriate
for the specified request. Use professional
and domain-specific terminology where
necessary.

Evaluation  Evaluate the quality of the given answer
to the question. Provide a score from O to
5, where 0 represents very low quality and
5 represents very high quality. Question:

{question} Answer: {answer}.

Table 4: GPT-40 prompts for generating documents and
evaluating answer quality.

A.2 Detailed Results for Multilingual

Detailed results for multilingual settings can be
found in Table 5, Table 6 and Table 7 for German,
Chinese and Thai, respectively.

A.3 Experiments Detailed Settings
A3.1

Experiment Details For multilingual setting, we
can obtain two corpora: Cr, . and C DTy 1he
first corpus contains samples in a specific lan-
guage across various domains and tasks, while
the second corpus contains samples from a spe-
cific domain-task combination in other languages,
i.e., the target dataset in other languages. Specif-
ically, for Cr, we employ Wikipedia® to con-
struct language-specific corpus covering various
domains and tasks. For C(p 1), . we employ
the corresponding datasets in English, including
GSMBS8K (Cobbe et al., 2021) for MGSM, the En-
glish split of M3Exam® for M3Exam, SQuAD (Ra-
jpurkar, 2016) for XQuAD, and XSum (Narayan
et al., 2018) for XLSum.

Hyperparameters, including the sizes of Cf;,,
and C D,T)gy» are determined using the validation
set of the XLSum dataset and then applied to test-
sets in other multilingual datasets. Furthermore,

Multilingual Settings

Shttps://huggingface.co/datasets/
wikimedia/wikipedia

®M3Exam is language-specific and does not utilize a trans-
lated parallel corpus.
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Table 5: Main Results of Cus—Prun on Germany with a pruning ratio of 25%, where “general capability” is tested
in English and averaged across several expert models, while “specific capability” is averaged across languages.
Results are expressed in Rouge-L in XLSum and in accuracy (%) for other datasets.

General Capability Expert Capability
Model | Method |,z " GSMSK MMLU Ave. | MGSM M3Exam XQuAD XLSum Ave.
Dense 707 583 631 641 448 - 52.9 - 488
Llama3.gp | LLMPrun. | 263 2.5 242 17.7| 0.0 - 11.0 - 5.5
SliceGPT | 41.5 0.0 242 219| 00 - 9.8 - 49
ShortGPT | 38.3 0.0 286 223| 0.0 - 0.0 - 0.0
Cus—-Prun| 614 38.9 545 51.6| 32.8 - 49.6 - 41.2
Dense 826 685 504 593 56.8 - 412 - 490
Mistral12p | LLMPrun. | 22.5 2.7 307 186| 24 - 13.4 - 79
SliceGPT | 49.4 1.9 321 278| 0.8 - 15.5 - 8.2
ShortGPT | 37.8 0.0 339 239| 36 - 203 - 12.0
Cus—Prun| 646  39.7 432 492/ 316 - 35.9 - 338
Dense 503 314 534 451 244 - 403 - 323
Llama2.13p | LLMPrun. | 22.4 2.1 236 160| 20 - 5.7 - 3.9
SliceGPT | 45.9 2.4 4877 323| 3.6 - 18.1 - 10.9
ShortGPT | 39.5 3.8 372 268| 2.8 - 272 - 15.0
Cus-Prun| 47.6 198 499 39.1| 184 - 31.7 - 250
Dense 841 827 788 819| 748 - 58.2 - 665
Llama3.70p | LLMPrun. | 69.1 260 532 494 18.0 - 273 - 227
SliceGPT | 65.7 0.0 542 400| 00 - 17.3 - 8.7
ShortGPT | 59.4 5.6 755 468| 9.6 - 315 - 206
Cus—Prun| 668 593  69.1 651 482 - 53.9 - 511

Table 6: Main Results of Cus—Prun on Chinese with a pruning ratio of 25%, where “general capability” is tested
in English and averaged across several expert models, while “specific capability” is averaged across languages.
Results are expressed in Rouge-L in XLSum and in accuracy (%) for other datasets.

General Capability Specific Capability

Model | Method |,z " GSMSK MMLU Ave. | MGSM M3Exam XQuAD XLSum Ave.
Dense 707 583 631 641| 436 551 787 491 566

Llama3.gp |LLMPrun. | 263 25 242 177| 24 236 213 328 200
SliceGPT | 415 0.0 242 219| 00 174 235 83 123

ShortGPT | 383 00 286 223| 00 283 0.0 3179

Cus-Prun| 60.5 257 494 452 360 447 656 463 482

Dense 8.6 685 504 593| 532 478 622 330 49.1

Misral1op | LLMPrun. | 22527 307 186| 28 307 318 326 245
! SliceGPT | 494 19 321 278| 16 264 283 108 168

ShortGPT 37.8 0.0 339 239| 44 28.2 29.1 7.2 17.2
Cus-Prun| 68.3 432 395 50.3| 384 40.7 50.6 303  40.0

Dense 50.3 314 534 451 21.6 36.5 59.8 353 383
LLMPrun. 224 2.1 236 160| 1.2 23.3 3.8 25.1 134
SliceGPT 45.9 24 487 323| 438 24.5 284 112 172
ShortGPT 39.5 3.8 372 268| 4.4 229 24.6 137 164
Cus-Prun| 48.6 20.7 519 404 | 148 28.2 473 344 312

Dense 84.1 82.7 78.8 81.9| 684 76.1 81.3 553 703
LLMPrun. 69.1 26.0 532 494 168 47.5 56.1 413 404
SliceGPT 65.7 0.0 542 400| 6.4 48.3 422 29.3 316
ShortGPT 59.4 5.6 755 468 | 124 45.5 44.6 36.1 347
Cus-Prun| 72.3 48.5 652 62.0| 40.8 61.7 66.9 51.6 553

Llama2-13B

Llama3-70B

23389



Table 7: Main Results of Cus—Prun on Thai with a pruning ratio of 25%, where “general capability” is tested
in English and averaged across several expert models, while “specific capability” is averaged across languages.
Results are expressed in Rouge-L in XLSum and in accuracy (%) for other datasets.

General Capability Specific Capability
Model  |Method | ;- " GSMS8K MMLU “Ave. | MGSM M3Exam XQuAD XLSum Ave.
Dense 70.7 58.3 63.1 64.1| 352 43.0 58.7 16.7 38.4
Llama3-8B LLMPrun. 26.3 2.5 242 17.7 0.8 24.4 8.4 13,5 11.8
SliceGPT 41.5 0.0 242 219 0.0 12.3 16.6 8.7 9.4
ShortGPT 38.3 0.0 28.6 223 0.0 25.4 0.0 2.3 6.9
Cus-Prun| 589 31.2 524 475\ 21.6 38.3 42.6 16.8 29.8
Dense 826 685 504 593| 452 399 441 178 368
Mistral-12B LLMPrun. 22.5 2.7 30.7 18.6 1.2 24.8 11.9 13.7 129
SliceGPT | 494 19 321 278 00 23.8 8.4 47 123
ShortGPT 39.5 3.8 372 26.8 0.8 25.7 4.7 2.8 8.5
Cus-Prun| 68.2 35.8 476 50.5| 32.8 37.7 35.6 159  30.5
Dense 50.3 31.4 53.4 451 6.4 24.3 28.3 145 184
Llamao.13g | LLMPrun. | 224 2.1 23.6 160 00 223 1.8 102 86
SliceGPT 459 2.4 48.7 323 0.0 26.2 23.7 8.6 14.6
ShortGPT | 395 3.8 372 268 00 23.1 223 89 136
Cus-Prun| 47.8 20.9 50.7 398 | 48 24.2 23.6 13.8 16.6
Dense 84.1 827 788 819]| 652  66.1 67.8 178 542
Llama3-70B LLMPrun. 69.1 26.0 532 494\ 156 39.9 29.8 16.6 255
SliceGPT | 657 0.0 542 400| 438 413 39.6 132 247
ShortGPT 59.4 5.6 75.5 46.8| 13.7 40.7 40.4 119 267
Cus-Prun| 733 587 684 66.8| 404 536 585 169 424

accuracy is the metric used for ARC-c, GSMS8K,
MMLU, MGSM, M3Exam, and XQuAD, while
Rouge-L (Lin, 2004) is used for XLSum.

A.3.2 Multidomain Settings

Settings For multidomain setting, we can obtain
two corpora: Cpg,, = {(L, Dexp, T)|L € L, T €
T} and C(L,T)Exp {(D7 (L7T)Exp)’D € D}‘
The first corpus contains samples in a specific do-
main across various languages and tasks, while
the second corpus contains samples from a spe-
cific language-task combination across different
domains, i.e., the target dataset in other domains.
Specifically, for Cp,,, we employ specific domain
corpus, including English split of medical cor-
pus (Garcia-Ferrero et al., 2024) for medical do-
main, general finance corpus for finance domain’,
general Twitter corpus (Kharde and Sonawane,
2016), and English split of Amazon corpus (Ke-
ung et al., 2020). For C(;, 1y, we employ the
corresponding datasets in general domains, includ-
ing CommonsenseQA (Talmor et al., 2019) for
MedMCQ, open table question-answering OTT-
QA (Chen et al., 2020) for FinTQA, general sen-
timent analysis (Attia et al., 2018) for TSA and
AMSA.

"https://huggingface.co/datasets/
gbharti/finance—-alpaca

Experiment Details Hyperparameters, including
the sizes of Cpy,, and C(y, 1y, . are determined
using the validation set of the Amazon sentiment
analysis dataset and then applied to testsets in other
multidomain datasets. Furthermore, accuracy is the
metric used for all datasets.

A.3.3 Multitask Settings

Settings For multitask setting, we can obtain two
corpora: Oy, = {(L, D, Tgxp)|L € L, D € D}
and C(1, py,,, = {(T’, (L, S)exp)|T" € T}. The first
corpus contains samples in a specific task across
various languages and domains, while the second
corpus contains samples from a specific language-
domain combination across different tasks, i.e., the
target dataset in other tasks. Specifically, for Cr,,
we employ specific task corpus, including XSum
corpus (Abacha and Demner-Fushman, 2019) for
summarization task, general conterfact corpus®
for counterfactual task. For C(y, p), ., we em-
ploy the corresponding datasets in other tasks, in-
cluding MedQCQ (Pal et al., 2022) for MedSum,
AMSA (Zhang et al., 2015) for AMSum and AM-
ContFact.

Experiment Details Hyperparameters, including
the sizes of C'ry,,, and Cy, pyy,,» are determined us-

$https://huggingface.co/datasets/azhx/
counterfact-easy

23390


https://huggingface.co/datasets/gbharti/finance-alpaca
https://huggingface.co/datasets/gbharti/finance-alpaca
https://huggingface.co/datasets/azhx/counterfact-easy
https://huggingface.co/datasets/azhx/counterfact-easy

ing the validation set of the Amazon counterfactual
dataset and then applied to testsets in other mul-
titask setting datasets. Furthermore, accuracy is
the metric used for ARC-c, GSM8K, MMLU, and
AMContFact, while Rouge-L (Lin, 2004) is used
for MedSum and AMSum.
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