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Abstract

Turn-taking is richly multimodal. Predictive
turn-taking models (PTTMs) facilitate natural-
istic human-robot interaction, yet most rely
solely on speech. We introduce MM-VAP,
a multimodal PTTM which combines speech
with visual cues including facial expression,
head pose and gaze. We find that it outperforms
the state-of-the-art audio-only in videoconfer-
encing interactions (84% vs. 79% hold/shift
prediction accuracy). Unlike prior work which
aggregates all holds and shifts, we group by
duration of silence between turns. This reveals
that through the inclusion of visual features,
MM-VAP outperforms a state-of-the-art audio-
only turn-taking model across all durations of
speaker transitions. We conduct a detailed abla-
tion study, which reveals that facial expression
features contribute the most to model perfor-
mance. Thus, our working hypothesis is that
when interlocutors can see one another, visual
cues are vital for turn-taking and must therefore
be included for accurate turn-taking prediction.
We additionally validate the suitability of au-
tomatic speech alignment for PTTM training
using telephone speech. This work represents
the first comprehensive analysis of multimodal
PTTMs. We discuss implications for future
work and make all code publicly available.

1 Introduction

There is 200 ms of silence on average between
speaking turns in a two-party interaction (Stivers
et al., 2009; Levinson and Torreira, 2015), yet lan-
guage formation takes at least 600 ms (Indefrey,
2011). Turn-taking is therefore predictive: listen-
ers plan their next turn while the speaker is still
speaking (Levinson and Torreira, 2015; Garrod and
Pickering, 2015). Multimodal cues including syn-
tax, prosody and gaze support this process (Holler
et al., 2016), enabling speakers to hold the floor or
to shift to another speaker (Skantze, 2021).

An important goal of human-robot interaction
(HRI) is to develop machines capable of real-time

conversation (Marge et al., 2022). Turn-taking
models are central to this objective. Current turn-
taking models in consumer systems are reactive, de-
ciding whether to speak after a human stops speak-
ing. This results in dialogue that is less spontaneous
than human interaction (Li et al., 2022; Woodruff
and Aoki, 2003). Predictive turn-taking models
(PTTMs) aim to overcome these issues (Skantze,
2021). Inspired by human turn-taking, PTTMs
are neural networks trained to continually make
turn-taking predictions, e.g. the probability of an
upcoming shift (Skantze, 2017). Most work on
PTTMs has been conducted using corpora of two-
party human interaction (Skantze, 2021).

Almost all PTTMs rely on speech to make pre-
dictions; visual information, such as facial expres-
sion, is ignored. This may suffice for PTTMs
trained on telephone speech (Skantze, 2017; Li
et al., 2022), but when interlocutors can see one an-
other, might visual cues be useful predictors? The
psycholinguistics literature strongly suggests so.
Barkhuysen et al. (2008) cropped short segments
from recordings of questions and asked participants
if they belonged to the middle or the end of the
question. They were more accurate when presented
with both audio and video than in audio-only and
video-only conditions. In a recent study Nota et al.
(2023) found that listeners were faster at recognis-
ing questions containing eyebrow frowns. Such
studies underline the importance of visual cues in
turn-taking and multimodal interaction more gen-
erally (Holler and Levinson, 2019).

Aims Despite the essential role visual cues play
in turn-taking, state-of-the-art PTTMs rely only on
speech. It is therefore unknown whether visual cues
can improve PTTM performance. We therefore
consider the following research questions:

1. Can visual cues improve the performance of
predictive turn-taking models?
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2. If so, which aspects of turn-taking benefit
most from the inclusion of visual cues?

Overview We introduce multimodal VAP (MM-
VAP), a transformer-based PTTM which combines
speech with visual features, including facial expres-
sion. We show our model outperforms the voice
activity projection (VAP) model, a state-of-the-art
audio-only PTTM (Ekstedt and Skantze, 2022b).

PTTMs are typically trained using accurate pho-
netic alignments (Ekstedt and Skantze, 2022b; Li
et al., 2022). We use automatic speech recogni-
tion (ASR) to reflect real-word conditions. We
re-implement and re-train the VAP model on the
Switchboard corpus of telephone speech (Godfrey
et al., 1992). We find performance falls slightly
due to automatic alignment errors, but the impact
is minimal. Next, we train the VAP model using au-
dio from the Candor corpus of videoconferencing
interaction (Reece et al., 2023), again using ASR.
We find good performance in distinguishing shifts
from holds. We conduct a facial action unit anal-
ysis, which reveals that the next speaker displays
enhanced mouth, lip, jaw and chin movements be-
fore speaking (i.e. before a shift). These are vi-
sual cues which multimodal PTTM could exploit.
We therefore combine speech with facial expres-
sion, gaze, and head pose in our new multimodal
PTTM and demonstrate superior performance over
the VAP model (79% vs 83% balanced accuracy for
hold/shift prediction). The performance increase
is most notable in the F} score for shifts, with a
6-10% increase in the F} score.

In prior work, PTTM performance is reported
as a single figure for all holds and shifts. In a
more comprehensive analysis, we group holds and
shifts by duration of silence between turns. This re-
veals the strength of our multimodal model across
all durations of silence between turns (gaps) and
overlapping speech. The performance of both MM-
VAP and VAP is worse when there are longer gaps
in the Candor corpus, however, MM-VAP outper-
forms the audio-only model across all durations of
gaps considered (83% vs 79% for all gaps >0 ms,
78% vs 75% for all gaps >750 ms). We discuss
our working hypothesis that interlocutors utilise
visual cues when they can see one another, and
they must therefore be included to maintain robust
performance.

Finally, we conduct a detailed ablation study.
This reveals that facial action units, which encode
facial expression, are the biggest contributors to the

increased accuracy over the audio-only turn-taking
model.

We conclude with a discussion of our findings,
highlighting the vital importance of non-verbal
communication, which researchers in human-robot
interaction must consider going forward. We make
our code publicly available for future research!.

2 Background

Turn-taking In a conversation, the current
speaker either holds the turn or shifts to another
interlocutor (Sacks et al., 1974). The time between
turns is the floor-transfer offset (FTO), which is pos-
itive for a gap and negative for an overlap (Heldner
and Edlund, 2010). A typical two-party interaction
has a mean FTO of +200 ms (Stivers et al., 2009).
There is no single definition of a turn. In Conver-
sation Analysis, a turn is defined by social action
(a question, agreement, etc.) (Kasper and Wagner,
2014). In predictive turn-taking, a turn is identified
from voice activity (VA), which indicates the pres-
ence or absence of speech at any moment in time
(Ekstedt and Skantze, 2022b; Li et al., 2022).

Turn-taking is aided by multimodal cues. The
words that we speak as well as how we speak
(prosody) play important roles. Bogels and Tor-
reira (2015) found prosody is essential for listeners
to correctly determine the end of the turns with
multiple completion points e.g. "are you a student
\ here \ at this university \.". Visual cues include
gaze. Speakers look away at the start and back
toward the listener at the end of a turn (Kendon,
1967). Certain gestures and facial expressions are
associated with faster shifts between speakers (Tru-
jillo et al., 2021; Nota et al., 2023).

Predictive turn-taking PTTMs continually pre-
dict upcoming speaker changes (Skantze, 2021).
PTTMs are either RNN (Skantze, 2017; Li et al.,
2022) or transformer-based (Ekstedt and Skantze,
2022b). They can be trained to predict the VA in
the next 2 seconds (Ekstedt and Skantze, 2022b),
enabling turn-taking predictions to be made, e.g.
predict a shift if the VA probability of the listener
exceeds that of the speaker. The start time of the
next turn can also be predicted (Li et al., 2022).
PTTMs are trained on corpora of human-human
interaction and may be deployed to human-robot
interaction later. Corpora used to train PTTMs
include Switchboard (telephone speech; Godfrey

"https://github.com/russelsa/mm-vap
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et al. (1992); Li et al. (2022); Ekstedt and Skantze
(2022b)), MapTask (in-person, video unavailable;
Anderson et al. (1991); Roddy et al. (2018b,a)) and
the Mahnob corpus (in-person, with video record-
ings; Bilakhia et al. (2015); Roddy et al. (2018b)).
Earlier PTTMs use engineered features e.g. part-
of-speech tags and the GeMAPs acoustic feature
set (Skantze, 2017; Roddy et al., 2018a), though
feature engineering has now been replaced by pre-
trained feature extractors (Ekstedt and Skantze,
2022b).

Multimodal predictive turn-taking Almost all
PTTMs for two-party interaction rely on speech
alone, though a limited number of multimodal
models have been reported. Roddy et al. (2018b)
demonstrated that incorporating gaze vectors along-
side speech in a PTTM resulted in a performance
improvement on the 11 hour Mahnob corpus (Bi-
lakhia et al., 2015) (0.86 vs 0.85 F} hold/shift pre-
diction). Kurata et al. (2023) found visual features
improved the classification of 5 second segments
of speech located at the end of turns into hold and
shift categories. As the end of the turn must already
be known for the model to run, it is therefore not a
PTTM, although the findings are promising.

Onishi et al. (Onishi et al., 2024) proposed to
extend a recent state-of-the-art audio-only turn-
taking model, the VAP model (Ekstedt and Skantze,
2022a), to include visual features. Like Roddy et
al., they found that the inclusion of visual cues
boosted performance however, the model was only
tested on between 1.5-2.0 hours of data in 4 lan-
guages. As the audio of two speakers was down-
mixed into a mono audio channel, ground-truth
knowledge of the current speaker (the voice activ-
ity) is required for inference (Onishi et al., 2024).
The model therefore ’knows’ exactly when each
speaker change occurs.

The inclusion of the visual modality is therefore
under-explored, and it is unclear if visual informa-
tion can enhance performance at scale. Though
beyond the scope of this work, visual features have
been considered in PTTMs for multiparty interac-
tion (Malik et al., 2020).

The use of manual alignments The use of time-
aligned transcriptions to extract the voice activity
for training and testing is widespread in the PTTM
literature (Roddy et al., 2018a; Ekstedt and Skantze,
2022b; Onishi et al., 2024; Inoue et al., 2024). A
manual approach limits the amount of data that can
be used for training and testing. Automatic speech

211

Figure 1: Still from Candor with OpenFace features
shown for the left participant

recognition (ASR) is a promising tool for conver-
sational speech transcription (Russell et al., 2024).
However, it introduces errors, particularly on as-
pects of conversational speech such as filled pauses
and disfluencies (Russell et al., 2024). To the best
of our knowledge, the use of ASR transcribed in-
teraction for training and testing PTTMs has not
been considered in the literature to date, despite
more closely mirroring a real-world deployment
and enabling much larger quantities of data to be
used for training and testing.

3 Methodology

Corpora We use the Candor corpus (Reece et al.,
2023) of 1,656 two-party videoconferencing (VC)
interactions to train and validate PTTMs. Each
interaction consists of casual conversation in US
English e.g. sports teams (mean session length
34 mn). Its large size is ideal for deep learning.
Although not in-person, interlocutors can see one
another. We are unaware of a suitable in-person
corpus of this size. VC provides a front-facing cam-
era angle that is ideal for visual feature extraction
(Figure 1). We use a 710 hour subset of the full 850
hour corpus where visual feature extraction is opti-
mal, detailed further on. We obtain a time-aligned
transcription using Speechmatics, Ltd. (2024) ASR
previously validated on VC speech (Russell et al.,
2024). We also use the 260 hour Switchboard cor-
pus of two-party US English interactions (Godfrey
etal., 1992). Participants discuss a prescribed topic,
e.g. office attire (mean session length 6 min 23 s).
Prior PTTMs rely on accurate phonetic transcrip-
tions like those provided with Switchboard (Ekst-
edt and Skantze, 2022b). Using ASR introduces an
inevitable alignment error of approximately 480 ms
(Russell et al., 2024), though this reflects real-world
conditions. Both corpora contain stereo audio (one
channel per speaker), which we downsample to 16
kHz. Candor has 320x240 resolution, 30 fps mp4
video.



Identifying turn-taking events We extract
shifts and holds from the transcriptions by iden-
tifying silences greater than +250 ms where only
one speaker is active 1 second before and after
the silence Ekstedt and Skantze (2022b). If the
speaker remains the same, it is a hold and if the
speaker changes, it is a shift (see Figure 2). We
repeat the above procedure for different FTOs to
assess performance across longer and shorter holds
and shifts, and overlapping speech. This is a more
comprehensive analysis than prior work which ag-
gregates all holds and shifts together (Ekstedt and
Skantze, 2022b). In Table 1 we show the complete
set of holds and shifts in each corpus. Note that
the ASR and ground-truth alignments result in dif-
ferent numbers of holds and shifts in Switchboard,
due to ASR’s inherent alignment error.
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Figure 2: Schematic depicting a shift between speakers

Table 1: Statistics for shifts and holds. Floor-transfer
offset (FTO) is the time between the end of the previous
turn and the start of the next turn (negative overlap).

Corpus Minium # Shifts # Holds Shifts # Shifts # Holds
FTO [ms] proportion per minute per minute
Candor -250 23515 62483 0.38 0.42 1.11
(ASR) 0 115975 414666 0.28 2.05 7.34
710 hours 250 83158 206830 0.40 1.47 3.66
500 53360 115475 0.46 0.94 2.04
750 32831 65804 0.50 0.58 1.16
1000 19699 35697 0.55 0.35 0.63
1250 11438 19831 0.58 0.20 0.35
1500 6148 10250 0.60 0.11 0.18
Switchboard -250 6599 9419 0.70 0.42 0.61
(ground-truth 0 26883 150407 0.18 1.73 9.67
alignment) 250 16267 74510 0.22 1.05 4.79
260 hours 500 9909 43793 0.23 0.64 2.82
750 6087 27348 0.22 0.39 1.76
1000 3893 14180 0.27 0.25 091
1250 2407 6958 0.35 0.15 0.45
1500 1385 3348 0.41 0.09 0.22
Switchboard -250 10595 7761 1.37 0.68 0.50
(ASR 0 34886 210386 0.17 2.24 13.53
alignment) 250 20097 143182 0.14 1.29 9.21
260 hours 500 10302 74666 0.14 0.66 4.80
750 5269 33299 0.16 0.34 2.14
1000 2702 14952 0.18 0.17 0.96
1250 1383 6599 0.21 0.09 0.42
1500 663 2786 0.24 0.04 0.18

Visual feature extraction We use OpenFace
(Baltrusaitis et al., 2016) to extract visual features.

Facial action units (FAUSs, 17 in total) numerically
describe facial movements e.g. jaw drop on a scale
from 0.0 to 5.0. There is one gaze vector per eye
which is a 3 dimensional unit vector. We also ex-
tract head position (X, Y, Z in mm) and head rota-
tion (roll, pitch and yaw in radians). We select 15
facial landmarks located on the brow, jaw, nose and
lips (z and y in pixels) and a confidence score. In
total, there is one 60 dimensional vector per frame.
We scale all features to 0, 1 by max min scaling at
participant level. Histograms of eye gaze and head
pose are unimodal with different modes per partic-
ipant, reflecting the differing setup of participant
devices. We therefore zero mean the head pose and
eye gaze vectors at participant level. We show a
sample visualisation of OpenFace features in Fig-
ure 1. Head pose is depicted as a blue cube centred
on the head pointing in the estimated direction of
head pose. Eye gaze vectors are depicted in green.
Facial landmarks are shown in red, though we only
use a subset of 15 in this work. It is not straightfor-
ward to visualise FAUs so these are omitted.

OpenFace fails to completely track participants
in 238 of the sessions. We investigate and find fail-
ure is due to various issues e.g. in one session, a
participant gets up and leaves to fetch something.
In the overwhelming majority of the corpus (1,418
sessions, 710 hours) OpenFace runs without issue.
We manually check tracking performance on a sub-
set and observe good performance. We therefore
conduct all our work on these sessions.

For analysis, we compute maximum FAU inten-
sity 200 ms before shifts and holds where the FTO
> + 250 ms, a common time frame in PTTM eval-
uation (Ekstedt and Skantze, 2022b; Roddy et al.,
2018a). We select an equal number of 200 ms ran-
dom periods of silence and speech located far (1
second) away from the start or end of a turn. We
then compare the median FAU intensity.

Audio-only turn-taking model We establish the
performance of the state-of-the-art voice activ-
ity projection (VAP) model (Ekstedt and Skantze,
2022b), an audio-only turn-taking model which
has been used in several studies e.g. (Ekstedt and
Skantze, 2022a; Ekstedt et al., 2023; Inoue et al.,
2024). The VAP model is a transformer (Vaswani,
2017) based neural network trained to predict who
will speak in the next 2 seconds: the training objec-
tive, shown in Figure 3. At each point in time there
are four bins per speaker representing the next 2
seconds. The bins span the next 0-200, 200-600,
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600-1200 and 1200-2000 milliseconds. If 50% of
frames within a bin contain speech, we set the bin
label to 1, otherwise the bin is labelled 0. This
gives 28 = 256 possible VAP states. The model
has 5.8 M parameters, and full details are in Inoue
et al. (2024); Ekstedt and Skantze (2022a).

0-600

600-2000

1 110 0 VAP
speaker B 256

@\ O 0 | 1 1 states

A\ 4

time [ms]

Figure 3: The VAP training objective introduced by
Ekstedt and Skantze (2022b) which captures speaking
activity in the next 2 seconds in a two-party interaction.

Figure 4: Schematic of our transformer-based multi-
modal predictive turn-taking model (late fusion version),
incorporating audio and video from both speakers.

Multimodal turn-taking model (ours) Like the
VAP model, our model, multimodal VAP (MM-
VAP, Figure 4) consists of self- and cross-attention
blocks. A self-attention block is N stacked trans-
former decoder layers, where query (q), key (k)
and value (v) are identical:

SELF-ATTN(z) = TRANSFORMER (¢ = =,k = z,v = ) (1)

A transformer layer learns attention or the *com-
patibility’ of output with the query via the key and
value (Vaswani, 2017). In self-attention blocks, as
q = k = v, the model learns temporal patterns in
the input e.g. audio or video. In cross-attention

blocks, we stack N layers with two inputs ;1 and
x9. In each layer, we compute two transformer
layers with shared weights:

TRANSFORMER(q=x1,k=z2 ,v:z2)+) 2)

CROSS-ATTN('TI’ IQ) = J( TRANSFORMER(q=x2,k=z1,v=21)

where o(-) is a layer normalisation operation
followed by a GeLU activation. In these layers, the
model learns temporal patterns between z; and x5
e.g. from audio to video.

The model in Figure 4 is a late fusion model
as the audio and video modalities are combined
just prior to the output (Baltrusaitis et al., 2018).
The initial cross-attention layers learn patterns be-
tween each speaker’s audio and video separately.
The final cross-attention block learns temporal pat-
terns between the video and audio modalities. We
also design an early fusion model where audio
and video from each participant is fed into a cross-
attention layer just after the feature extraction. Both
versions have 8.7 M parameters. As each speaker’s
visual and non-verbal signals are modelled sepa-
rately and combined with cross-attention, the voice
activity signal is not required at inference.

Like the VAP model, we use a pre-trained audio
feature extractor (Riviere et al., 2020) yielding a
256 dimensional feature vector at 50 Hz. We freeze
the extractor layers in training. We upsample vi-
sual features from 30 to 50 Hz to match using linear
interpolation. Within the model, we use single hid-
den layer multilayer perceptrons (MLPs) to project
the 60 dimensional vector to 256 dimensions. Self-
attention blocks consist of 3 stacked self-attention
layers and 1 cross-attention block. We apply a
causal masking to ensure that the model can only
make predictions from past audio and video frames.
We use layer normalisation (Lei Ba et al., 2016)
and the GeL U activation function (Hendrycks and
Gimpel, 2016) throughout. The model outputs a
256 dimensional vector via the softmax function,
learning a probability distribution over all 256 VAP
states with a cross-entropy loss (Figure 3).

Training We train all models as follows. We
withhold 5% of sessions for testing. We conduct a
5-fold cross-validation on the remaining sessions
(80% training, 20% validation). We segment audio
and video into 20 second segments with a 2 second
overlap and randomly shuffle all segments. We use
the cross-entropy loss function to train the model
output (256 dimensions) to learn VAP labels (Fig-
ure 3). Based on an initial hyperparameter sweep
we set the batch size to 16 and the learning rate to
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0.005. We train the model for all 5 folds with an
Nvidia RTX 6000 GPU for 10 epochs. The GPU
hours are: VAP Switchboard 21 hrs, VAP Candor
21 hrs, early fusion 110 hrs, late fusion 113 hrs.

Evaluation We evaluate trained models as fol-
lows. At each hold or shift in the validation set,
we sum model probabilities in a 200 ms window.
The window is located either before the end of a
turn, the start of an overlap, or during mutual si-
lence between speaking turns. We sum the shift
probability, defined as the marginal probability of
all VAP states where the non-active speaker is 1
in both bins in the 600-2000 ms period (Figure 3).
Like the original VAP paper (Ekstedt and Skantze,
2022b) we only consider the latter half of the VAP
objective for hold/shift evaluation. We find that pre-
dictions are less reliable in the first 0-600 ms. We
then set a threshold: if the summed probability is
greater than this threshold, a shift is predicted. We
choose thresholds which maximise the weighted
F' and balanced accuracy scores on the validation
set. Finally, we report performance on the unseen
test sessions with these thresholds. We compare
F1 and balanced accuracy with a dummy baseline
model which always outputs a hold.

We report performance with the £} and balanced
accuracy. The F) is (Powers, 2020):

B 2 x #TP
2 X #TP + #FP + #FN

where TP is the number of true positives, FP
false positives and FN false negatives. We compute
the F score by arbitrarily assigning a positive 1
label to a shift and a negative 0 to a hold (F} shift).
We then re-compute with a positive 1 = hold and a
0 = shift (£ hold) and report the weighed F:

3)

Fy

Flweighted = psF1SHIFT 4 pp F1HOLD (4)

where ps and py, are the proportion of shifts and
holds. The weighted F accounts for the presence
of more holds than shifts (Table 1). We also report
balanced accuracy (Brodersen et al., 2010):

1
BAL. ACCURACY = — <

#P - #N

where TP and TF are the number of true positives
and false negatives, and P and N are the numbers
of positives (shifts) and negatives (holds). We com-

pare F7 and balanced accuracy of models on the

L(#p gTY

common test set with the paired t-test (Ross and
Willson, 2017). We compare facial action units
with the non-parametric Mann-Whitney U (MWU)
test (Mann and Whitney, 1947).

Ablation study We conduct an ablation study by
training 4 different versions of the MM-VAP model.
We train and validate using the same procedure,
but each of which receives audio and a subset of
the visual features as input. We divide the visual
features into gaze, head pose, facial action unit and
facial landmarks groups (6, 6, 17, 30 dimensions
receptively, excluding the scalar confidence score).

4 Results
4.1 Audio-only turn-taking

We begin by assessing the performance of the
audio-only VAP predictive turn-taking model
(PTTM). We first consider hold/shift prediction
during periods of silence greater than 250 ms, as in
Ekstedt and Skantze (2022b). We report the 5-fold
average performance in Table 2.

Table 2: Average shift/hold prediction performance of
the VAP model on Candor (CND, videoconference) and
Switchboard (SWB, telephone) corpora evaluated dur-
ing silence between turns (FTO > +250 ms).

Accuracy

Corpus Ali F; (Weighted) F; (Hold) F; (Shift) (Balanced %)
SWB ground-truth 0.82 0.89 0.47 67
SWB ASR 0.81 0.89 0.45 65
CND ASR 0.83 0.89 0.71 79

All models trained on Switchboard outperform
a baseline model which always predicts hold
(weighted Fi: 0.74 for SWB ASR and 0.70 for
Candor, p < 0.01). The Switchboard ground-
truth alignment results are comparable with those
of Ekstedt and Skantze (2022b), verifying our re-
implementation. The F} and balanced accuracy
scores are slightly higher using the ground-truth
alignment, reflecting the ASR alignment error. In
the Candor corpus, using audio-only cues, the VAP
model performs well above the baseline and the bal-
anced accuracy is higher than Switchboard. There
is a higher F} shift and a similar F} hold and
weighted F1.

4.2 Visual feature analysis

As turn-taking literature details the importance of
visual cues (Section 1), we investigate facial ex-
pression in Candor interactions. In Figure 5 we
show the median peak FAU intensity at key turn-
taking events (method in Section 3). We compare
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with random speech and random silence with the
MWU test and omit comparisons where p > 0.05.
We exclude outer brow raiser, upper eyelid raiser
and nose wrinkler as p > 0.05 in all comparisons.

Before a Hold Before a Shift
inner brow raise -

outer brow raise -

brow lower - | Lo
eyelid raise -
cheek raise - 2
eyelid tighten - B 08 a
nose wrinkle - o]
upper lip raise £
lip corner pull 06 <3(
mouth dimple =
lip corner depressor - .E
chin raise i I S 0T
lip stretch - E
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lips part [ 0-2
wo BN R
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|:future speaker

current speaker

random speech -
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Figure 5: Median FAU intensity in Candor during ran-
dom speech and silence, and before holds and shifts.

As a sanity check, we observe that when an inter-
locutor speaks, there is more cheek, eyelid, brow,
lip and jaw activity than when they do not speak
(random speech and random silence). At the end
of a turn, the FAU activity of the current speaker
largely resembles random speech. During a hold,
the listener remains silent and FAU activity resem-
bles random silence (listener vs random silence).
We observe subtle differences in the FAU activity of
shifts when comparing cheek, lip, and jaw FAUs of
future speaker with random silence. This suggests
the presence of a distinct facial expression partially
resembling speech ahead of an upcoming transition.
This could be exploited in a predictive turn-taking
model. We repeated the analysis for eye gaze and
head pose. These did not reveal meaningful pat-
terns, so we omit heat maps. These features may
still be useful in a neural network which captures
patterns across much long periods of time.

4.3 Multimodal turn-taking

We continue by investigating the performance of
our proposed early and late fusion turn-taking mod-
els (MM-VAP). We train on the Candor corpus
(Section 3). For completeness, we also train a VAP
model only using video features. This model is
identical to the original VAP model with the re-
moval of the audio feature extractor and a dimen-
sionality of 60, reflecting the dimensionality of the
visual feature vector.

Table 3: Average shift/hold prediction across 5 folds on
the Candor corpus (best in bold). a = audio only, v =
video-only, and a+v = multimodal; e = early fusion, 1 =
late fusion. Percentage change relative to the audio-only
model is provided as 1/ |, with ’-’ indicating p > 0.05.

Accuracy

Evaluation point Model F; (Weighted) F; (Hold) F (Shift) (Balanced %)
during mutual silence  a 0.83 0.88 0.70 79
(FTO > +250ms) v 0.72 114% 082 [8% 047 [33% 68 115%
at+v(e) 0.84 - 090 - 074 15% 82 13%
atv(l) 0.86 13% 090 12% 0.74 16% 83 14%
before end of turn  a 0.81 0.87 0.67 76
(FTO > +250 ms) v 0.70 113% 080 [8% 045 |33% 66 114%
at+v(e) 0.83 12% 0.88 - 069 4% 79 13%
a+v() 0.83 13% 089 12% 0.70 16% 80 14%
before end of turn  a 0.86 091 0.66 77
(FTO > 0ms) v 078  110% 087 15% 043 135% 70 110%
a+v(e) 0.87 2% 0.92 - 069  16% 80 13%
a+v(l) 0.87 2% 0.92 - 071 16% 83 4%
before overlap a 0.78 0.85 0.57 70
(FTO < -250ms) v 0.72 18% 0.82 3% 042 |25% 64 18%
atv(e) 0.79 13% 0.87 12% 060 17% 72 13%
a+v() 0.80 14% 087 12% 0.62 T10% 74 5%

Multimodal vs. audio-only models We report
the average performance over 5 folds of the Candor
corpus in Table 3. As before, we consider model
performance 200 ms before a shift’/hold (FTO >
250 ms). Our multimodal models significantly
outperform the audio-only and video-only mod-
els (p < 0.01). The late fusion model shows a
3% relative increase in the weighted F score and
a 6% relative increase in balanced accuracy over
the audio-only model. The video-only model has
the worst overall performance with a 33% relative
reduction in the F} shift score.

Expanding the analysis Next, we remove the
requirement for a minimum period of silence be-
tween turns, increasing the number of shifts and
holds considered (FTO > 0 vs FTO > 250 ms in
Table 1). We also move the evaluation window to
200 ms before the end of a turn, ensuring the next
speaker has not started to speak during evaluation.
This hence captures the capacity of the model to
predict upcoming shifts while the previous speaker
is still speaking, akin to human turn-taking (Sec-
tion 1). For this more comprehensive set of speaker
transitions, our multimodal models outperforms
both video-only and audio-only models. Best per-
formance is achieved with the late fusion model,
with a 6% relative increase in the F shift score and
a 4% relative increase in balanced accuracy (Table
3). We also evaluate hold/shift prediction before
overlapping speech. Note that for the purposes
of this evaluation, we exclude overlapping speech
where there is no change in speaker 1 second after
the overlap has concluded. This ensures that brief
periods of overlap are excluded (i.e. backchannels).
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We find a 6% increase in balanced accuracy and
a 10% increase in the F} shift scores for the late-
fusion MM-VAP model (Table 3).

Performance during longer transitions Our
multimodal models are the best-performing overall.
We assess if this performance benefit is uniform
across all types of transitions. We group subsets
of holds and shifts by varying the minimum FTO
from O to 1500 ms in 250 ms increments (Table
1). We then compute model performance on each
subset. We use the balanced accuracy because,
unlike the F'1 weighted score, it equally weights
holds and shifts. This is important as proportions of
holds/shifts by group (Table 1). We plot the mean
balanced accuracy over 5 folds in Figure 6.

Balanced Accuracy vs. Minimum Silence between Turns
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Figure 6: Balanced accuracy of models averaged over
5 folds, + standard error in the mean, grouped by a
minimum period of silence between turns; i.e. the FTO.

The balanced accuracies in Tables 2 and 3 corre-
spond with the 0 and 250 ms points in Figure 6. The
gap in performance of Switchboard and Candor is
consistent with our prior finding of a lower F} shift
score on Switchboard (Table 2). Performance falls
for both audio-only VAP and multimodal MM-VAP
models as the duration of silence between speak-
ing turns increases, indicating that these turns are
more challenging to predict. However, we find that
the performance of the MM-VAP models is sig-
nificantly better than the audio-only VAP models
across all FTOs (p < 0.01 in all cases). Thus, the
inclusion of visual information leads to improved
performance across the complete range of holds
and shifts in the corpus.

Ablation study Finally, we conduct an ablation
study, training the late fusion version of the MM-

VAP model on audio and gaze, head pose, facial
landmarks and facial action unit subsets. We report
the 5-fold average performance in Table 4.

Table 4: Ablation study results, 5-fold average. a=audio,
v=video, a+v (1) = multimodal, late fusion. Percentage
change relative to the a+v (1) model which uses all visual
features is shown as 1/ |, with ’-’ indicating p > 0.05.

Evaluation Point

Model

F1 (Weighted)

F; (Hold)

F; (Shift)

Accuracy
(Balanced %)

during mutual silence

a+v(l)

0.86

0.90

0.74

83

(FTO > +250 ms) a+gaze 0.74 114% 083 8% 051 |31% 67 120%
a+pose 0.84 12% 0.89 - 072 3% 80 13%
a+lmks 0.79 18% 086 4% 0.62 |17% 74 111%
a+faus  0.85 - 089 - 073 2% 81 12%

before end of turn - a+v (1) 0.83 0.88 0.74 80
(FTO > 250 ms) a+gaze 0.72 113% 082 |8% 0.48 |35% 65 119%
a+pose 0.82 - 087 - 068 8% 78 12%
a+Ilmks 0.78 7% 085 |4% 059 [20% 72 110%
a+faus  0.83 - 088 - 069 6% T9 12%

before end of turn  a+v (1)  0.87 0.92 0.71 83
(FTO > 0ms) a+gaze 0.78 110% 0.88 [5% 0.43 |39% 65 120%
a+pose 0.87 - 092 - 067 3% 79 12%
a+Ilmks 0.83 15% 090 3% 0.57 |18% 73 110%
a+faus  0.87 - 092 - 068 2% 80 14%

overlap a+v () 0.80 0.87 0.62 74
(FTO <250 ms) a+gaze 0.68 115% 081 7% 035 |44% 58 122%
a+pose 0.79 12% 0.86 - 058 6% 71 13%
a+Imks 0.74 18% 084 4% 049 [22% 66 111%

a + faus

0.79

12%

0.86

0.59

14%

72

12%

The best-performing model is the model which
includes all visual features (a + v (1), Table 4). Con-
sidering the models trained on the four subsets of
the visual features, we note reduced performance,
which is most notable when considering the F}
shift score. We compare the weighted F'1 score,
and find that the gaze and landmark trained models
perform significantly worse than the model trained
on all visual features in all cases (p < 0.01 when
comparing a+v (1) with gaze and landmarks, Table
4). There is no significant difference in the per-
formance of the facial action unit and head pose
trained models on certain metrics (e.g. p = 0.09,
before end of turn FTO > Oms Table 4). How-
ever, on the F'1 shift score, the facial action unit
trained model achieves the best performance of all
models trained on the reduced visual feature sets
(p < 0.05). The best-performing model trained on
a subset of visual features is therefore the facial
action unit model.

5 Discussion

Our re-implementation of the audio-only VAP
PTTM (Ekstedt and Skantze, 2022b; Inoue et al.,
2024) performed well on the Candor videoconfer-
encing (VC) corpus. However, our new multimodal
PTTM, MM-VAP - which uses speech along with
facial action units, landmarks, gaze, and head pose
- significantly outperformed the VAP model. The
performance increase was most notable on the F
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shift metric, with a 6-10% relative increase in per-
formance (Table 2). Returning to our first research
question, our findings show that visual cues im-
prove PTTM performance. This echoes the psy-
cholinguistics literature underlining the importance
of visual cues in turn-taking (Section 1).

We also investigated the use of ASR, as to date
PTTM models have used manual alignments. We
found performance dropped slightly but remained
broadly similar, supporting the use of ASR in
PTTM development (Table 2).

How does visual information help? Our second
research question concerned the aspects of turn-
taking which benefit from visual information. As
prior work considered all holds and shifts together,
we conducted a more fine-grained analysis. This
revealed that shifts, or transitions between speak-
ers, benefit the most from visual information. Our
working hypothesis is that non-verbal behaviours
provide vital turn-taking cues when interlocutors
can see one another, and our model benefits from
this. Notwithstanding slight differences in the cor-
pora (session length, topic, see Section 3), the most
notable difference is that in Candor interlocutors
can see one another, whereas in Switchboard, they
cannot. Thus, as our results show, worse perfor-
mance is achieved when audio alone is used to
model turn-taking in Candor. Our multimodal
model which incorporates visual cues improved
performance, and we demonstrated that this is con-
sistent across the complete range of holds and shifts
in the corpus. A detailed analysis using Conversa-
tion Analysis methodology should be conducted
to uncover the exact role visual cues play here,
however we found some evidence of enhanced lip
jaw and cheek movement before speaking (Figure
5). This indicates the presence of visual cues from
the listener prior to the onset of speech (a shift).
This is consistent with our finding that visual cues
most benefited turn-taking by improving the per-
formance on shifts (£} shift, Table 3).

Visual signalling As the role of visual cues in
turn-taking is well-supported by the psycholinguis-
tics literature (Sections 1 and 2), we believe visual
cues such as gaze aversion are exploited in our
multimodal model. Future work is needed to estab-
lish the exact role of visual cues and their impact
on model performance, but the literature outlines
why visual cues are particularly important during
speaker transitions. For instance, the more complex
a question is, the longer the response (Strombergs-

son et al., 2013) e.g. open-ended versus yes/no
questions (Walczyk et al., 2003). Extended silences
are also associated with gaze aversion in interac-
tion (Walczyk et al., 2003) and hence these may
rely more on non-verbal cues.

Finally, we conducted a thorough ablation study,
which showed that facial action units are the
biggest contributors to model performance. The ab-
lation study demonstrated that not all features con-
tributed to model performance in isolation, most
notably gaze (Table 4). This is despite the role of
gaze in turn-taking being well-supported in the turn-
taking literature (Kendon, 1967). The videocon-
ferencing setup of the corpus (Reece et al., 2023)
might be impacting performance here, as videocon-
ferencing is known to impact gaze (Sellen, 1995).
Alternatively, gaze extraction is challenging and
can be impacted by factors such as lighting levels
(Zhang et al., 2021), which are uncontrolled in the
Candor corpus. However, we did find that when
combined together, the model which incorporated
all visual features performed the best (Table 4), sug-
gesting the model does leverage information from
all of visual features.

Future work MM-VAP has shown promising
results, but it can be improved. OpenFace could
be replaced by a more powerful learnable visual
front-end, e.g. from the audio-visual speech recog-
nition literature (Fenghour et al., 2021). The model
should be updated to handle audio and video at
different sample rates (Section 3).

6 Conclusion

We presented the first comprehensive analysis
of multimodal predictive turn-taking, introducing
MM-VAP a new multimodal model which uses
speech along with visual features. We found a
strong improvement in performance above the
audio-only state-of-the-art in videoconferencing
speech. We therefore encourage researchers to in-
corporate multimodal cues into models for predic-
tive turn-taking and multimodal interaction more
generally. We make all code publicly available.
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8 Limitations

Our paper has a number of inevitable limitations,
which we discuss below.

Data limitations We compared telephone and
videoconferencing (VC) interaction and did not in-
clude any in-person corpora. Videoconferencing
interaction has a number of key differences to in-
person interaction, including limited use of body
language and difficulties in knowing when to speak
(Sellen, 1995; Isaacs and Tang, 1993; O’Conaill
et al., 1993; Boland et al., 2021). Nevertheless, we
have shown that including visual features improves
performance in PTTMs trained on VC data. We
expect that this would also be the case in in-person
settings, where interlocutors are not hindered in
their use of non-verbal communication by technol-
ogy, though this should be confirmed. A compar-
ison of a model trained on a corpus of in-person
interaction would be useful. However, this is not
straightforward due to the lack of availability of a
suitable public dataset. Available corpora of dyadic
interaction are not large, e.g. the 11-hour Mahnob
mimicry corpus (Bilakhia et al., 2015). Further-
more, varying camera angles can complicate visual
feature extraction, unlike in VC where the angle is
front-facing. The use of ambient microphones in
in-person settings introduces issues such as back-
ground noise and speaker diarisation. These issues
are resolved through the advanced audio processing
algorithms in modern VC platforms.

Feature extraction limitations A further limi-
tation is the use of OpenFace (Baltrusaitis et al.,
2016) for visual feature extraction. OpenFace has
the benefit of being easily interpretable by humans,
through the extraction of high-level features like
head pose, but this may not be the most useful
representation to use in a neural network. How-
ever, the model does benefit from these features as
shown by our results. As we have suggested for
future work, the audio-visual speech recognition lit-
erature is a good starting point for visual front-end
architectures (Fenghour et al., 2021; Ivanko et al.,
2023). OpenFace is also not robust as it failed on a
minority of sessions. This is due to issues beyond
our control, which are an inherent part of data cap-
tured in-the-wild. Excluding these sessions leaves
710 hours; more than sufficient for deep learning.
Future front-ends should be made more robust to
missing data arising from issues such as partici-
pants leaving the frame. We did not assess how

OpenFace tracking may also be hampered by vari-
able lighting conditions, glasses, facial hair, etc.
but we observed that tracking was good in sessions
we verified manually. Again, these artefacts will
be unavoidable in data captured in naturalistic in-
teraction. The Candor and Switchboard corpora,
though captured in naturalistic settings, are free
from any specific background noises, and the au-
dio quality is good. In less controlled settings, the
ASR transcription could be of lower quality than
the one used here. This is due to the impact of
background noises, echo, poor microphone quality,
all of which degrade ASR performance (Agrawal
and Ganapathy, 2019; Alharbi et al., 2021).

Model limitations Our multimodal model itself
has its own limitations. It is unable to handle video
and audio features at different frame rates (30 Hz /
fps for the video and 50 Hz for the audio after fea-
ture extraction). We resolved this by upsampling
the visual features in time to 50 Hz (i.e. a factor
of 1.67). We applied causal masking to ensure the
model could not use future information to make
predictions, though the upsampling does introduce
a slight future "bleed’ as present frames are mod-
ified by the next frame through interpolation. A
future version of the model could overcome this
by ensuring that visual and acoustic features are
handled at different temporal rates as done with
an RNN in (Roddy et al., 2018b). The acoustic
features are processed by passing them through a
pre-trained feature extractor (Riviere et al., 2020),
whereas the visual features are high-level descrip-
tors, e.g. angles in radians. This issue could be
resolved in a future iteration of the model, replac-
ing the OpenFace front-end, as discussed. Never-
theless, the model introduced in this paper shows
considerable performance improvements over the
state-of-the-art audio-only approach.
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