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Abstract

Evidence-based medicine (EBM) is at the fore-
front of modern healthcare, emphasizing the
use of the best available scientific evidence
to guide clinical decisions. Due to the sheer
volume and rapid growth of medical literature
and the high cost of curation, there is a critical
need to investigate Natural Language Process-
ing (NLP) methods to identify, appraise, syn-
thesize, summarize, and disseminate evidence
in EBM. This survey presents an in-depth re-
view of 129 research studies on leveraging NLP
for EBM, illustrating its pivotal role in enhanc-
ing clinical decision-making processes. The
paper systematically explores how NLP sup-
ports the five fundamental steps of EBM — Ask,
Acquire, Appraise, Apply, and Assess. The
review not only identifies current limitations
within the field but also proposes directions
for future research, emphasizing the potential
for NLP to revolutionize EBM by refining evi-
dence extraction, evidence synthesis, appraisal,
summarization, enhancing data comprehensi-
bility, and facilitating a more efficient clinical
workflow.

1 Introduction

Evidence-based medicine (EBM) is at the forefront
of modern healthcare, emphasizing the use of the
best available scientific evidence to guide clinical
decisions (Sackett et al., 1996). By integrating clin-
ical expertise, patient values, and the most up-to-
date research data, EBM facilitates healthcare deci-
sions by patients and the general public, clinicians,
guideline developers, administrators, and policy-
makers (Mehta et al., 2022; Kwaan and Melton,
2012; Van de Vliet et al., 2023).

The foundation of EBM heavily relies on com-
prehensive research data from detailed textual
sources such as clinical trial publications, cohort
studies, and case reports (Blunt, 2022; Ratnani
et al., 2023). Navigating this evidence hierarchy
necessitates the use of advanced Natural Language

Processing (NLP) techniques, which are crucial
for streamlining literature searches and extracting
PICO (Patient/Population, Intervention, Compari-
son, Outcomes) elements (Peng et al., 2023; Nye
et al., 2018). From the early utilization of statistical
machine learning (Arora et al., 2019) and recurrent
neural networks (Guan et al., 2019), there has been
a significant shift towards more advanced tech-
nologies such as transformer-based frameworks
and large language models (LLMs). These mod-
ern approaches employ self-supervised pretrain-
ing and instruct-tuning (Rohanian et al., 2024) to
capture domain-specific knowledge (Kalyan et al.,
2022), enhancing the accuracy and scalability of
medical information processing (Thirunavukarasu
et al., 2023). Particularly, the recent advancements
in LL.Ms have further propelled NLP capabilities
within EBM, excelling in more complex tasks such
as appraising and synthesizing evidence (Gdrska
and Tacconelli, 2024), differentiating and ranking
evidence (Datta et al., 2024), generating human-
like responses, answering complex clinical ques-
tions (Shiraishi et al., 2024), and identifying rele-
vant clinical trials (Devi et al., 2024a).

Despite these significant advancements, a com-
prehensive review summarizing NLP development
and applications in EBM is still in demand. This
paper seeks to fill the gap by offering a thorough
review of essential NLP tasks in EBM, with a focus
on evidence generation, such as evidence retrieval,
extraction, synthesis, and summarization, as well
as evidence adoption and evidence-based research,
such as question-answering, clinical trial design
and identification, and other cutting-edge studies
across various clinical specialties.

Furthermore, we outline key benchmarks to fa-
cilitate the development of future NLP models. Fi-
nally, we explore several potential avenues for fu-
ture research. To better support both clinicians and
researchers in making more informed clinical de-
cisions and producing more comprehensive review
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literature, we have made these resources publicly
available.!

2 Scope and Literature Selection

Our scoping review adheres to the Preferred Re-
porting Items for Systematic Reviews and Meta-
Analyses (PRISMA?) guidelines, as illustrated in
Figure 1.

2.1 Information sources

We searched 4 databases, including PubMed?,
IEEE Xplore*, ACM Digital Library>, and ACL
Anthology®. The search included studies from the
past 5 years, spanning 2019 to 2024.

2.2 Search strategy

Our search strategy was meticulously designed
to capture the most relevant studies at the inter-
section of NLP and EBM (Supplementary File
A.3). We targeted key NLP concepts and technolo-
gies by including terms such as ‘natural language
processing’, ‘language model’, ‘large language
model’, ‘computational linguistics’, ‘information
extraction’, ‘information retrieval’, ‘clinical trial
retrieval’, ‘text summarization’, ‘question answer-
ing’, ‘sentence segmentation’, ‘named entity recog-
nition’, ‘tokenization’ and the abbreviations like
‘NLP’ and ‘LLM’. In the domain of EBM, we
included terms like ‘Evidence-Based Medicine’,
‘Evidence-Based Practice’, ‘Clinical Trial’ and
their abbreviations like ‘EBM’ and ‘EBP’, also
limited to appearances in the title or abstract. We
used the Boolean operator to combine any word
from the NLP domain and any work from the EBM
domain in our search terms.

2.3 Study selection and metadata extraction

The references of all eligible studies were imported
into Covidence’, and duplicates were removed. We
then screened the articles by title and abstract. In-
clusion criteria were defined as (1) Studies pub-
lished in English, (2) research applying NLP tech-
niques specifically for EBM, and (3) Studies focus-
ing on applications for humans. Exclusion criteria
were defined as (1) articles unrelated to NLP for

"https://github.com/bionlplab/
awesome-nlp-in-ebm
2https://www.prisma—statement.org/
3https://pubmed.ncbi.nlm.nih.gov/
4https://ieeexplore.ieee.org/
5https://dl.acm.org/
6https://aclanthology.org/
"https://www.covidence.org
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Figure 1: PRISMA flow diagram.

EBM, (2) non-English publications, and (3) sec-
ondary literature such as systematic reviews, re-
tracted papers, survey papers, case studies, and
descriptive papers lacking experimental results.

After the screening, the metadata was extracted
from each paper, including models, disease, tasks
involved, results, and limitations. Two annotators
cross-verified the study selection and metadata ex-
traction processes and consulted a third in cases of
disagreement.

2.4 Study Statistics

From an initial pool of 601 papers retrieved from
databases and 9 additional sources, we removed
8 duplicates. Subsequently, 386 papers were ex-
cluded during the initial screening based on prede-
fined exclusion criteria, and 88 more were removed
during full-text screening due to misaligned objec-
tives or lack of relevance to EBM tasks. Ultimately,
129 studies met the inclusion criteria and form the
basis of this review, with detailed metadata pro-
vided in Supplementary Table 1.

Figure 2 illustrates the distribution of research
papers across different years (2019-2024) and their
corresponding NLP tasks. There has been a rapid
growth of papers over the years, peaking in 2023.
The most common tasks throughout the years are
Entity Extraction, Classification, and Evaluation,
showing their foundational role in NLP for EBM
research. Emerging tasks like Question Answer-
ing and Quality Assessment have appeared more
prominently in recent years, reflecting evolving
research directions.
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Figure 2: Distribution of papers in different EBM tasks
over time. The color schema is the same as Supplemen-
tary Table 1.

3 NLP Techniques for EBM

The entire EBM process consists of five steps, com-
monly referred to as the ‘SA’s: Ask, Acquire, Ap-
praise, Apply, and Assess (Ratnani et al., 2023).
NLP can be leveraged at each step to enhance the
process (Table 1). For example, in the Ask step,
clinicians or patients formulate precise clinical
questions to address specific healthcare concerns.
During the Acquire step, NLP can be employed to
extract evidence, often leveraging the PICO frame-
work. In the Appraise step, NLP tools can assist
in evaluating and ranking the quality, validity, and
relevance of the retrieved information to ensure
its applicability to clinical decision-making. For
the Apply and Assess steps, NLP can streamline
the design and identification of relevant clinical
trials and facilitate their integration into practice,
enabling continuous assessment and refinement of
patient care strategies. Detailed trends and advance-
ments for each step of the EBM process are dis-
cussed in the following sections.

4 Ask - Searching & Selecting Studies

EBM can help researchers and clinicians draft a
successful systematic review. After the scope and
questions have been determined, the first step is
to search for studies to include in the reviews and
ensure they remain up to date.

This step is typically achieved using NLP-based
information retrieval techniques, which extract rel-

EBM cycle Description NLP tasks
Ask Search & select Question
studies answering,
Information
retrieval
Acquire Collect data Named entity
recognition and
normalization,
Relation
extraction
Appraise Examine Quality
relevance, assessment,
validity, and Evidence ranking
results and screening,
Evidence
synthesis,
Evidence
summarization
Apply & Asses  Apply EBM in Clinical trial

identification and
design, Question

practice and
research and

evaluate their Answering,
effectiveness Domain-specific
applications

Table 1: Mapping of EBM cycle to corresponding NLP
tasks.

evant information from large text corpora based
on user queries. Early heuristic methods involved
structured, keyword-based queries to retrieve arti-
cles from repositories like MEDLINE or PubMed.
These methods, while foundational, are limited by
the high cost of expert annotation, maintenance,
and domain sensitivity (Névéol et al., 2011). De-
spite these limitations, recent methods often rely on
predefined rule-based strategies, e.g., SR[pt] and
CQrs (Navarro-Ruan and Haynes, 2022), to filter
and compare the retrieved results for systematic re-
views. In addition, while statistical machine learn-
ing and context-aware models (Kamath et al., 2021;
Samuel et al., 2021) have been widely adopted,
they often lack scalability and struggle with less
representative text embeddings.

Recent advancements are leaning towards
transformer-based deep learning frameworks (Ram-
prasad et al., 2023a; Jin et al., 2022) due to their
scalability and the ability to integrate medical on-
tologies, improving domain-specific text represen-
tation through self-supervised pretraining. For ex-
ample, (Lokker et al., 2023) used BioBERT’s (Lee
et al., 2020) embeddings and attention mechanisms
to improve query representation and biomedical
literature retrieval in clinical practice. Furthermore,
the integration of generative Al models has ad-
vanced literature retrieval despite challenges like
hallucination. For example, Gwon et al. (2024)
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compared Microsoft Bing Al and ChatGPT in ac-
celerating the systematic literature search for a clin-
ical review on Peyronie disease treatment, finding
both can speed up the search process.

5 Acquire - Collecting Data

EBM is designed to identify all studies relevant
to their research questions and synthesize data re-
garding the study design, risk of bias, and results.
Therefore, the findings of EBM heavily depend
on decisions about which data from these studies
are presented and analyzed. The data collected
should be accurate, complete, and accessible for
future review, updates, and data-sharing purposes.
Here we describe NLP approaches used to extract
data directly from journal articles and other studies’
reports.

5.1 Entity Extraction and Normalization

Initially, entity (e.g., PICO) extraction relied on
rule-based approaches, which utilize predefined
lexical, syntactic, and contextual rules for extract-
ing entities from clinical trial data (Chen et al.,
2019c; Borchert et al., 2022). These methods
are simple, transparent, and customizable, mak-
ing them practical for high-precision tasks in struc-
tured contexts. Although they face challenges with
complex or ambiguous data, their interpretability
and ease of adaptation remain valuable for PICO
extraction (Dhrangadhariya and Miiller, 2023).

RNN/LSTM-based frameworks lacked long-
term memory capabilities. Nevertheless, they have
been used for sequential sentence classification to
enhance context utilization and improve classifi-
cation accuracy in unstructured or less structured
medical abstracts (Jin and Szolovits, 2018).

The current trend is towards the dominance of
transformer-based frameworks due to their domain-
aware pertaining benefits. For instance, models
such as SciBERT and PubMedBERT have been
specifically developed for extracting ‘Intervention’
(‘T in PICO) (Tsubota et al., 2022), STBERT (Aum
and Choe, 2021) for classifying articles into “in-
cluded’ or “excluded” categories based on prede-
fined inclusion criteria.

5.2 Relation Extraction

Following the identification of PICO elements, re-
lation extraction approaches can be used to link
these elements within studies.

Initially, rule-based and machine-learning meth-
ods were used to extract meaningful relationships

from medical literature (Alodadi and Janeja, 2019;
Borchert et al., 2022). By 2021, transformative
methodologies were developed, integrating deep
learning frameworks like BERT and Augment Min-
ing (AM). For example, srBERT built-in (Aum and
Choe, 2021), identified key elements and defines
interrelations from the titles of articles. Stylianou
and Vlahavas (2021) classified the relationships be-
tween argumentative components within the texts,
such as claims and evidence. Their relationships
were labeled as ‘supporting’ or ‘opposing’.

In the systematic review process, understanding
the connections between different study results can
influence the review outcomes. However, besides
systematic reviews, automated relation extraction
has shifted towards more structured approaches,
such as schema-based relation extraction. For ex-
ample, Sanchez-Graillet et al. (2022) utilized a
richly annotated corpus that aligns with the C-TrO
ontology. Complementing these advances, graph-
based approaches offer a novel way to encode
complex relationships between clinical entities. A
knowledge graph is a structured representation of
information where entities (e.g., symptoms, treat-
ments, drugs) are represented as nodes and their
relationships as edges. Graph-based approaches
have emerged as an effective method to encode re-
lationships. For example, a knowledge graph was
used to organize and visualize relationships among
clinical trial entities such as symptoms, treatments,
and drug outcomes by structuring data into nodes
and edges (Pan et al., 2021).

6 Appraise, Synthesize, and Summarize
Evidence

This task screens the included studies for risk of
bias and appraises them for quality to ensure that
healthcare decisions are informed by the most re-
liable and relevant evidence. Once the appraisal
is complete, the next step is synthesizing evidence
by combining findings from multiple studies, of-
ten using meta-analyses. Finally, these synthesized
insights are summarized into concise, actionable
conclusions.

6.1 Quality Assessment

Developing tools to assess evidence is crucial in
EBM, such as the fully automated tool that com-
bines machine learning and rule-based techniques
by Brassey et al. (2021). It assessed the evidence
from randomized clinical trials and systematic re-
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views by sentiment analysis, indication of bias, and
sample size calculation, and used them to estimate
the potential effectiveness of the intervention. Be-
sides, deep learning models such as BERT (Devlin
et al., 2019) have been used to evaluate the quality
of evidence by analyzing article titles and abstracts.
For example, different variations like BioBERT,
BlueBERT, and BERTgasg were fine-tuned to clas-
sify the articles based on their adherence to method-
ological quality criteria (Lokker et al., 2023).

6.2 Evidence Ranking and Screening

After the quality assessment, the next step is to
screen and rank the evidence. Several ranking meth-
ods are available, with statistical-based methods be-
ing among the earliest used. For example, Norman
et al. (2019b) developed a method to rank refer-
ences by their likelihood of relevance. Compared
with randomized screening, their study showed
that prioritization methods (with technological as-
sistance) allow for fewer studies to be screened
while still producing reliable results, which effec-
tively reduces both the time and cost associated
with the screening process. Rybinski et al. (2020a)
introduced the platform A2A, which used Okapi
Best Match 25 (BM25) that assigned scores to doc-
uments based on term frequency and document
length and Divergence from Randomness (DFR)
that quantified informativeness as the divergence
of a term’s distribution from randomness for doc-
ument ranking. Additionally, machine learning
methods are implemented. Rybinski et al. (2020b)
designed a search system with a simple query for-
mulation strategy for initial ranking and used pre-
trained BERT models (SciBERT, BioBERT, and
BlueBERT) for re-ranking in clinical trial searches,
which improved the robustness.

6.3 Evidence Synthesis

Evidence synthesis combines data from included
studies to draw conclusions about a body of evi-
dence. While the most common method used is
meta-analysis, which statistically combines results
from studies to estimate overall effect sizes, NLP-
based approaches have also been applied to synthe-
size studies or findings. Mutinda et al. (2022b) pro-
posed a method to reproduce meta-analysis, com-
puting summary statistics (e.g., risk ratio) and visu-
alizing results using forest plots by extracting and
normalizing PICO elements from breast cancer ran-
domized controlled trials. However, this method
is built on a small amount of data. Goérska and

Tacconelli (2024) developed a system to continu-
ously update summary statistics from key publica-
tions, further improving the meta-analysis process.
However, only binary outcomes were supported in
both methods, limiting the applicability to broader
meta-analysis needs. Besides meta-analysis, Evi-
denceMap (Kang et al., 2023) effectively synthe-
sized medical findings by employing a structured
and hierarchical representation comprising Entities,
Propositions, and Maps that enhances the inter-
pretability and retrievability of evidence through
its sophisticated semantic relational retranslation.

6.4 Evidence Summarization

Finally, EBM must present a clear statement of
findings or conclusions to help people make better-
informed decisions and increase usability. This
summary should include information on all impor-
tant outcomes, evidence certainty, and the interven-
tion’s desirable and undesirable consequences.

From an NLP technical perspective, evidence
summarization uses extractive and abstractive
strategies. Extractive summarization selects the
most important sentences from the original text.
Gulden et al. (2019) generated a new dataset from
clinicaltrials.gov to test various algorithms
(e.g., LexRank, TextRank, and Latent Semantic
Analysis), identifying TextRank as the best per-
former in creating summaries directly from the
source texts without altering the original wording.
However, these algorithms suffered from ineffi-
ciency and high computational complexity when
processing large datasets. Sarker et al. (2020) de-
veloped a lightweight system that leverages Max-
imal Marginal Relevance (MMR) and pre-trained
word embeddings trained on PubMed and PMC
texts to integrate semantic relevance and reduce
redundancy. Similarly, Xie et al. (2022) proposed a
knowledge infusion training framework called Ke-
BioSum, which incorporated PICO into pre-trained
language models (PLMs). It utilized lightweight
knowledge adapters to reduce computational costs
while improving semantic understanding and con-
textual representation.

Abstractive summarization focuses on the most
critical information and creates new text for the
summary; usually, more advanced techniques are
used. Lalitha et al. (2023) have implemented
sophisticated techniques such as neural network-
based model T5 (Text-to-Text Transfer Trans-
former), BART (Bidirectional Auto-Regressive
Transformer), and PEGASUS (Pre-training with
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clinicaltrials.gov

Extracted Gap-sentences for Abstractive Summa-
rization Sequence-to-sequence) to resolve the chal-
lenge of obtaining useful information from a vast
amount of clinical documents.

With the increased demand for user-interacted
summarization, Ramprasad et al. (2023b) presented
TrialsSSummarizer, a system that helps automate
summarizing the most relevant evidence in a set of
randomized controlled trials by a multi-headed ar-
chitecture, enabling each token in the generated
summary to be explicitly linked to specific in-
put aspects (e.g., population, intervention, or out-
come). It introduces template-infilling capabili-
ties, allowing users to correct or adjust generated
summaries dynamically. Moreover, the application
of LLMs has evolved to address these tasks with
growing precision and depth. Hamed et al. (2023)
explored ChatGPT’s capabilities in synthesizing
diabetic ketoacidosis (KDA) guidelines by compar-
ing, integrating, and abstracting content. Unlu et al.
(2024) employed a Retrieval-Augmented Genera-
tion (RAG) framework with GPT-4 for generating
responses to clinical trial eligibility questions based
on retrieved patient data. Furthermore, TriSum
(Jiang et al., 2024) stood out by using structured
rationale-based abstractive summarization, where
large language models generate aspect-triple ratio-
nales that are distilled into smaller models through
a dual-scoring selection mechanism and curriculum
learning.

7 Apply and Assess: adoption, refinement,
and research

Transitioning from the evidence generation and
synthesis, the next critical step is its adoption and
refinement, facilitated by an ‘Evidence-based Re-
search’ approach. Adoption and refinement are
crucial to consistently reassessing and enhancing
clinical evidence, particularly when existing evi-
dence gaps lead to unmet needs of clinicians and
patients. Evidence-based research further ensures
that these gaps inform future clinical studies. Here,
we summarize several applications identified from
our literature review that align with this topic.

7.1 Specialty-specific adoption

In addition to general applications, we observed
that NLP for EBM has been applied within spe-
cific medical specialties. Here, we summarized
common specialties featured in the papers, such as
oncology for conditions like Non-small cell lung

cancer (NSCLC) and cardiovascular events such as
heart failure. Other diseases are detailed in Supple-
mentary Table 1.

Oncology. Cancer is a central topic in EBM,
as it demands continuous integration of new re-
search findings to guide evidence-based decisions
for accurate diagnosis, effective treatment, and
long-term patient management. Saiz et al. (2021)
introduced Watson Oncology Literature Insights
(WOLI), an Al system, by automatically identify-
ing, prioritizing, and extracting relevant oncology
research, which facilitated the translation of evi-
dence into clinical practice. Similarly, the Clinical
Trial Matching (CTM) system (Alexander et al.,
2020) was evaluated at a cancer center in Aus-
tralia with an overall accuracy of 92% for screen-
ing lung cancer patients. These tools highlight how
Al-driven systems are increasingly embedded in
hospital workflows.

Cardiology. Cardiology demands robust evi-
dence to support the decision due to the high preva-
lence and the critical consequences of diagnostic
errors, which can result in severe harm or loss of
life. For example, the hybrid model proposed by
Tun et al. (2023) exemplifies clinical practice by
automating patient eligibility assessment directly
within clinical workflows. In a real-world applica-
tion on a dataset of 40,000 patients across several
clinical care pathways, such as heart failure with
reduced and preserved ejection fraction and atrial
fibrillation, this model was deployed and achieved
an impressive accuracy of 87.3%.

7.2 Clinical trial design and identification

Not all medical specialties are fully addressed by
current research, and even in those with significant
focus, the integration of findings into real-world
guidance remains insufficient. Automating clinical
trial procedures is critical for instant reaction to
pandemics or public health emergencies. A crucial
step in advancing future clinical trials or experi-
ments is the design phase, where NLP plays a piv-
otal role. Effective clinical trial design involves
structuring and optimizing trials to ensure they
align with patient needs and research objectives.
NLP tools can enhance the efficiency of clinical
trial design by facilitating the automated matching
of patients to suitable trials and ensuring trials are
aligned with the right patient cohorts. This capa-
bility supports a more effective and timely deploy-
ment of research resources in emergency health
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situations.

Eligibility matching and cohort identification is a
process of matching patients to clinical trials based
on their eligibility and identifying groups of pa-
tients (cohorts) who meet specific criteria for in-
clusion in clinical trials. There are several applica-
tions. Vydiswaran et al. (2019) proposed a hybrid
approach to identify patient cohorts for clinical
trials, which combines pattern-based, knowledge-
intensive, and feature-weighting techniques to de-
termine if patients meet specific selection crite-
ria. Segura-Bedmar and Raez (2019) explored
the use of deep learning models for cohort selec-
tion, framing it as a multi-label classification task.
By employing CNNs and RNNs to process free-
text eligibility criteria, this method allows for auto-
matic learning of representations directly from text.
Building on these foundations, Liu et al. (2022) de-
veloped Criteria2Query (C2Q) to extract and trans-
form free-text eligibility criteria into structured,
queryable data for cohort identification. More re-
cently, Murcia et al. (2024) proposed the “Trial-
Matcher” algorithm to match veterans for clinical
trials using existing information within EHRs. It
extracted attributes from patient profiles and eli-
gibility criteria from trial profiles and compared
them using the Sgrensen-Dice Index (SDI). These
applications show the potential of streamlining the
process of recruitment and improving future clini-
cal trial design. Now, researchers try to add LLMs
to the studies. LLMs like GPT-3.5 or GPT-4 en-
hance clinical trial workflows by processing com-
plex natural language data, such as patient profiles
and trial eligibility criteria. The examples include
AutoTrial (Wang et al., 2023b), focusing on trial
design, specifically generating eligibility criteria
using multi-step reasoning and hybrid prompting
and TrialGPT (Jin et al., 2024), implementing a
comprehensive framework for large-scale patient-
trial matching, emphasizing real-world deployment
and time-saving efficiency.

7.3 Drug repurposing

Another frontier application in this field is drug re-
purposing, which utilizes NLP to analyze existing
medical literature and uncover new therapeutic ap-
plications for established drugs. By automating the
analysis of large datasets such as clinical trials and
research papers, NLP speeds up the identification
of potential treatments, offering a faster and more
cost-effective alternative to traditional drug discov-
ery methods. During the COVID-19 pandemic,

there is an urgent need for drugs for treatment. To
quickly meet this requirement, the CovidX Net-
work Algorithm Gates and Hamed (2020) was
developed, which utilized NLP to analyze vast
COVID-19 biomedical literature. It ranked poten-
tial drug candidates for repurposing, highlighting
NLP’s power in automating and accelerating evi-
dence synthesis during critical times. Alzheimer’s
disease (AD), a progressive neurodegenerative dis-
order, remains a major global health challenge with
limited treatment options and no definitive cure.
Despite significant investment in drug development,
the failure rate for Alzheimer’s-specific drugs in
clinical trials remains exceedingly high. To ad-
dress this, Daluwatumulle et al. (2022) employed
knowledge graph embeddings to predict AD drug
candidates by linking textual data and generating
hypotheses from unstructured information.

7.4 Question Answering

While EBM is taught according to the five steps:
ask, acquire, appraise, apply, and evaluate, a recent
trend of application with the advancement in LLMs
focuses on treating the entire process as a question-
answering (QA) task. Xie et al. (2023) experi-
mented with the consultation of rhinoplasty ques-
tions to ChatGPT, which pre-learned knowledge
and summarized texts to respond, testing the poten-
tial of LLMs to offer valuable feedback. Moreover,
Mohammed and Fiaidhi (2024) added bootstrap-
ping to BioBERT and BioGPT so that they could
better understand PICO questions from physicians
and find potential answers from publications. Ex-
panding on this trend, Chuan and Morgan (2021)
introduced Chatbot SOPHIA, which helps users
understand their eligibility for clinical trials by
answering questions based on trial criteria. Ad-
dressing rare cancers, Jang et al. (2022) fine-tuned
SAPBERT for QA and NER tasks, ultimately sum-
marizing potential drugs ranked by relevance, such
as bevacizumab, temozolomide, lomustine, and
nivolumab.

8 EBM Benchmark dataset

Here, we summarize the benchmarks used in NLP
and EBM (Supplementary Table 2). The tasks fre-
quently involved with these benchmarks are Evi-
dence Retrieval, Evidence Extraction, and Clini-
cal Trial Identification. There is a notable gap in
datasets specifically tailored for Evidence Synthe-
sis and Appraisal, as well as Question Answering.
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The existing datasets are often built upon general
texts rather than medical-specific content. For ex-
ample, CNN-DailyMail (See et al., 2017) is used
for Evidence Summarization, but it is not medical-
related. We also noticed that the primary data
sources for these benchmarks are scholarly articles
from PubMed and clinical trials.

9 Challenges and Future Directions

EBM is an important, rewarding, and dynamic field
that organizes current data to improve healthcare
decision-making. By integrating the best available
evidence with a healthcare professional’s experi-
ence and the patient’s values, EBM aims to opti-
mize health outcomes. Our focus here is on re-
trieving, extracting, appraising, synthesizing, and
summarizing evidence from biomedical literature
such as clinical trials, cohort studies, and case re-
ports. However, conducting these analyses can be
both demanding and time-consuming. In this study,
we explore key NLP techniques that can streamline
and facilitate this process.

Our review indicates that NLP-based systems or
pipelines have achieved impressive results in EBM,
such as extracting entities like PICO, enhancing the
information retrieval engines, automating the evi-
dence synthesis, assessing evidence quality, rank-
ing the evidence with the highest confidence, sum-
marizing the information, and answering questions.
At the same time, as in any other evolving area,
there remain challenges ahead. For example, gener-
ative models in EBM tasks have demonstrated im-
pressive fluency and scalability, yet their tendency
to hallucinate facts, lack source attribution, and
sensitivity to prompt phrasing remain significant
limitations for clinical use. A core challenge is the
validation and trustworthiness of generated outputs,
especially in high-stakes domains like medicine.
Mechanisms such as RAG offer potential mitiga-
tions but require further development and evalua-
tion.

From another perspective, particularly in han-
dling diseases with limited literature or annotated
data (Ge et al., 2023). Few-shot learning holds sig-
nificant potential, as it enables models to generalize
effectively from a small number of examples, re-
ducing the dependency on large, annotated datasets.
This data-efficient approach is crucial for EBM
tasks in under-researched areas, such as rare dis-
eases, where annotated resources are scarce. Few-
shot learning can help these models adapt quickly

to specific clinical needs, allowing for more ac-
curate information extraction, question answering,
and evidence synthesis, even with minimal training
data.

Additionally, there is a pressing need for more
benchmark datasets, especially for Evidence Syn-
thesis and Appraisal and Question Answering. Cur-
rent resources often rely on general corpora rather
than those specifically oriented toward medical con-
tent, limiting the development of specialized NLP
applications. Researchers can consider and build
more meaningful datasets. Moreover, NLP-based
tools have not yet been widely applied across all
medical specialties, such as Urology and Hepatol-
ogy, indicating room for expansion in these areas.

Another future direction for NLP in EBM in-
volves incorporating real-world data from vari-
ous sources, such as mobile devices, social media,
and genomics. These data sources capture rich
and diverse information beyond traditional clini-
cal records, offering valuable insights into patient
behaviors, lifestyle, environmental factors, and ge-
netic predispositions. For example, data from mo-
bile health apps and wearable devices can provide
real-time health metrics. At the same time, so-
cial media posts may reveal patient self-reported
outcomes or experiences that are often missed in
clinical settings. Integrating genomic data adds
another layer, enabling family history and personal-
ized genomic code into disease risk and treatment
response.

Furthermore, the “black box" nature of many
NLP models limits their interpretability and ac-
countability. Biases within training data can restrict
NLP’s effectiveness and fairness across diverse pa-
tient demographics. Additionally, the high compu-
tational demands and the need for domain expertise
in both NLP and healthcare are resource-intensive.

To fully realize the potential of NLP for EBM
in real-world clinical workflows often involve in-
terdisciplinary scenarios that span multiple condi-
tions, comorbidities, and patient subpopulations.
To address these complexities, NLP systems for
EBM must evolve toward more holistic, adaptable
frameworks capable of reasoning across diverse
clinical questions and integrating heterogeneous
data sources.

Addressing these limitations is important for en-
abling efficiency and ultimately contributing to a
safer, more equitable healthcare landscape.
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10 Conclusion

Our comprehensive review of over 600 papers re-
sulted in the selection of 129 studies that focus
on critical aspects of NLP within EBM. We first
provide an overview of EBM, followed by a sur-
vey of NLP methods and techniques that address
each step of the EBM process. We also explore use
cases that demonstrate the application of EBM in
various scenarios. Additionally, we review popular
datasets and benchmarks. Finally, we present open
challenges and future directions for research in
this field. As NLP technologies evolve, they offer
promising prospects for harnessing vast amounts
of unstructured data, thus supporting clinical and
research applications.

Limitations

Our study primarily focuses on English-language
publications, potentially overlooking important re-
search published in other languages. The inclusion
criteria may have excluded studies indirectly re-
lated to EBM and NLP that could provide valuable
insights. Additionally, our analysis only covers arti-
cles published between 2019 and 2024, which may
have led to the omission of significant earlier works
that contributed to the foundation of this field. Fur-
thermore, the databases and search engines used
in this review are limited, and it is possible that
some relevant studies on NLP for EBM during the
specified period were not identified.
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A.1 Included Studies

Supplementary Table 1: Overview of Included Studies. P - Precision, R - Recall, Acc - Accuracy, NDCG -
Normalized Discounted Cumulative Gain.
@ - Abstractive Summarization, @) - Clinical Trial Design, @) - Entity Extraction and Classification, &) - Evaluation
of Performance, @ - Evidence Ranking and Screening, (§) - Extractive Summarization, (Y) - Evidence Synthesis,
@ - Information Retrieval, @) - Quality Assessment, . - Question Answering, ® - Relation Extraction.
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Supplementary Table 1 — continued from previous page

Study Model Disease Task
Jin et al. (2022) Transformer - (EIOIN)
Jin et al. (2024) Transformer, LLM - OIEIDIO)
Johnston et al. (2024) Vector Space Model, Statistical 1-DOPA-induced dyskinesia in m @
Parkinson
Kamath et al. (2021) Statistical = @O
Kanbar et al. (2022) SVM, Naive Bayes, Random Epilepsy @ @ E)
Forest
Kang et al. (2019) RNN = % (E)
Kang et al. (2021) Transformer, RNN - (E)
Kang et al. (2023) Transformer COVID-19 . @ (E]¢9)
Kaskovich et al. (2023) SVM Pediatric Leukemia OINIELD)]
Kefeli and Tatonetti (2024)  BERT Cancer (NIE)
Khan et al. (2021) Statistical Chronic Rhinosinusitis with Nasal @
Polyps
Kim et al. (2023a) LR, NB, kNN, SVM, CNN, RNN, Hepatocellular Carcinoma @ @ @
FastText, Transformer, ERNIE
Kim et al. (2023b) Transformer - (GIN]TE)
Koopman et al. (2021) Graph Cancer m @
Koopman and Zuccon MMR Cancer @O0
(2022)
Kury et al. (2020) Rules - @O
Lalitha et al. (2023) T5(Text-to-Text Transfer - . @
Transformer), BART
(Bidirectional Auto-Regressive
Transformer) and PEGASUS
(Pre-training with Extracted
Gap-sentences for Abstractive
Summarization
Sequence-to-sequence)
Lan et al. (2024) Transformer - @ (E) .
Lee et al. (2024) RNN Cancer @ @ (E)
Liet al. (2021a) Vector Space model - ©D
Li et al. (2021b) Rules - (N
Li et al. (2022) Transformer - (@IN]IE]
Li et al. (2024) Transformer Stroke, Colorectal Cancer, N]E]
Coronary Heart Disease, Heart
Failure, Chronic Obstructive
Pulmonary Disease, Diabetes,
Diabetic Nephropathy,
Osteoarthritis, Obesity,
Rheumatoid Arthritis, and
Diarrhea
Liu et al. (2019) RNN = (NTE @)
Liu et al. (2021) Rules - ODOO®
Liu et al. (2022) Rules, RNN = @OO®
Lokker et al. (2023) Transformer - (E @) .
Malik et al. (2020) Statistical - (N
Marshall et al. (2023) Transformer COVID-19 OYD®
Mayer et al. (2021) GRU, CRF, RNN, Transformer = OO®
Meystre et al. (2023) Rules - @ @ (D)
Mishra et al. (2019) Statistical Craniofacial Abnormalities m @
Mohammed and Fiaidhi Graph - m @
(2023)
Mohammed et al. (2023) Graph - m EIO)
Mohammed and Fiaidhi LLM - (NTEJS] )
(2024)
Murcia et al. (2024) Transformer - @ @
Mutinda et al. (2022b) Rules, Statistical, Transformer Breast cancer @ @ ®
Myszewski et al. (2022) Transformer - @ (EX'N)
Navarro-Ruan and Haynes ~ Rules, Statistical - ©O
(2022)
Newbury et al. (2023) Rules = (N]E]
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Supplementary Table 1 — continued from previous page

Study Model Disease Task
Nguyen et al. (2019) Transformer, RNN, SVM - OO
Ni et al. (2019) Rules Respiratory Tract Infection, @) m
Traumatic Brain Injury, and
Serious Bacterial Infections

Nievas et al. (2024) LLM - @0
Norman et al. (2019b) Statistical - @
Nurmambetova et al. (2023)  Random Forest, XGBoost Acquired Pressure Injuries @ (E)
Pan et al. (2021) Transformer, Graph COVID-19 @ (E) @ . ®
Ramprasad et al. (2023a) Transformer, Longformer - . @
Rony et al. (2023) LLM - (E) .
Rybinski et al. (2020a) Rules - @
Rybinski et al. (2020b) Transformer - (NYE J(OIE)
Sadek et al. (2023) Knowledge - (N]O)
Saiz et al. (2021) Gradient-boosted Trees Cancer @ m @ ®
Samuel et al. (2021) Statistical Autism (E @)
Sanchez-Graillet et al. Transformer, Schema Glaucoma, Type 2 diabetes m @
(2022) mellitus
Sarker et al. (2020) Statistical COVID-19 EIO)
Segura-Bedmar and Raez CNN, RNN - @O
(2019)
Shiraishi et al. (2024) LLM Blepharoptosis (E) 8
Spasic et al. (2019) SVM, Logistic Regression, Naive = — (@IN]E)

Bayes, Gradient Tree Boosting,

Rules, Decision Trees, Random

Forests
Stylianou et al. (2020) Transformer, RNN - @ (E ]
Stylianou and Vlahavas Transformer - (NIE)
(2021)
Tian et al. (2021) Transformer - @ @ .
Tian et al. (2023) Statistical, Transformer AD @ % F)
Tissot et al. (2020) Rules Organ dysfunction in septic shock @ ) @ @
Tsubota et al. (2022) Transformer - @ (E IO
Tun et al. (2023) Rules Cardiovascular Events @O
Turfaha et al. (2022) Rules = (NIE)
Unlu et al. (2024) LLM Heart Failure @ 8
Vora et al. (2023) Rules mRNA Cancer @
Vydiswaran et al. (2019) Rules - @ @ F)
Wang and Sun (2022) Transformer - @ (E IO
Wang et al. (2023a) Statistical, Transformer - @ (E ]
Wang et al. (2023b) LLM = OIE ISy
Wang et al. (2024) CNN, Graph, Rules Hepatocellular Carcinoma @ (E)
Witte et al. (2024) Transformer Glaucoma, Type II Diabetes @ (E)
Xie et al. (2022) Transformer - (NIO)
Xie et al. (2023) LLM Rhinoplasty :
Xie et al. (2024) LLM - (EICIN)
Xu et al. (2023) Graph Cancer @ (DIN)
Yang et al. (2023) Transformer Cancer @ @
Yao et al. (2021) Not Specify Atrial Fibrillation (@IN]IE]
Yazi et al. (2021) Transformer - E) .
Yuan et al. (2024) LLM - (@IN]IE]
Zeng et al. (2020) Transformer - (N .
Zhang et al. (2023) Transformer, RNN - m @
Zhang et al. (2024b) Transformer COVID-19, AD (NTE @)
Zheng et al. (2024) LLM Glaucoma (E) .
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A.2 Benchmark Dataset

Supplementary Table 2: Overview of recent benchmark datasets. P - Population. I - Intervention. C - Comparison.
O - Outcome (Eldawlatly et al., 2018). RCT - Randomized controlled trial. ETC - Anything that doesn’t fit into the

categories above. GPG - GNU Privacy Guard. CMS - Content Management System.

Dataset Avail. Label Annotation ~ Description
Alzheimer’s disease Public P I, C,O Manual 150 Alzheimer’s disease RCT
RCT (Hu et al., 2023) abstracts
Chia (Kury et al., Public  Non-query-able, Post-eligibility, Manual Eligibility statements from 1000
2020) Informed consent, Pregnancy clinical trials and the dataset
considerations, Parsing error, includes 12,409 annotated
Non-representable, Competing eligibility criteria
trial, Context error, Subjective
judgment, Not a criteria,
Undefined semantics, Intoxication
considerations
Clinical trials on Private  Eligible, Not eligible Manual 6M eligibility statements in
cancer (Rony et al., clinical trials
2023)
COVID-19 corpus (Hu  Public P, I,C,O Manual 150 COVID-19 RCT abstracts
et al., 2023)
CT-EBM-SP (Campillos Public ~ Anatomy, pharmacological and Manual 1,200 texts about clinical trials
Llanos et al., 2021) chemical substances, pathologies, with entities
and lab tests, diagnostic or
therapeutic procedures
EBM-COMET (Ghosh  Public  Physiological or clinical, Death, Manual 300 RCT abstracts
et al., 2024b) Life impact, Resource use,
Adverse events
EBM-NLP (Nyeetal., Public P IO Manual 4,993 medical abstracts from
2018) literatures on PubMed
EllIE (Testa et al., Public  Condition, observation, Manual 230 Alzheimer’s disease RCT
2023) drug/substance, and procedure or documents
device
GGPONC (Borchert Public Recommendation creation date, Automatic 25 GPGs with 8,414 text segments
et al., 2020) Type of recommendation, from the CMS
Recommendation grade, Strength
of consensus, Total vote in
percentage, Literature references,
Expert opinion, Level of evidence,
Edit State
LCT (Dobbins et al., Public  Clinical, Demographic, Logical, Manual 1,000+ eligibility statements
2022) Qualifiers, Temporal and
Comparative, Other
Limsi-Cochrane Public ~ Systematic reviews, Included Manual 1,939 meta-analyses from 63
dataset (Norman et al., studies, Data forms, Text entries, systematic reviews of diagnostic
2019a) Excluded studies, Diagnostic tests, test accuracy from the Cochrane
Test results, Study IDs, Numerical, Library
Summary scores
MedReview (Zhang Private  medical related topics (e.g. Manual Meta-analysis results and narrative
et al., 2024a) ‘Wounds, Urology) summaries from the Cochrane
Library
MS”"2 (DeYoung Public = Background, Goal, Methods, Manual 470k documents and 20K
etal., 2021) Detailed findings, Further study, summaries from the scientific
Recommendation, Evidence literature
quality, effect, ETC
NICTA-PIBOSO (Kim  Public P, I, O, Background, Study Design, Manual 1,000 biomedical abstracts
et al., 2024) Other
PICO-Corpus (Mutinda Public P, I,C,O Manual 1,011 breast cancer RCT abstracts
et al., 2022a)
RedHOT (Ghosh et al., Public P, 1,0 Manual 22,000 social media posts from
2024b) Reddit spanning 24 health
conditions
Illness dataset (Rony Private  Alzheimer’s, Parkinson’s, Cancer, = Manual 22,660 tweets

et al., 2023)

and Diabetes domains
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Supplementary Table 2 — continued from previous page

Dataset Avail. Label Annotation  Description
Symptom2Disease Private 24 diseases, each described by 50 ~ Manual 1,200 data points
dataset (Rony et al., symptom profiles

2023)

Trialstreamer (Mar- Public P, I, O, RCT classifiers Manual 191 RCT publications

shall et al., 2020)
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A.3 Queries

{nlp_keywords} = natural language processing
OR nlp
OR language model
OR large language model
OR 1lm
OR computational linguistics
OR information extraction
OR information retrieval
OR clinical trial retrieval
OR text summarization
OR question answering
OR sentence segmentation
OR ner
OR named entity recognition
OR tokenization)
{ebm_keywords) = evidence-based medicine
OR ebm
OR evidence-based practice
OR ebp
OR clinical trial

PubMed
(({nlp_keywords}[Title/Abstract]) AND ({ebm_keywords}[Title/Abstract]))

IEEE Xplore

(("Abstract”:{nlp_keywords}) AND ("Abstract":{ebm_keywords}))
OR (("Title":{nlp_keywords}) AND (("Title": {ebm_keywords})))

ACM

(Abstract:{nlp_keywords} AND Abstract:{ebm_keywords})
OR (Title:{nlp_keywords} AND Title:{ebm_keywords})

ACL

(Abstract:{nlp_keywords} AND Abstract:{ebm_keywords})
OR (Title:{nlp_keywords} AND Title:{ebm_keywords})
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