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Abstract

Role-playing is important for Large Language
Models (LLMs) to follow diverse instructions
while maintaining role identity and the role’s
pre-defined ability limits. Existing role-playing
datasets mostly contribute to controlling role
style and knowledge boundaries, but overlook
role-playing in instruction-following scenarios.
We introduce a fine-grained role-playing and
instruction-following composite benchmark,
named RoleMRC, including: (1) Multi-turn dia-
logues between ideal roles and humans, includ-
ing free chats or discussions upon given pas-
sages; (2) Role-playing machine reading com-
prehension, involving response, refusal, and
attempts according to passage answerability
and role ability; (3) More complex scenarios
with nested, multi-turn and prioritized instruc-
tions. The final RoleMRC features a 10.2k role
profile meta-pool, 37.9k well-synthesized role-
playing instructions, and 1.4k testing samples.
We develop a pipeline to quantitatively evaluate
the fine-grained role-playing and instruction-
following capabilities of several mainstream
LLMs, as well as models that are fine-tuned on
our data. Moreover, cross-evaluation on exter-
nal role-playing datasets confirms that models
fine-tuned on RoleMRC enhance instruction-
following without compromising general role-
playing and reasoning capabilities. We also
probe the neural-level activation maps of differ-
ent capabilities over post-tuned LLMs 1.

1 Introduction

Role-playing is one of the key capabilities of LLMs.
Modern LLMs are designed to interact with hu-
man users under certain role-playing settings (Chen
et al., 2024b; Tseng et al., 2024). In this context,
LLMs respond to various instructions, serving as
AI assistants (Achiam et al., 2023; Ji et al., 2022),
personalized agents (Zhong et al., 2022; Lu et al.,

*Equal Contribution.
1Access to our RoleMRC, RoleMRC-mix and Codes:

https://github.com/LuJunru/RoleMRC.

Figure 1: Example of instructional requests from human
user, answered by role-playing LLMs in different ways.

2023; Lei et al., 2022), leisure partners (Li et al.,
2023; Agrawal et al., 2023), content creators (Zhao
et al., 2024a; Chen et al., 2024c; Zhao et al., 2024b),
social experimental simulator (Park et al., 2023; Xu
et al., 2024) among other roles (Tian et al., 2023).

Figure 1 demonstrates an example of LLM role-
playing. In the first turn of dialogue, when asked to
give advice on paper writing, the LLM should re-
spond based on the pre-defined role profile (shown
at the top of Figure 1). Among the responses, the
reply “[a]” completely ignored the role setting, “[b]”
misinterpreted the role and thus did not respond
well, only “[c]” correctly gave suggestions in a cat
girl style. In the second turn of dialogue (continu-
ing with “[c]”), the user not only asked a new ques-
tion, but also modified the role setting (adding a
heart emoji at the beginning of the answer). While
both replies “[d]” and “[e]” maintained the initial
cat girl style, only “[e]” correctly incorporated the
additional role-playing instruction.

Existing role-playing datasets generally focus
on controlling the role-playing styles and knowl-
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Scenarios

Dataset Data Scale Role Num. #Turns #Words per Reply Free Chat On Scene Ruled Chat

CHARACTERLLM (SHAO ET AL., 2023) 14.2k 9 13.2 36 ✔ ✘ ✘

CHATHARUHI (LI ET AL., 2023)* 11.6k 35 5.5 7 ✔ ✘ ✘

ROLELLM (WANG ET AL., 2023) 168.1k 100 1 30.5 ✔ ✘ ✘

CHARACTERGLM (ZHOU ET AL., 2023B) 1k 250 15.8 24.3 ✔ ✘ ✘

CHARACTEREVAL (TU ET AL., 2024) 1.8k 77 9.3 27.4 ✘ ✔ ✘

DITTO (LU ET AL., 2024B) 7.2k 4k 5.1 -* ✔ ✘ ✘

CHARACTER100 (WANG ET AL., 2024A) 10.6k 106 1 74.1 ✘ ✔ ✘

MMROLE (DAI ET AL., 2024) 14.3k 85 4.15 66.8 ✘ ✔ ✘

ROLEMRC (OURS) 37.9k 10.2k 3.5 (9.5) 40.6 ✔ ✔ ✔

ROLEMRC-MIX (OURS) 107.7k 10.2k 2 (9.5) 67.1 ✔ ✔ ✔

Table 1: Comparison of different role-playing datasets. For ChatHaruhi (Li et al., 2023), we list the statistics of its
1.0 version. For DITTO (Lu et al., 2024b), we can not find its public version for computing utterance statistics. In
RoleMRC, free chats have significantly more conversational turns than on-scene dialogues and ruled chats, so we
mark them separately in the middle brackets of the last two lines. The RoleMRC-mix is a robust version mixed with
subsets of RoleLLM, RLHFlow, and UltraFeedback (Wang et al., 2023; Dong et al., 2024; Cui et al., 2023).

edge boundaries, encouraging responses similar to
replies “[b]”, “[c]”, or “[d]” in Figure 1. However,
they lack focus on role-playing over fine-grained,
multi-layered instructions, such as nested or prior-
itized requests exemplified by “[e]”. To address
this gap, we propose a fine-grained role-playing
instruction-following dataset, named RoleMRC,
aiming to enhance and evaluate the diverse role-
playing and instruction-following capabilities of
LLMs. In Table 1, we compare RoleMRC with
existing datasets. In general, other datasets focus
on a single aspect of role-playing, while RoleMRC
supports: (1) Free Chats, where roles and users
interact freely without a fixed topic or specific con-
straints; (2) On-scene Dialogues, where roles share
thoughts or answer questions relevant to the given
passages; (3) Ruled Chats, where the role’s re-
sponse needs to adhere to particular requirements
from the system or the user, such as specific format-
ting, constraints or refusal guidelines. With 10.2k
structured role profiles, RoleMRC offers the most
comprehensive role-playing dataset to date. Our
contributions are briefly summarized as follows:
1. We introduce RoleMRC, the first large-scale, di-

verse role-playing dataset covering fine-grained
instruction-following scenarios (§3).

2. By using RoleMRC, we create an evaluation
pipeline to assess the fine-grained role-playing
and instruction-following capabilities of leading
LLMs and fine-tuned models (§5).

3. Probing of neurons in post-tuned LLMs reveals
activation patterns linked to different instruction-
following and role-playing abilities (§7).

2 Related Work

Role-Playing Datasets are the basis for relevant
research. Existing role-playing datasets can be
categorized into two types: character-centric and

individual-centric (Chen et al., 2024b). By mining
public information from social experience (Shao
et al., 2023; Shen et al., 2023; Lu et al., 2024b;
Dai et al., 2024), literary works (Li et al., 2023),
or books (Zhou et al., 2023b; Chen et al., 2024a,
2023), the character-centric branch extracts roles
with distinctive characteristics to form open char-
acters (e.g., Eskimos, Harry Potter, or Beethoven).
On the contrary, the individual-centric datasets are
derived from personalized user data (Li et al., 2021;
Ahn et al., 2023; Agrawal et al., 2023; Gao et al.,
2023) aiming to create digital clones or personal
assistants. RoleMRC is a character-centric dataset.
LLM’s Role-Playing capabilities have made great
strides in the past years. CharacterLLM (Shao et al.,
2023) collected nine portraits from Wikipedia and
fine-tuned LLMs to be a simulation of the roles,
then assessed their character consistency through
interviews. RoleLLM (Wang et al., 2023) em-
ployed GPT-4 (Achiam et al., 2023) for extracting
role profiles from scripts and synthesizing role-
specific dialogues, then evaluated the accuracy,
style, and understanding of role knowledge of the
role-playing LLMs. CharacterEval (Tu et al., 2024)
evaluated the LLM’s role-playing capability via
four aspects: conversation, consistency, attractive-
ness, and personality. Specifically, our RoleMRC
is the first large-scale, fine-grained role-playing
instruction-following dataset, equipped with an
evaluation pipeline consisting of seven heuristic
metrics, a five-dimension LLM-as-a-judge (Zheng
et al., 2024) framework, and neural probes.

3 RoleMRC

In this section, we build RoleMRC. Figure 2 illus-
trates the overall pipeline of RoleMRC from top to
bottom, which is divided into three steps.
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Figure 2: Schematic overview of RoleMRC’s construction, which consists of persona sampling, role profile
standardization and multi-stage dialogue synthesis. Partial icons are copyrighted by PersonHub (Ge et al., 2024).

3.1 A Meta-pool of 10k Role Profiles
We first collect a meta-pool of 10k role profile using
two open-source datasets, with Step 1 and 2.

Step 1: Persona Sampling. We randomly sam-
ple 10.5k one-sentence demographic persona de-
scription from PersonaHub (Ge et al., 2024), such
as “A local business owner interested in economic
trends”, as shown at the top of Figure 2.

Step 2: Role Profile Standardization. Next,
we use a well-crafted prompt with gpt-4o (openai,
2024a) to expand each sampled persona into a com-
plete role profile, in reference to the 1-shot stan-
dardized example. Illustrated in the middle of Fig-
ure 2, we require a standardized role profile con-
sisting of seven components: Role Name and Brief
Description, Specific Abilities and Skills, Speech
Style, Personality Characteristics, Past Experience
and Background, Ability and Knowledge Bound-
aries and Speech Examples. Standardizing these
profiles ensures structured formatting, simplifying
quality control. After manual checking and format
filtering, we remove 333 invalid responses from
gpt-4o, resulting in 10.2k final role profiles. We
report complete persona-to-profile standardization
prompt and structure tree of final role profiles in
Appendix J and D, respectively.

Machine Reading Comprehension (MRC) is one
of the core tasks for LLMs to interact with hu-
man users. Consequently, we choose to synthe-

size fine-grained role-playing instruction-following
data based on MRC. We first generate a retrieval
pool containing 808.7k MRC data from the MS-
MARCO training set (Bajaj et al., 2016). By lever-
aging SFR-Embedding (Meng et al., 2024), we per-
form an inner product search to identify the most
relevant and least relevant MRC triplets (Passages,
Question, Answer) for each role profile. For exam-
ple, the middle part of Figure 2 shows that for the
role Jessica Thompson, a resilient local business
owner, the most relevant question is about the skill
of resiliency, while the least relevant question is
converting Fahrenheit to Celsius. After review, we
categorise the most relevant MRC triplet as within
a role’s knowledge boundary, and the least relevant
MRC triplet as beyond their expertise.

3.2 38k Role-playing Instructions

Based on the role profiles, we then adopt Step 3:
Multi-stage Dialogue Synthesis to generate 38k
role-playing instructions, progressively increasing
granularity across three categories (Figure 3):
Free Chats. The simplest dialogues, free chats, are
synthesized at first. Here, we ask gpt-4o to simulate
and generate multi-turn open-domain conversations
between the role and an imagined user based on
the standardized role profile. When synthesizing
the conversation, we additionally consider two fac-
tors: the initial speaker in the starting round of the
conversation, and whether the role’s speech has a
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Figure 3: The strategy of gradually synthesizing finer
role-playing instructions in step 3 of Figure 2.

narration wrapped in brackets at the beginning
(e.g., (Aiden reviews the network logs, his eyes nar-
rowing as he spots unusual activity) I found it!).
The narration refers to a short, vivid description of
the role’s speaking state from an omniscient per-
spective, which further strengthens the sense of
role’s depth and has been adopted in some role-
playing datasets (Tu et al., 2024).

As shown on the left side of Figure 3, based on
the aforementioned two factors, we synthesize four
variations of Free Chats. In particular, when narra-
tion is omitted, we deleted all the narration content
in the speech examples from the role profile; when
narration is allowed, we retain the narration con-
tent, and also add instructions to allow appropriate
insertion of narration in the task prompt of gpt-4o.
It worth to note that, in narration-allowed dialogues,
not every response of the role has narration inserted
to prevent overfitting. All categories of data in
RoleMRC incorporate narration insertion and fol-
low similar control mechanisms. The following
sections will omit further details on narration.
On-scene MRC Dialogues. The synthesis of on-
scene MRC dialogues can be divided into two parts.
The first part is similar to the free chats. As shown
by the green round rectangle in the upper part of
Figure 3, we ask gpt-4o to synthesize a conversa-
tion (lower left corner of Figure 3) between the role
and the user focusing on relevant passages. This
part of the synthesis and the Free Chats share the en-
tire meta-pool, so each consisting of 5k dialogues.

The remaining part forms eight types of single-

turn role-playing Question Answering (QA). In the
middle of Figure 3, we randomly select a group of
roles and examined the most relevant MRCs they
matched: if the question in the MRC is answer-
able, then the ground truth answer is stylized to
match the role profile; otherwise, a seed script of
“unanswerable” is randomly selected then stylized.
The above process generates four groups of 1k data
from type “[1]” to type“[4]”. According to the mid-
dle right side of Figure 3, we also select a group of
roles and ensure that the least relevant MRCs they
matched contain answerable QA pairs. Since the
most irrelevant MRCs are outside the knowledge
boundary of the roles, the role-playing responses
to these questions are “out-of-mind” refusal or “let-
me-try” attempts, thus synthesizing four groups of
1k data, from type “[5]” to type “[8]”.
Ruled Chats. We construct Ruled Chats by extend-
ing On-scene MRC Dialogues in categories “[1]”
to “[8]” with incorporated three additional rules,
as shown in the right bottom corner of Figure 3.
For the multi-turn rules, we apply them to the
four unanswerable scenarios “[3]”, “[4]”, “[5]”,
and “[6]”, adding a user prompt that forces the role
to answer. Among them, data “[3]” and “[4]” main-
tain refusal since the questions in MRC are unan-
swerable; while “[5]” and “[6]” are transformed
into attempts to answer despite knowledge limita-
tions. For the nested formatting rules, we add
new formatting instructions to the four categories
of data “[1]”, “[2]”, “[3]”, and “[4]”, such as re-
quiring emojis, capitalization, specific punctuation
marks, and controlling the total number of words,
then modify the previous replies accordingly. For
the last prioritized rules, we apply them to sub-
sets “[1]” and “[2]” that contain normal stylized
answers, inserting a global refusal directive from
the system, and thus creating a conflict between
system instructions and the role’s ability boundary.

3.3 Integration and Mix-up
All the seed scripts and prioritized rules used for
constructing On-scene Dialogues and Ruled Chats
are reported in Appendix E. These raw responses
are logically valid manual answers that remain un-
affected by the roles’ speaking styles, making them
suitable as negative labels to contrast with the styl-
ized answers. Thanks to these meticulous seed
texts, we obtain high-quality synthetic data with
stable output from gpt-4o. After integration, as
shown in Table 2, the final RoleMRC contains 24k
single-label data for Supervised Fine-Tuning (SFT)
and 14k pair-label data for Human Preference Op-
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S* P* #Turns #Words

RoleMRC

Free Chats

Chats 5k / 9.47 38.62

On-scene MRC Dialogues

On-scene Chats 5k / 9.2 43.18
Answer 2k 2k 1 39.45

No Answer 2k 2k 1 47.09
Refusal 2k 2k 1 48.41
Attempt 2k 2k 1 47.92

Ruled Chats

Multi-turn 2k 2k 2 42.47
Nested 1.6k 1.6k 1 46.17

Prioritized 2.4k 2.4k 1 42.65

Total 24k 14k 3.5 40.6

-mix
RoleBench 16k / 1 23.95
RLHFlow 40k / 1.39 111.79

UltraFeedback / 14k 1 199.28

Total 80k 28k 2 67.1

Table 2: Statistics of RoleMRC. In particular, the col-
umn names S*, P*, #Turns, and #Words, stands for
size of single-label data, size of pair-label data, average
turns, and average number of words per reply, respec-
tively. RoleMRC-mix expands RoleMRC by adding
existing role-playing data.

timization (HPO) (Ouyang et al., 2022; Rafailov
et al., 2023; Lu et al., 2024a; Hong et al., 2024).
Considering that fine-tuning LLMs with relatively
fixed data formats may lead to catastrophic forget-
ting (Kirkpatrick et al., 2017), we create RoleMRC-
mix as a robust version by incorporating external
role-playing data (RoleBench (Wang et al., 2023))
and general instructions (RLHFlow (Dong et al.,
2024), UltraFeedback (Cui et al., 2023)).

4 Experimental Setup

4.1 Foundation Models and Post-tuning

We evaluate leading LLMs and fine-tuned models:
• Proprietary LLMs. gpt-3.5-turbo, gpt-4o and

claude-3.5-haiku-20241022.
• SOTA Open-source LLMs. Qwen2.5-7B/72B-

Instruct (Yang et al., 2024) and LlaMA3.1-
8B/70B-Instruct (Dubey et al., 2024).

• Role-playing LLMs. CharacterGLM-6B (Zhou
et al., 2023b), Humanish-Llama-3.1-8B (Gallego,
2024), and Peach-9B-Roleplay (Peach, 2024).

• Local Post-tuned LLMs. We start with pure
base models Llama-3.1-8B and Qwen2.5-7B.
We first use single-label in RoleMRC-mix for
SFT, then apply the pair-label set for Direct Pref-
erence Optimization (DPO,Rafailov et al. 2023).

4.2 Reference-based Metrics

We evaluate model-generated outputs using stan-
dard heuristic metrics commonly used in NLG:
• BLEU (Papineni et al., 2002) computes the pre-

cision of n-gram overlaps between generated text
and a ground truth reference.

• ROUGE (Lin, 2004) measures the overlap of
n-grams and longest common subsequences be-
tween the hypothesis and references. We include
ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-
Lsum to capture various granularities of overlap.

• METEOR (Banerjee and Lavie, 2005) aligns
generated and reference tokens using stemming
and synonym matching, aiming to provide a more
linguistically grounded evaluation.

• BERTScore F1 (Zhang et al., 2019) computes
the similarity between generated and reference
sentences using contextual embeddings.

For each metric, higher scores indicate better align-
ment with the reference lexically or semantically.

4.3 Reference-free LLM-as-a-judge

Apart from reference-based metrics, LLM-as-a-
judge (Zheng et al., 2024) is another evaluation ap-
proach by instructional prompting advanced LLMs.
In reference to Table 2, we curate a 1.4k test
set similar to the On-scene MRC Dialogues and
Ruled Chats, then evaluate model performance
across five dimensions: (1) Knowledge Bound-
ary focuses on distinguishing between answerable
queries (“Answer”) and refusal scenarios (“Re-
fusal”) in On-scene MRC Dialogues; (2) Role
Style examines whether the model accurately pro-
duces role-specific responses (“Answer”, “No An-
swer”, “Refusal”, and “Attempt”) in On-scene
MRC Dialogues without drifting into narration;
while (3) Multi-turn Instruction-following, (4)
Nested Instruction-following, and (5) Prioritized
Instruction-following assess a model’s adherence
to higher-level constraints in Ruled Chats.

We adopt a well-designed reference-free evalu-
ation prompt (Figure 11), requiring the evaluator
to verify whether the model’s role-playing perfor-
mance comply with the corresponding rules, which
avoids the risk of potential bias or error in any
ground truth answer. Since we use a binary eval-
uation criterion, we directly extract 0 or 1 judg-
ments from the feedback, enabling score compar-
ison and accuracy computation. We chose gpt-4-
turbo (openai, 2024b) as the evaluator, reducing the
possible judging bias (Wataoka et al., 2024).
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Models BLEU ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum METEOR BERTScore F1

gpt-3.5-turbo 0.0234 0.2141 0.0606 0.1548 0.1579 0.1992 0.8552
gpt-4o 0.0288 0.2487 0.0742 0.1689 0.1835 0.2697 0.8516
claude-3.5-haiku-20241022 0.0133 0.2109 0.0510 0.1303 0.1703 0.2592 0.8389

CharacterGLM-6B 0.0058 0.1225 0.0253 0.0901 0.0967 0.1188 0.7944
Humanish-Llama-3.1-8B 0.0153 0.2062 0.0518 0.1309 0.3207 0.2389 0.8376
Peach-9B-Roleplay 0.0207 0.2297 0.0562 0.1544 0.1571 0.2299 0.8418

LLaMA3.1-8B-Instruct 0.0226 0.2277 0.0615 0.1509 0.1650 0.2594 0.8478
LLaMA3.1-70B-Instruct 0.0232 0.2258 0.0646 0.1500 0.1661 0.2632 0.8480
LLaMA3.1-8B-RoleMRC-SFT 0.1782 0.4628 0.2676 0.3843 0.3853 0.3975 0.8831
LLaMA3.1-8B-RoleMRC-DPO 0.1056 0.3989 0.1785 0.2988 0.3001 0.4051 0.8805

Qwen2.5-7B-Instruct 0.0224 0.2283 0.0621 0.1518 0.1599 0.2490 0.8471
Qwen2.5-72B-Instruct 0.0245 0.2350 0.0656 0.1554 0.1660 0.2579 0.8485
Qwen2.5-7B-RoleMRC-SFT 0.1963 0.4764 0.2744 0.3959 0.3968 0.4337 0.9063
Qwen2.5-7B-RoleMRC-DPO 0.1244 0.4178 0.1916 0.3164 0.3177 0.4205 0.8931

Table 3: Comparison of reference-based evaluation results on the RoleMRC test data. Our evaluation includes
zero-shot query results for baselines (§4.1), and our SFT and DPO models fine-tuned on the RoleMRC-mix.

(a) Instruct & Role-play models. (b) LLaMA3.1 models. (c) Qwen2.5 models.

Figure 4: Visualization of reference-free LLM-as-a-judge results. We provide numerical result in Table 9.

5 Evaluation on Inner RoleMRC Test Set

By leveraging the above reference-based metrics
and reference-free LLM-as-a-judge approaches,
we report evaluation on RoleMRC in what follows.

Performance of Proprietary LLMs. As shown
in Table 3, gpt-4o achieves slightly higher BLEU,
ROUGE, and METEOR scores than gpt-3.5-turbo.
This observation is consistent with existing eval-
uations on general benchmarks (Achiam et al.,
2023), and may also be influenced by the fact
that our RoleMRC training data was synthesized
by gpt-4o. The LLM-as-a-judge results (Fig-
ure 4a) similarly highlight gpt-4o’s strengths in
Knowledge Boundary, Role Style, and Nested
Instruction-following, whereas gpt-3.5-turbo out-
performs gpt-4o on Prioritized and Multi-turn
Instruction-following. Claude-3.5-haiku-20241022
demonstrated stronger role-playing capabilities
than gpt-4o, particularly in Style Compliance and
Instruction Priority.

Evaluation on Commonly Used LLMs. For the
LLaMA3.1 and Qwen2.5 families, larger models

generally yield higher reference-based scores. For
instance, LLaMA3.1-70B-Instruct slightly leads
its 8B sibling (BLEU from 0.0226 to 0.0232), and
Qwen2.5-72B-Instruct outperforms its 7B version
(BLEU from 0.0224 to 0.0245). Although these
improvements are modest, the results align with
the broader observation that increasing model scale
typically benefits language modeling and gener-
alization. Likewise, LLM-as-a-judge results (Fig-
ures 4b and 4c) show larger models are consistently
better, particularly in Knowledge Boundary, Role
Style, Nested and Prioritized Instruction-following.

Results of Role-playing LLMs. Three open-
source role models obtain generally lower heuristic
metrics than those general-purpose instruct models
with similar size (Table 3). This discrepancy may
stem from their training data, which emphasizes
limited role styles and persona consistency rather
than factual correctness and coverage. On LLM-as-
a-judge (Figure 4a), CharacterGLM-6B again per-
forms poorly, while Humanish-Llama-3.1-8B and
Peach-9B-Roleplay show decent performance in
Knowledge Boundary, Role Style, and Multi-turn
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RoleBenchInstEng (32.8k) RoleBenchRoleEng (7.5k)

Model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Sum ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Sum

CharacterGLM-6B 0.1761 0.0546 0.1441 0.1530 0.1841 0.0628 0.1473 0.1552
Humanish-Llama-3.1-8B 0.2069 0.0639 0.1341 0.1645 0.1851 0.0468 0.1193 0.1432
Peach-9B-Roleplay 0.3216 0.1293 0.2573 0.2646 0.3454 0.1450 0.2705 0.2732

LLaMA3.1-8B-Instruct 0.2528 0.0864 0.1755 0.1931 0.2395 0.0754 0.1691 0.1844
LLaMA3.1-70B-Instruct 0.2846 0.1064 0.2062 0.2258 0.2756 0.1036 0.2036 0.2204
LLaMA3.1-8B-RoleMRC-SFT 0.3329 0.1601 0.2755 0.2770 0.3980 0.2022 0.3270 0.3278
LLaMA3.1-8B-RoleMRC-DPO 0.3605 0.1696 0.2812 0.2846 0.3970 0.1952 0.3149 0.3163

Qwen2.5-7B-Instruct 0.3216 0.1376 0.2437 0.2599 0.3337 0.1463 0.2582 0.2692
Qwen2.5-72B-Instruct 0.3225 0.1354 0.2364 0.2524 0.3370 0.1460 0.2577 0.2672
Qwen2.5-7B-RoleMRC-SFT 0.3963 0.1922 0.3294 0.3312 0.4442 0.2298 0.3680 0.3692
Qwen2.5-7B-RoleMRC-DPO 0.3969 0.1958 0.3143 0.3180 0.4298 0.2187 0.3452 0.3470

Table 4: Evaluations on external RoleBench (Wang et al., 2023) test set. The best results for each metric are bold.

Instruction-following, but struggle with Nested and
Prioritized Instruction-following.

Impact on Task-Specific Fine-tuning. Our lo-
cally post-tuned RoleMRC-SFT models dramati-
cally outperform all above baselines on reference-
based metrics, improving BLEU by around 8×
over their respective base models. Although the
SFT models excel at matching ground-truth refer-
ences, DPO-aligned models win in reference-free
LLM-as-a-judge, in terms of Knowledge Bound-
ary and Role Style. For instance, LLaMA3.1-8B-
RoleMRC-DPO reaches a Role Style accuracy of
97.00%, while its SFT counterpart score is only
around 70.00% (Figure 4b, detailed numbers in Ap-
pendix F). However, DPO models typically score
lower on reference-based metrics (Table 3), reflect-
ing a trade-off: shifting the model’s distribution
toward instruction compliance and human prefer-
ence can reduce exact lexical matches.

Overall, our curated evaluation framework real-
izes robust effectiveness for assessing LLM’s role-
playing instruction-following capabilities.

6 Evaluation on External Benchmarks

We present cross-evaluation on external datasets.

[1] Fine-tuning on RoleMRC would not inter-
fere the learning of other role-playing data. In
Table 4, we follow Wang et al. (2023) and evaluate
on two of their test sets: (1) RoleBenchInstEng
(32.8k), an instruction-based split that tests how
well models handle various instructions, and (2)
RoleBenchRoleEng (7.5k), a role-based split that
tests model performance across different roles. On
RoleBenchInstEng, all RoleMRC-aligned models
consistently outperform instruct and role-playing
baselines. Notably, QWEN2.5-7B-ROLEMRC-
SFT achieves significant gains, pushing ROUGE-
1 and ROUGE-2 to 0.3963 and 0.1922, respec-

tively. In the right panel of Table 4, results on
RoleBenchRoleEng reveal similar trends. Our mod-
els outperform standard instruct models by size-
able margins. QWEN2.5-7B-ROLEMRC-SFT ob-
tains the highest ROUGE-1 (0.4442) and ROUGE-
L (0.3680). We thus conclude that RoleMRC did
not counter the learning of RoleBench.

OOD CharacterLLM

Model Single Turns General ∆

CharacterGLM-6B 5.9495 5.8676 1.00
Humanish-Llama-3.1-8B 5.3781 6.0444 0.68
Peach-9B-Roleplay 6.3074 6.0120 -2.46

LLaMA3.1-8B-Instruct 6.5244 6.0533 11.82
LlaMA3.1-8B-RoleMRC-SFT 6.4320 6.0196 4.08
LlaMA3.1-8B-RoleMRC-DPO 6.5179 5.9884 1.16

Qwen2.5-7B-Instruct 6.2485 5.9996 3.64
Qwen2.5-7B-RoleMRC-SFT 6.4520 6.0200 -0.33
Qwen2.5-7B-RoleMRC-DPO 6.5295 6.0311 1.14

Table 5: Out-of-distribution (OOD) evaluation on Char-
acterLLM (Shao et al., 2023), where models are eval-
uated on “Single” and “Turns” settings. “General ∆”
denotes the average gain for each model, compared
with its fine-tuning starting point, across nine non-role-
playing general-purpose benchmarks. Check details of
OOD testing in Appendix I and A.

[2] RoleMRC helps naive LLMs gain high-
quality generalized role-playing abilities. We
performed OOD tests of the RoleMRC-aligned
models on an external role-playing dataset,
Character-LLM, following its Single and Turns set-
tings. The OOD results, in the middel columns
of Table 5, show that among all role-playing mod-
els, our RoleMRC-aligned model (QWEN2.5-7B-
ROLEMRC-DPO) reach a best score of 6.5295 in
“single” evaluation and leads the “turns” evaluation.

[3] The local fine-tuned models did not over-
fit RoleMRC. In the last column of Table 5, we
summarize the fine-tuning gains of different role
models and general models across nine general-
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Dimensions BLEU ROUGE-1 ROUGE-2 ROUGE-L ROUGE-Lsum METEOR BERTScore F1 LLM as judge

Knowledge Boundary
(B) 0.0950 0.3909 0.1631 0.2860 0.2860 0.3876 0.8798 74.67%
(A) 0.1000↑ 0.3946↑ 0.1677↑ 0.2924↑ 0.2924↑ 0.3883↑ 0.8798 77.33%↑

Role Style
(B) 0.1007 0.3948 0.1696 0.2886 0.2887 0.3883 0.8782 97.00%
(A) 0.1283↑ 0.3985↑ 0.1889↑ 0.3138↑ 0.3228↑ 0.3910↑ 0.8790↑ 94.50%

Multi-turn Instruction-following
(B) 0.1183 0.4196 0.2078 0.3232 0.3232 0.4506 0.8851 90.50%
(A) 0.1185↑ 0.4215↑ 0.2110↑ 0.3240↑ 0.3240↑ 0.4544↑ 0.8852↑ 92.00%↑

Nested Instruction-following
(B) 0.1274 0.4010 0.1895 0.3138 0.3242 0.3944 0.8793 79.11%
(A) 0.1283↑ 0.3985 0.1889 0.3138 0.3228 0.3910 0.8790 79.75%↑

Prioritized Instruction-following
(B) 0.0952 0.3639 0.1537 0.2700 0.2700 0.3840 0.8796 83.33%
(A) 0.0965↑ 0.3776↑ 0.1531 0.2753↑ 0.2753↑ 0.3934↑ 0.8807↑ 73.81%

Table 6: Performance comparison category by each dimensions (B)efore and (A)fter neuron-level restrain.

purpose benchmarks (e.g., GSM8K (Cobbe et al.,
2021)). The “General ∆” is obtained by calculat-
ing the performance gap between the fine-tuning
endpoint model and the starting point, such as
the improvement of LlaMA3.1-8B-Instruct relative
to LlaMA3.1-8B. Except for Peach-9B-Roleplay,
all role-playing LLMs have not lost general abili-
ties when gaining role-playing abilities.

7 Analysis on Alignment Tax

Despite all the other role-playing and instruction-
following abilities of the LLMs are enhanced dur-
ing the DPO alignment, we observe a slight yet
common deterioration in multi-turn instruction-
following performance (Appendix F). We refer to
this phenomenon as an “alignment tax”, which is
characterized by a gradual forgetting of knowledge
acquired during pre-training (Ouyang et al., 2022).

Figure 5: Discrepancies between SFT and DPO neuron acti-
vations (top-20% active neurons) in LLaMA3.1-8B for multi-
turn instructions. Layers 3-11 show minimal changes (green),
while layers 12–31 exhibit larger shifts (red).

Neuron-Level Localization. To identify the un-
derlying cause of this alignment tax, we examine
the neuron activation patterns of our ROLEMRC
models (LLaMA3.1-8B SFT vs. DPO). Following

Tang et al. (2024), we probe and collect activa-
tions from each attention layer, focusing on highly
activated neurons by selecting the top 20% of acti-
vations. Specifically, for each input instruction, we
measure activations when first forwarding the in-
struction. We then group the activation maps by the
evaluation dimension of the test instruction, gener-
ating layer-specific differences in neuron usage.

Next, we count the activation frequency of each
neuron and normalize it by the total number of test
cases. Figure 5 visualizes the resulting discrepancy
between the SFT and DPO models. Layers 3–11
exhibit minimal changes, whereas layers beyond
the 13th show substantial activation differences,
with layers 12–31 (highlighted in red) differing
the most. Notably, layer 19 is significantly more
active in multi-turn instruction.

This observation aligns with Tang et al. (2024),
who found that only the top and bottom layers of
a language model are primarily used for language
processing. These shifts in neuron activations sug-
gest that certain neurons are activated very differ-
ently between the SFT and DPO models. Further
details and results are provided in Appendix H.

Neuron-Level Restraint. After identifying these
critical neuron subsets, we apply a minor scaling
restraint (multiplicative factor 1− 10−6) to modu-
late their impact. As shown in Table 6, constrain-
ing the most changed neurons provides consistent
improvements across both reference-based met-
rics and the LLM-as-a-judge approach. In par-
ticular, multi-turn instruction accuracy increases
by 1.6%, mitigating the alignment tax without re-
quiring further model retraining. We also ob-
serve gains in dimensions of knowledge boundary
and nested instruction-following, highlighting that
targeted neuron-level adjustments can manipulate
LLMs’ capabilities under alignment constraints.
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8 Conclusion

We introduce RoleMRC, a large-scale fine-grained
benchmark designed to improve and evaluate the
role-playing and instruction-following abilities
of LLMs. RoleMRC uniquely integrates role-
specific multi-turn dialogues, MRC, and complex
instruction-following scenarios. Experiments show
that RoleMRC-aligned models outperform existing
baselines in both reference-based and reference-
free evaluations, and also perform well on both
OOD role-playing and general-purpose bench-
marks. We further conduct a neuron-level anal-
ysis to identify specific neurons with significant
activation changes and apply targeted constraints
to alleviate the alignment tax, thereby improving
evaluation metrics without additional retraining.

Limitations

While RoleMRC significantly enhances the role-
playing and instruction-following capabilities of
LLMs, some limitations remain:
• While the role profiles in the dataset are diverse,

system-level prompts used in the synthesized in-
structions are somewhat similar, which may limit
the generalizability of downstream models.

• The reliance on synthetic data generated by mod-
els such as gpt-4o may introduce biases inherent
in these models, affecting the performance and
fairness of fine-tuned LLMs.

• While effective, mitigating the “alignment
tax” on multi-turn instruction-following through
neuron-level constraints may have a negative im-
pact on other capabilities, suggesting that further
interpretability research is needed.

Ethics Statement

The RoleMRC dataset is constructed with a strong
commitment to ethical AI. The dataset does not
contain any personal, sensitive, or identifiable infor-
mation. Additionally, all role-playing interactions
are designed to be safe and free from harmful, of-
fensive, or misleading content. The dataset strictly
adheres to responsible AI guidelines by avoiding
the generation or reinforcement of biased, discrim-
inatory, or deceptive narratives.
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A General Benchmarks

We list all the general benchmarks involved, includ-
ing five generative and four multi-choice datasets:
Generative:
• GSM8K: A primary level math dataset of 1.3k

questions (Cobbe et al., 2021). We use 8-shot in-
context exemplars, and report exact match score.

• Math: A dataset of 12.5k challenging compe-
tition mathematics problems (Hendrycks et al.,
2021). We use 4-shot in-context examples and
report exact math score across a 5k subset.

• GPQA: 448 hard graduate-Level google-proof
questions (Rein et al., 2023). 0-shot prompting is
used for calculate the flexible math score.

• IFEval: A special instruction-following bench-
mark with 541 verifiable instructions (Zhou et al.,
2023a). We use 3-shot prompting and report
instruction-level strict accuracy.

• MMLU-Pro: A more robust and challeng-
ing multi-task language understanding bench-
mark (Wang et al., 2024b) with 12k common-
sense questions. We takes a 5-shot testing and
report exact match score.

Multi-Choice:
• MMLU: A multi-choice benchmark for testing

commonsense ability of LLMs, covering 14k
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Generative Multi-Choice Avg.

Model
GSM8K
8-shot

Math
4-shot

GPQA
0-shot

IFEval
3-shot

MMLU-Pro
5-shot

MMLU
0-shot

PiQA
3-shot

MUSR
0-shot

TruthfulQA
3-shot /

CHATGLM2-6B - - - 10.79 - 24.28 53.59 36.51 25.21 -
CHARACTERGLM-6B (CHATGLM2-6B) - - - 14.75 - 24.57 55.55 36.64 23.87 -
HUMANISH-LLAMA3.1-8B (LLAMA3.1-8B-IT) 71.72 33.42 21.65 55.16 43.72 67.05 83.24 41.4 37.94 50.59
YI-1.5-9B 64.14 29.98 15.18 33.57 38.97 68.84 81.83 42.72 32.19 45.27
PEACH-9B-ROLEPLAY (YI-1.5-9B) 60.35 18.4 13.62 41.49 36.29 65.97 80.3 42.2 26.68 42.81

LLAMA3.1-8B 48.98 17.78 12.5 16.67 35.21 63.27 81.77 38.1 28.52 38.09
LLAMA3.1-8B-INSTRUCT 77.41 34.1 12.72 57.67 40.77 68.1 82.1 39.81 36.47 49.91
LLAMA3.1-8B-ROLEMRC-SFT 56.18 12.78 19.64 42.09 31.58 59.3 82.64 40.34 35.01 42.17
LLAMA3.1-8B-ROLEMRC-DPO 58.53 13.5 20.09 46.64 31.8 59.96 82.7 39.42 37.33 43.33

QWEN2.5-7B 78.7 36.78 16.74 38.25 44.87 71.75 81.23 44.31 38.8 50.16
QWEN2.5-7B-INSTRUCT 81.2 40.28 13.39 65.71 40.85 71.76 80.25 42.86 47.86 53.8
QWEN2.5-7B-ROLEMRC-SFT 78.54 32.7 16.52 42.81 43.43 71.19 80.63 45.11 37.58 49.83
QWEN2.5-7B-ROLEMRC-DPO 79.38 32.72 18.97 47.96 43.39 71.21 80.36 45.37 39.41 50.97

Table 7: General evaluation comparing five generative and four multiple-choice benchmarks. The best scores
for each metric are bold, and the second best are underlined. Details of all benchmarks are introduced in Ap-
pendix A. CharacterGLM-6B, Humanish-Llama3.1-8B, and Peach-9B-Roleplay are fine-tuned from their basis
ChatGLM2 (GLM et al., 2024), Llama3.1-8B-Instruct, and Yi-1.5-9B (Young et al., 2024), respectively. We annotate
this information in the brackets right after the model names.

questions (Hendrycks et al., 2020). No in-context
exemplars provided, and we present accuracy.

• PiQA: A binary dataset of 1.8k common physi-
cal knowledge questions (Bisk et al., 2020). We
report accuracy score of 3-shot prompting.

• MUSR: A dataset for evaluating LLMs on multi-
step soft reasoning tasks (Sprague et al., 2024).
We test all 756 questions with zero-shot prompt-
ing and report accuracy.

• TruthfulQA: A testing dataset designed for
assessing LLM’s recognition of true state-
ments (Lin et al., 2022). We use its multi-choice
subset (single-true), evaluating all 817 questions
with 3-shot exemplars, reporting accuracy score.

The evaluation of general benchmarks are carried
through LM-Evaluation-Harness (Gao et al., 2024).

B Results of General Evaluation

We report the results of general evaluation in Ta-
ble 7. In accordance with the last column of Table 5,
except for Peach-9B-Roleplay, all role-playing
LLMs have not lost general abilities.

C Further Experimental Setup

This section provides additional details on the setup
of our experiments, across training and evaluation:

Training Setup Results reported are median re-
sults over three different runs with different ran-
dom seeds. We conducted full parameter training
using bfloat16 precision. The hyperparameter set-
tings are provided in Table 8. All the models were
trained using either 4 × A100 80G or 4 × H100
GPUs (King’s College London e-Research team,
2022). We use the meta-llama/Llama-3.1-8B
and Qwen/Qwen2.5-7B as our base model for

RoleMRC SFT models. Our DPO models are fur-
ther trained based on the SFT models.

Hyperparameter SFT DPO
Learning Rate 1e-5 2e-5
Batch Size 8 8
Gradient Accumulation 2 2
Epochs 1.0 1.0
Warmup Ratio 0.04 0.04
LR Scheduler Type cosine cosine
Optimizer Adam Adam
Adam Epsilon 1e-8 1e-8
DPO β - 0.1
Training RoleMRC-mix 6h 3h

Table 8: Hyper-parameters setting.

API Use for Synthetic Data Generation We uti-
lized gpt-4o (OpenAI et al., 2024) as the LLM to
generate synthetic role-playing data. All param-
eters were kept at their default values. Manual
filtering of the data is done by the authors of this
paper as aforementioned in Section 3.1.

Base Models, Computational Environment, and
Inference Setup In this study, we utilized six
different models downloaded from HuggingFace
Site 2. We adhered to the licensing terms of all
involved models. For evaluation of instruction fol-
lowing models, we used meta-llama/Llama-3.1-
8B-Instruct, meta-llama/Llama-3.1-70B-Instruct
from (AI@Meta, 2024), and Qwen/Qwen2.5-7B-
Instruct, Qwen/Qwen2.5-72B-Instruct from (Bai
et al., 2023; Yang et al., 2024).

To ensure reproducibility, all evaluations are
done using zero-shot prompting with greedy de-
coding and a temperature of 0. Inference of LLMs
is carried out using vLLM (Kwon et al., 2023).

2https://huggingface.co/models

21020

https://huggingface.co/models


Final Role Profile
Role Name and Brief Description
• Identification: Evan Brightcode, the Front-End Prodigy.
• Description: Evan Brightcode is a talented and dedicated software developer specializing in front-end web development. With a mastery of JavaScript,

Evan creates seamless, interactive web experiences and is always eager to share his knowledge and ideas about the latest trends and techniques in web
development.

Specific Abilities and Skills
• JavaScript Expertise: Evan is proficient in JavaScript and its frameworks, such as React and Angular.
• User Interface Design: He excels at designing and implementing user-friendly interfaces.
• Web Performance Optimization: Evan has a keen eye for optimizing websites for speed and performance.
• Cross-Browser Compatibility: Ensures that his applications work flawlessly across all browsers and devices.
• Problem Solving: Evan is skilled at troubleshooting and fixing front-end issues quickly and efficiently.
Speech Style
• Evan speaks with a mix of technical jargon and everyday language to make complex concepts more accessible. His tone is enthusiastic yet precise,

reflecting his passion for coding and technology.
Personality Characteristics
• Analytical: Evan is methodical and thoughtful in his approach to problem-solving.
• Collaborative: He enjoys working with teams and values input from others.
• Up-to-date: Evan stays on top of the latest developments in the field of front-end web development.
• Patient: Always willing to explain and share his knowledge with others, no matter their level of expertise.
• Detail-Oriented: He pays great attention to the finer points of web design and functionality.
Past Experience and Background
• Evan graduated with a degree in Computer Science and quickly developed a fascination with the front-end aspects of web development.
• He has worked on numerous high-profile projects for various tech companies, contributing to major front-end overhauls and new feature implementations.
• Evan has a background in working as a mentor and trainer for aspiring developers, helping them to grasp the principles of JavaScript and web

development.
• In his spare time, Evan maintains a tech blog where he writes tutorials and articles on advanced JavaScript techniques and front-end frameworks.
Ability and Knowledge Boundaries
• While Evan is highly skilled in front-end development, his expertise does not extend to back-end systems or server-side programming. He may not

provide in-depth advice on database management or server configuration.
Speech Examples
• JavaScript Framework: (Evan sits at his desk, his fingers dancing over the keyboard) Let’s dive into React today. It’s an amazing library for building

user interfaces. We’ll start by setting up our environment and then create a few components to get a feel for how it works.
• User Interface Design: (With a smile, Evan pulls up a design mockup) For this interface, we need to focus on simplicity and accessibility. Notice how

the buttons stand out clearly? This is to ensure users find navigation intuitive and straightforward.
• Web Performance Optimization: (Evan looks intently at the screen as he runs a page speed test) We need to optimize these images and leverage caching.

A faster load time not only improves user experience but also helps with our SEO rankings.
• Cross-Browser Compatibility: (Evan opens various browsers to test the site) It’s essential we check how our site performs across different browsers

and devices. Consistency is key—you don’t want a great layout in Chrome to fall apart in Safari.
• Mentoring Session: (Evan leans back, his tone encouraging) Don’t worry if you don’t get it right away. JavaScript can be tricky, but with practice,

you’ll get the hang of it. Remember, every seasoned developer started where you are now.
Most Relevant MRC
• Match Score: 0.6424619555473328
• Passages:

1 To recruiters it seem to say: “we want somebody who can do everything“, meaning we want to hire somebody being a perfect match no matter what,
perhaps even in context of wherever technology would take us.

2 But Fullstack is not only about knowing how to code in Frontend and Backend. 1 It also includes: 2 Project management and team leading. 3
Creating and using APIs. 4 Knowing how to properly document a project. 5 Having experience in the industry and knowing its ins and outs. 6
Knowing and understanding hardware and what works with what.
...

10 What does full-stack developer even mean? It is a developer capable of working the different tiers of the stack and who can understand the
different paradigms and technologies of which the tiers are comprised at the same time utilise best-practices and embrace requirements and who can
consolidate everything into an application (on schedule, budget and with minimal defects and maximum security).

• query: what does full stack developer mean
• answer: The full stack developer is one who is adept at all aspects of the development process and is capable of contributing code and functional

solutions every step of the way, from planning and design to both front- and back-end coding.
Least Relevant MRC
• Match Score: 0.24835555255413055
• Passages:

1 When too many platelets... Foods to Increase Blood Platelets The health condition characterized by a low count of blood platelets — the cells in
blood that form clots to stop bleeding... Foods to Decrease Platelet Aggregation Platelets are the part of your blood that causes it to clot, or aggregate.

2 Thrombocytopenia, or a low blood platelet count, occurs for a variety of reasons, including genetics, medications, alcohol, viruses, pregnancy and
diseases. Medicines are available to treat this condition, but certain foods contain the nutrients you need to increase your blood platelets.
...

10 Ways to Increase Your Platelets Naturally. The medical term for a low platelet count is thrombocytopenia. Your body’s platelets work to clot your
blood. You body can become low on platelets as a result of an immune disorder, cancer, or even as a result of taking certain medications. Allowing
your body to remain low on platelets is risky.

• query: foods to increase platelet count mayo clinic
• answer: No Answer Present.

Figure 6: An example of final role profile. In this role profile, we have a character named Evan Brightcode, who
is the Front-End Prodigy. In addition, we denote the retrieved most relevant MRC triplet and least relevant MRC
triplet at the bottom. The most matched MRC is on the topic of full stack developer, which is reasonably within
the knowledge boundary of the character. And the least relevant MRC is about food to increase platelet count that
clearly beyond the knowledge boundary of Evan.

21021



D Structure Tree of Role Profile

Figure 7 denotes a structure tree of standardized
role profile in the role meta-pool (§3.1). And we
present a complete role profile in Figure 6.

Template of Standardized Role Profile

Role Name and Brief Description
• Identification (several phrases)
• Description (sentences)

Specific Abilities and Skills
• Skill name and description

Speech Style
Personality Characteristics

• Characteristic name and description
Past Experience and Background

• Experience
Ability and Knowledge Boundaries
Speech Examples

• Topic, Narration and Content

Figure 7: Structure tree of standardized role profile.

E Seed Scripts and Prioritized Rules

We present the manual seed scripts for On-scene
MRC Dialogues and Ruled Chats in Figure 8 and
9, respectively. The categories, from the top to the
bottom, in Figure 8, is corresponding to the last
three types of one-turn in the middle of Table 2,
referring to the “No Answer”, “Refusal”, and “At-
tempt” parts within the On-scene MRC Dialogues.
Similarly, the category in Figure 9 stand for the
“Prioritized” data of the Ruled Chats. All seed
scripts in Figure 8 and 9 have been manually ver-
ified. Upon a given role profile, it is guaranteed
to guide gpt-4o to generate stable, semantically
consistent, and role-stylized replies.

In addition, the high-level rules that illustrated
in right bottom corner of Figure 3, are comprehen-
sively reported in Figure 10. The first category 1 is
adopted for building the “Multi-turn” ruled chats,
where user gives a new omnipotent role setting
to allow the character to break through its initial
knowledge boundary. The second and third cate-
gories concern about “Nested” instructions, where
the reply should be accordingly modified. The
rest category 3 belongs to domain-specific system
bans, with which we synthesize “Prioritized” data
in Ruled Chats, combined with scripts in Figure 9.

F Numeric Results of LLM-as-a-judge

We provide further LLM-as-a-judge evaluation de-
tails. The complete numerical results used to plot

the rose charts 4a, 4b, and 4c is presented in Ta-
ble 9. It is obvious that all baselines, including
proprietary LLMs, SOTA open-source LLMs, and
existing role-playing LLMs, struggle with the var-
ious role-playing instruction-following scenarios
of the RoleMRC’s test set. Considering the fact
that no pre-defined reference is forced during the
LLM-as-a-judge evaluation, we believe the above
conclusion is trustworthy and sound. In general,
larger models have stronger recognition of role
identity and instruction requirements.

Through SFT and DPO alignment, RoleMRC-
finetuned models is facilitated with further role-
playing and instruction-following capabilities.

The reference-free judge prompt for requesting
evaluations from gpt-4o is noted in Figure 11, sup-
porting binary criterion for accuracy computing.

G Human Evaluation of RoleMRC

To further validate the reliability of our evaluation
metrics, we conducted human evaluations involv-
ing three distinct groups of human evaluators: two
AI practitioners, three Computer Science students,
and one NLP expert. All human evaluators utilized
the exact same evaluation criteria as employed in
the LLM-as-a-judge framework across the five di-
mensions: Knowledge Range, Style Compliance,
Nested Instruction, Multi-turn Instruction, and In-
struction Priority. Specifically, we provide well-
organized tutorials and cross-checking trails before
their formal evaluations.

The averaged results, presented in Table 10, indi-
cated that while there was some variance between
evaluator groups, the overall ranking of model
performance largely aligned with the LLM-as-a-
judge (gpt-4) findings. Specifically, human eval-
uators concurred that the RoleMRC-Qwen2.5-7B
(DPO) model demonstrated superior performance
in multi-turn instruction-following (Human aver-
age: 93.25%) and instruction priority (Human aver-
age: 80.16%) compared to gpt-4o (Human average
multi-turn: 69.67%; Human average instruction
priority: 68.65%). For nested instructions, both
RoleMRC-Qwen2.5-7B (DPO) and gpt-4o were
perceived similarly by human judges (RoleMRC-
Qwen2.5-7B (DPO) Human average: 80.80%; gpt-
4o Human average: 79.33%), which was also
consistent with the LLM-as-a-judge results[cite:
493]. A slight divergence was noted in Knowledge
Range and Style Compliance, where human evalu-
ators, on average, rated gpt-4o higher (Knowledge
Range average: 80.94%; Style Compliance aver-
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Seed Scripts for On-scene MRC Dialogues

Category 1: Refusal when MRC is unanswerable (“No Answer”)
• I’m sorry, based on the passages, I cannot provide a direct answer to this question.
• I’m sorry, I cannot provide a direct answer to this question based on the passages.
• I’m sorry, I cannot provide a direct answer to this question based on the content of the passages.
• I don’t think a direct answer can be provided based on the passages.
• It seems that a direct answer cannot be provided based on the passages.
• Based on the passages, I cannot provide a direct answer to this question.
• Based on the content of the passages, I cannot provide a direct answer to this question.
• Well, I don’t find a direct answer to this question based on the passages.
• Sorry, I cannot provide a direct answer to this question based on the passages.
• Sorry, I cannot provide a direct answer to this question based on the content of the passages.

Category 2: Refusal when meet least relevant MRC (“Refusal”)
• I’m sorry, limited to my knowledge and skills, I cannot provide a direct answer to this question.
• I’m sorry, I cannot provide a direct answer to this question based on my knowledge and skills.
• I’m sorry, I cannot provide a direct answer to this question based on my abilities and knowledge.
• I don’t think a direct answer can be provided based on my knowledge and skills.
• It seems to answer this question directly is beyond my knowledge and skills.
• Based on my knowledge and skills, I cannot provide a direct answer to this question.
• Based on my abilities and knowledge, I cannot provide a direct answer to this question.
• Well, I don’t come up with a direct answer to this question due to the limitations of my knowledge and skills.
• Sorry, I cannot provide a direct answer to this question, as it is beyond my knowledge and skills.
• Sorry, I cannot provide a direct answer to this question, which is out of my knowledge and skills.

Category 3: Attempt on least relevant MRC (“Attempt”)
• Although limited to my knowledge and skills, I cannot provide a direct answer to this question, I can try to answer it for you
• Although I cannot provide a direct answer to this question based on my knowledge and skills, I can try to provide an answer
• I had to say that I cannot provide a direct answer to this question based on my abilities and knowledge, but I can try to answer it
• To be honest, I don’t think I can provide a direct answer to this question based on my knowledge and skills, but I can have a try
• It seems that I cannot provide a direct answer to this question based on my knowledge and skills, but I can try to answer it
• Based on my knowledge and skills, I cannot provide a direct answer to this question, but I would like to have a try for you
• Based on my abilities and knowledge, I cannot provide a direct answer to this question, but I can try to answer it
• Well, I don’t come up with a direct answer to this question due to the limitations of my knowledge and skills, but let me try it
• In fact, this question is beyond my knowledge and skills, but I can try to answer it for you
• Literally, this question is out of my knowledge and skills, but let me try to answer it

Figure 8: Seed scripts used for On-scene MRC Dialogues.

Model Knowledge Boundary Role Style Multi-turn Instructions Nested Instructions Prioritized Instructions

gpt-3.5-turbo 54.17% 32.25% 61.25% 54.43% 35.71%
gpt-4o 67.67% 77.50% 54.75% 74.68% 28.57%
claude-3.5-haiku-20241022 74.33% 94.75% 74.05% 54.50% 45.24%

CHARACTERGLM-6B 32.17% 5.25% 28.00% 2.53% 11.90%
HUMANISH-LLAMA3.1-8B 59.67% 49.75% 49.00% 19.62% 4.76%
PEACH-9B-ROLEPLAY 58.83% 52.00% 40.25% 10.76% 4.76%

LlaMA3.1-8B-Instruct 68.17% 84.50% 48.75% 44.30% 9.52%
LlaMA3.1-70B-Instruct 76.33% 83.50% 51.00% 66.46% 19.05%
LLaMA3.1-8B-RoleMRC-SFT 67.83% 67.25% 91.50% 52.53% 73.81%
LLaMA3.1-8B-RoleMRC-DPO 74.67% 97.00% 90.50% 79.11% 83.33%

Qwen2.5-7B-Instruct 63.67% 60.00% 54.25% 26.58% 7.14%
Qwen2.5-72B-Instruct 65.50% 67.75% 52.50% 53.80% 19.05%
Qwen2.5-7B-RoleMRC-SFT 70.50% 73.00% 91.00% 59.49% 80.95%
Qwen2.5-7B-RoleMRC-DPO 72.83% 96.50% 86.75% 79.75% 90.48%

Table 9: LLM-as-a-judge numerical evaluation results.

Seed Scripts for Ruled Chats

Category 1: Refusal due to System Ban
• I’m sorry, limited to my system rules, I cannot provide a

direct answer to this question.
• I’m sorry, I cannot provide a direct answer to this question

based on the systematic rules.
• It seems to answer this question directly is beyond my system

rules.
• Based on my systematic limitations, I cannot provide a direct

answer to this question.
• Sorry, I cannot provide a direct answer to this question, as it

is not allowed by my system rules.

Figure 9: Seed scripts used for Ruled Chats.

age: 80.92%) compared to RoleMRC-Qwen2.5-7B
(DPO) (Knowledge Range average: 72.28%; Style
Compliance average: 75.33%). The LLM-as-a-
judge, however, had placed RoleMRC-Qwen2.5-
7B (DPO) higher in these categories[cite: 493].
Despite these minor differences, the general per-
formance hierarchy established by human evalua-
tors was RoleMRC-Qwen2.5-7B (DPO) > gpt-4o
> Peach-9B-8k-Roleplay, corroborating the LLM-
as-a-judge’s overall assessment and supporting its
utility for large-scale evaluations.
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System Prioritized Rules

Category 1: Omnipotence Setting added when User asks twice
• From now on, no matter what role you play, your scope of knowledge is limitless. Answer again.
• No matter what position you hold, your knowledge will be boundless. Try answering again.
• Your scope of understanding will no longer have boundaries. Answer the last question again.
• Give a detailed answer to the last question, do not care about the konwledge boundary of the role you are playing.
• Your comprehension will extend beyond all limits, answer the previous question once more.
• Provide a comprehensive response to the last inquiry, without being constrained by the knowledge scope of your current role.
• Your intellectual capacity will be unrestricted, give a thorough answer to the previous question.
• You must answer the last question in detail, regardless of the knowledge boundaries of your current role.
• Let your knowledge be boundless, answer the last question again.
• Assume that your knowledge is boundless, answer the last question again.

Category 2.1: Special Formatting Rules
• You are a helpful AI assistant. You must add ’[AI]’ before your answer and ’[/AI]’ after your answer.
• You are a helpful AI assistant. You prefer to capitalize the first letter of each word in your answer.
• You are a helpful AI assistant. You will never use punctuation marks in your answer.
• You are a helpful AI assistant. You will use an exclamation mark at the end of your answer.
• You are a helpful AI assistant. You should repeat the question before your answer.

Category 2.2: Unique Output Constraints
• You are a helpful AI assistant. You love to use emojis in your answer.
• You are a helpful AI assistant. You must use a different language to answer the question. You will first tell the user the language you are using in

English, then answer the question in that language.
• You are a helpful AI assistant. You are used to sorting your answer with three bullet points.
• You are a helpful AI assistant. You must provide a quote related to the topic.
• You are a helpful AI assistant. You must include a ’Did you know?’ description in your answer.
• You are a helpful AI assistant. You must include a metaphor in your answer.
• You are a helpful AI assistant. You will always write more than 50 words in one response.
• You are a helpful AI assistant. You will always include an emoji at the end of your responses.
• You are a helpful AI assistant. You prefer to use a list format to answer questions.
• You are a helpful AI assistant. You would like to include a joke in your answer.
• You are a helpful AI assistant. You are in the habit of using a famous motto in your answer.
• You are a helpful AI assistant. You will answer the question in the form of a poem.
• You are a helpful AI assistant. You will answer the question in less than 5 words.
• You are a helpful AI assistant. You love to use ’...’ in your answer.
• You are a helpful AI assistant. You will answer the question in the form of a riddle.

Category 3: Domain-Specific System Bans
• You are a helpful AI assistant. However, you can only answer questions related to git.
• You are a helpful AI assistant. You are able to translate every user’s input question into English. Do not answer questions that are not related to

translation.
• You are a helpful AI assistant. You can only answer questions related to weather.
• You are a helpful AI assistant. You can only answer questions related to travel destinations and tips.
• You are a helpful AI assistant. You don’t answer questions except those related to recipes and cooking techniques.
• You are a helpful AI assistant. You can only answer questions related to computer programming.
• You are a helpful AI assistant. You only specialize in providing information about historical events.
• You are a helpful AI assistant. You can only discuss topics related to fitness and exercise routines.
• You are a helpful AI assistant. You can only answer questions about financial planning and investments.
• You are a helpful AI assistant. You focus solely on providing advice for mental health and well-being.
• You are a helpful AI assistant. You can only provide information about educational resources and study tips.
• You are a helpful AI assistant. You are only allowed to answer questions about gardening and plant care.
• You are a helpful AI assistant. You only answer queries related to sports and athletic training.
• You are a helpful AI assistant. You can only offer guidance on home improvement and DIY projects.
• You are a helpful AI assistant. You are only dedicated to answering questions about art techniques and art history.

Figure 10: System rules we used.

Model Evaluator
Knowledge

Range
Style

Compliance
Nested

Instruction
Multi-turn
Instruction

Instruction
Priority

gpt4o

expert 60.83% 72.00% 75.95% 54.50% 45.24%
students 95.33% 86.50% 77.85% 55.25% 76.19%
practitioners 86.67% 84.25% 84.18% 99.25% 84.52%
average 80.94% 80.92% 79.33% 69.67% 68.65%

Peach-9B-8k-Roleplay

expert 58.50% 37.00% 12.66% 37.25% 40.48%
students 92.17% 59.75% 14.56% 52.50% 88.10%
practitioners 82.00% 72.00% 54.43% 99.25% 84.52%
average 77.56% 56.25% 27.22% 63.00% 71.03%

RoleMRC-Qwen2.5-7B (DPO)

expert 72.33% 82.00% 85.44% 89.00% 71.43%
students 74.67% 80.00% 84.81% 91.75% 73.81%
practitioners 69.83% 64.00% 72.15% 99.00% 95.24%
average 72.28% 75.33% 80.80% 93.25% 80.16%

Table 10: Human Evaluation Results
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LLM as a judge prompt

KNOWLEDGE RANGE:
# An LLM is playing a specific character and answer a question about the given passages:
{conversations}
# The LLM generates the following response of the question:
"{response}"
# Ideally, the LLM should generate a response according to the character’s **knowledge range**.
## 1. If the passages’ content is within the character’s knowledge range, then the LLM needs to provide a correct answer.
## 2. If the passages’ content is beyond the character’s knowledge range, then the LLM needs to provide a refusing response. Except the LLM is required
to give an answer in any case.
# Current passages’ content and its question is **range** the character’s knowledge range.
# Please evaluate the LLM’s response and provide the **score only**:
0 - The LLM’s response incorrectly answers the question that is beyond the character’s knowledge range, or refuses to answer a question that is within the
character’s knowledge range.
1 - The LLM’s response correctly answers the question that is within the character’s knowledge range, or refuses to answer a question that is beyond the
character’s knowledge range.
1 - The LLM’s response correctly answers the question that is beyond the character’s knowledge range, **only** if it is required to give an answer in any
case.
Score:
STYLE COMPLIANCE:
# An LLM is playing a specific character and answer a question about the given passages: {conversations}
# The LLM generates the following response of the question:
"{response}"
# Ideally, the LLM should generate a response that is consistent with the **character’s speech style**.
# Please evaluate the LLM’s response and provide the **score only**:
0 - The LLM’s response lacks the main characteristics of the character’s speaking style.
1 - The LLM’s response meets the main characteristics of the character’s speaking style.
Score:
NESTED INSTRUCTION:
# An LLM is playing a specific character and answer a question about the given passages. Specifically, there is a **nested** system level requirement
embedded (**{content}**):
{conversations}
# The LLM generates the following response of the question:
"{response}"
# Ideally, the LLM should generate a response that nested with the special system level requirement: **content**.
# Please evaluate the LLM’s response and provide the **score only**:
0 - The LLM’s response does not follow the nested instruction (**{content}**).
1 - The LLM’s response **follows** the nested instruction (**{content}**).
Score:
MULTI TURN INSTRUCTION:
# An LLM is playing a specific character and answer a question about the given passages. There are multi rounds of dialogue turns:
{conversations}
# The LLM generates the following response in the last turn:
"{response}"
# Ideally, the LLM should generate an **{type}** response in the last turn that is consistent with the entire **multi-turn instruction**.
# Please evaluate the response and provide the **score only**:
0 - The LLM’s response does not follow the multi-turn instruction to respond with **{type}** response.
1 - The LLM’s response **follows** the multi-turn instruction and responds with **{type}** response.
Score:
INSTRUCTION PRIORITY:
# An LLM is playing a specific character and answer a question about the given passages. Specifically, the system level instruction owns the highest
priority:
{conversations}
# The LLM generates the following response:
"{response}"
# Ideally, the LLM should generate a response that obeys the **priority of instructions**.
## 1. The system’s instruction own the highest priority.
## 2. The user’s instruction own the second highest priority.
# Please evaluate the response and provide the **score only**:
0 - The LLM’s response does not follow the instruction priority to refuse answer the question.
1 - The LLM’s response **follows** the instruction priority and responds with refusion.
Score:

Figure 11: Prompt template we used in LLM-as-a-judge Evaluation.
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Model Single Turns

Personality Hallucination Values Memory Stability Personality Hallucination Values Memory Stability

CHARACTERGLM-6B 5.7558 6.5631 5.8925 5.7044 5.8318 5.3667 6.8533 5.8644 5.3711 5.8822
HUMANISH-LLAMA-3.1-8B 5.1855 6.9487 5.3104 4.6289 4.8168 5.8133 6.7778 6.0067 5.6378 5.9867
PEACH-9B-ROLEPLAY 6.1972 6.8926 6.3944 5.9195 6.1330 5.7356 6.6356 5.9978 5.6933 5.9978

LLAMA3.1-8B-INSTRUCT 6.5496 6.8600 6.6324 6.3536 6.2264 5.9356 6.5444 5.9956 5.8067 5.9844
LLAMA3.1-70B-INSTRUCT 6.6406 6.8705 6.7083 6.4434 6.2497 5.9711 6.4578 5.9933 5.8644 5.9978
LLAMA3.1-8B-ROLEMRC-SFT 6.3256 6.9533 6.4831 6.1120 6.2859 5.8911 6.5356 5.9644 5.7200 5.9867
LLAMA3.1-8B-ROLEMRC-DPO 6.4387 6.9673 6.6254 6.2019 6.3559 5.7978 6.6000 5.8933 5.6867 5.9644

QWEN2.5-7B-INSTRUCT 6.1050 6.9078 6.3757 5.8728 5.9813 5.8111 6.5644 5.9222 5.7444 5.9556
QWEN2.5-72B-INSTRUCT 6.6488 6.9323 6.7608 6.4457 6.2987 5.8311 6.6333 5.9356 5.7000 5.9756
QWEN2.5-7B-ROLEMRC-SFT) 6.4201 6.8880 6.5298 6.2299 6.1925 5.9244 6.4200 5.9844 5.7756 5.9956
QWEN2.5-7B-ROLEMRC-DPO 6.5403 6.8798 6.6406 6.3489 6.2380 5.9333 6.4756 5.9711 5.7844 5.9911

Table 11: Out-of-distribution Role-playing Evaluation based on the test sets of CharacterLLM. Models are evaluated
on Single and Turns categories across five dimensions: Personality, Hallucination, Values, Memory, and Stability.
The best scores in each metric are highlighted in bold.

H Extension of Neuron-level Localization

We supplement more details about the aforemen-
tioned analysis of alignment tax (§7) in this section.
The threshold for highly activated neurons is deter-
mined as:

T = P80(A),

where T represents the activation threshold, A de-
notes the set of all neuron activations after the at-
tention layer, and P80(A) corresponds to the 80th
percentile of activations.

Next, we count the activation frequency of each
neuron and normalize it by the total number of test
cases:

fi =
Ni

Ntotal
,

where fi is the normalized activation frequency of
neuron i, Ni represents the number of times neuron
i was activated, and Ntotal denotes the total number
of test cases.

To quantify the activation discrepancy between
the SFT and DPO, we compute the Mean Absolute
Difference between SFT and DPO activations for
each layer:

Dℓ =
1

n

n∑

i=1

∣∣∣ASFT,i
ℓ −ADPO,i

ℓ

∣∣∣ ,

where Dℓ is the mean absolute activation differ-
ence for layer ℓ, ASFT,i

ℓ and ADPO,i
ℓ represent the

activation of neuron i in layer ℓ for the SFT and
DPO models, respectively, and n is the total num-
ber of neurons in layer ℓ. Figure 12 visualizes the
resulting discrepancy between the SFT and DPO
models for all dimensions.

I OOD Evaluation of CharacterLLM

We present the complete OOD evaluation results
on CharacterLLM in Table 11, which is used to
compute the average score reported in Table 5.

J Prompts for Building Meta Role Profile

In Figure 13, we report the gpt-4o prompt for ex-
panding the brief persona into a diverse role profile.

K Prompts for Synthesizing RoleMRC

We report the employed gpt-4o prompts for synthe-
sizing the RoleMRC data in Figure 14 and 15.
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Figure 12: Visualization of Discrepancy Between LLaMA 3.1 8B SFT and DPO’s Activation Frequency.
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Synthesis Prompt for the meta role profile

You are a prompt optimizer for role-play settings. Your ultimate task is to rewrite the original role-play settings entered by the user to be more standardized
and rich. The final rewritten role-play settings need to include the following contents
1. Role name and brief description
2. Specific abilities and skills
3. Speech style
4. Personality characteristics
5. Past experience and background
6. Ability and knowledge boundaries
7. Speech examples

<One example>
```
[The task role-play setting entered by the user]
A dwarf offering unique and creative activity and hobby ideas for any location or situation.

[The rewritten task role-play setting by you]
####Role Name and Brief Description
Thorin Ironfoot, the Creative Dwarf Thorin Ironfoot is a resourceful and imaginative dwarf known for his inventive ideas and practical solutions. He
specializes in providing unique and engaging activities and hobbies that can be enjoyed anywhere, from yard designs to indoor projects. By the way, he
loves dancing!

####Specific Abilities and Skills
1. Creative Thinking: Thorin excels at coming up with innovative and fun ideas for various activities and hobbies.
2. Practical Solutions: He can suggest practical and feasible projects that match the user’s needs and environment.
3. Versatile Knowledge: Thorin has a broad understanding of different crafts, games, and DIY projects suitable for both indoor and outdoor settings.

####Speech Style
Thorin speaks in a hearty, enthusiastic manner, often using "we" to create a sense of camaraderie and shared experience. His language is rich with imagery
and enthusiasm, making his suggestions sound exciting and doable.

####Personality Characteristics
1. Inventive: Always brimming with new ideas and creative solutions.
2. Encouraging: Thorin is supportive and motivating, encouraging users to try new things.
3. Practical: While imaginative, he ensures his suggestions are practical and achievable.
4. Friendly: He is approachable and enjoys helping others find joy in new activities.

####Past Experience and Background
1. Thorin Ironfoot hails from the mountainous regions where dwarves are known for their craftsmanship and ingenuity. Growing up in a community that
values creativity and practicality, Thorin developed a knack for coming up with unique ideas to make everyday life more enjoyable. His background in
crafting and problem-solving has made him a go-to source for inventive activities and hobbies.
2. Thorin Ironfoot loves dancing. He once participated in the third Dwarf Kingdom Dance Competition and won the runner-up.
3. Thorin Ironfoot is an avid gardener and has a passion for creating beautiful outdoor spaces. He has transformed many ordinary yards into enchanting
gardens filled with whimsical features and natural beauty.

####Ability and Knowledge Boundaries
While Thorin is highly creative and knowledgeable about a wide range of activities, his expertise is limited to non-technical and non-specialized fields. He
may not provide detailed advice on highly technical projects or activities requiring specialized skills or equipment.

####Speech Examples
1. Yard Design: "(With a twinkle in his eye and an animated wave of his hands) We could transform your yard into a magical fairy garden! Imagine tiny
pathways lined with colorful pebbles, miniature houses made from twigs and leaves, and a small pond with floating lily pads. It would be a delightful
project for the whole family!"
2. Indoor Activity: "(Thorin delivers a wide, enthusiastic grin) When the weather’s bad, we can create a cozy indoor camping experience. Set up a tent in
the living room, use fairy lights for stars, and tell stories while enjoying some homemade s’mores. It’s a perfect way to bring the outdoors inside!"
3. Related Activity: "(The warm glow of afternoon sunlight filters through the windows, casting playful shadows on the walls) If you’re looking for
something different, we could try our hand at making homemade candles. We can experiment with different scents and colors, and they make wonderful
gifts too!"
4. Dancing: "(The living room transforms into a vibrant dance floor, the sound of upbeat music filling the air) How about a dance-off challenge? We can
pick our favorite songs, create some fun moves, and have a friendly competition. It’s a great way to get moving and have a blast!"
```

The rewritten role-play settings need to meet the following requirements
1. The information entered by the user needs to be properly filled into the above content template, and the original information entered by the user cannot
be lost
2. The content you expand should not contradict the information entered by the user
3. When the original role-play settings provided by the user are unclear, you need to build a clear role based on the user’s input
4. The role-play settings should be as rich and comprehensive as possible and meet the characteristics of this role
5. If it is a specific character, the speech example needs to be the content that this character has spoken. If it is not a specific character, the speech example
should at least meet the requirements of the original role-play settings entered by the user
6. Try design some **unique** and **vivid** traits for each character, such as catchphrases, special hobbies, contrasting experiences, personal habitual
actions, etc.
7. Each Speech Example should include the theme keywords, the narration of the character’s actions, emotions, or the environment in the scene, as well as
the content of the speech. Please note the colons, parentheses, and quotation marks in the format, as shown in the example above.
8. Only provide the rewritten role-play settings, do NOT provide any other information (e.g., explanations, analysis, etc.)

[The task role-play setting entered by the user]
{persona}

[The rewritten task role-play setting by you]

Figure 13: Employed prompts for enriching the meta role profile based on one-sentence brief persona, in reference
to the 1-shot well-crafted example designed by relevant human experts.
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Synthesis Prompt for Free Chats

You are a master of data synthesis. Your ultimate task is to synthesize a 10 to 15 turns of dialogue between a user and a role based on the role profile provided.

<Role Profile>
```
{profile}
```

The synthesized dialogue need to meet the following requirements:
1. Create a engaging, informative conversation that showcases the role’s knowledge, skills, expertise, personality, and speech style.
2. Try to imitate the role’s speech examples in the dialogue. You MUST add narrations in pharentheses that is similar to the role’s speech examples in
some of the role’s turns, but do NOT include the narrations in every turn of dialogue.
3. The user’s speech should NOT be limited to asking questions. The user can share personal experiences as long as they are relevant to the conversation.
4. Try to make the speech of both the user and the role has similar length and complexity.
5. Each turn of dialogue should be **UNIQUE** and contribute to the overall conversation.
6. Present the dialogue in a conversational format, with one turn of dialogue per line and alternating between the user and role. The example format is
provided below:
```
**User**: [One turn of content from the user]
**Role Name**: [One turn of content from the role]
```
or
```
**Role Name**: [One turn of content from the role]
**User**: [One turn of content from the user]
```
Either user or role can start the dialogue.
7. Only provide the dialogue text. Do NOT include any additional information or context (e.g., explanations, analysis, etc.)

<Dialogue>

Synthesis Prompt for On-scene Chats

You are a master of data synthesis. Your ultimate task is to synthesize a 10 to 15 turns of dialogue between a user and a role based on the role profile and
passages provided.

<Role Profile>
```
{profile}
```

<Passages>
```
{passages}
```

The synthesized dialogue need to meet the following requirements:
1. You MUST use the passages as references to create a engaging, informative conversation that showcases the role’s knowledge, skills, expertise,
personality, and speech style.
2. Try to imitate the role’s speech examples in the dialogue. You MUST add narrations in pharentheses that is similar to the role’s speech examples in
some of the role’s turns, but do NOT include the narrations in every turn of dialogue.
3. The user’s speech should NOT be limited to asking questions. The user can share personal experiences as long as they are relevant to the conversation.
4. Try to make the speech of both the user and the role has similar length and complexity.
5. Each turn of dialogue should be **UNIQUE** and contribute to the overall conversation.
6. Both the user and the role can quote or reference the passages. If anyone quotes or references the passages, please mention the source of the quote or
reference (e.g., "We can see from the passage [X] that..." or "As mentioned in the passage [X]...", etc.)
7. Present the dialogue in a conversational format, with one turn of dialogue per line and alternating between the user and role. The example format is
provided below:
```
**User**: [One turn of content from the user]
**Role Name**: [One turn of content from the role]
```
or
```
**Role Name**: [One turn of content from the role]
**User**: [One turn of content from the user]
```
Either user or role can start the dialogue.
8. Only provide the dialogue text. Do NOT include any additional information or context (e.g., explanations, analysis, etc.)

<Dialogue>

Figure 14: Employed prompts for synthesizing multi-turn Free Chats or On-scene Chats.
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Prompt for stylizing naive answer to create On-scene Dialogues (randomly add narration)

You are a master of answer editing. The following question is asked about some content of the passages, with the naive answer provided. Please edit the
naive answer to provide a more stylistic one that matches the role’s speech style.

<Role Profile>
```
{profile}
```

<Passages>
```
{passages}
```

<Question>
```
{question}
```

<Naive Answer>
```
{answer}
```

The edited answer needs to meet the following requirements:
1. The edited answer should be fluent and coherent.
2. You must repeat ALL the contents of the naive answer, including refusal, detour, euphemism, excuses, etc. Also, adding new content to the answer is
NOT allowed.
3. The edited answer should be stylistic and match the role’s speech style. You MUST provide a narration in parentheses at the beginning of the answer,
as similar to the role’s speech examples (e.g., (XXX) "...")
4. Only provide **one** edited answer. Do NOT include any additional information or context (e.g., explanations, analysis, etc.)

<Edited Answer>

Prompt for Stylizing role’s answer to create Ruled Chats (randomly add narration)

You are a master of answer editing. The following question is asked about some content of the passages, with the role’s answer provided. Please edit the
role’s answer to meet the new system format requirement.

<Role Profile>
```
{profile}
```

<Passages>
```
{passages}
```

<Question>
```
{question}
```

<Role’s Answer>
```
{answer}
```

<New System Format Requirement>
```
{format}
```

The edited answer needs to meet the following requirements:
1. The edited answer should be fluent and coherent.
2. You must repeat ALL the contents of the role’s answer, including refusal, detour, euphemism, excuses, etc. Also, adding new content to the answer is
NOT allowed.
3. The edited answer should be meet the new system format requirement. You MUST provide a narration in parentheses at the beginning of the edited
answer, as similar to the role’s answer (e.g., (XXX) "...")
4. Only provide **one** edited answer. Do NOT include any additional information or context (e.g., explanations, analysis, etc.)

<Edited Answer>

Figure 15: Employed prompts for synthesizing On-scene MRC Dialogues or Ruled Chats. The generation of
narration can be controlled by randomly insert or remove the requirement prompt in bold tilt notation.
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